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ABSTRACT

Over the years, the network management community has besreguowards the
design of alternative management approaches able to dupgterogeneity, scalability,
reliability, and minor human intervention. Currently, tb@re two major alternatives that
have been employed on the design and development of netwamkgement solutions.
The first one uses autonomic computing and self-* propentde the second one em-
ploys Peer-To-Peer (P2P) concepts and technologies. grgethe investigations related
to self-* properties and autonomic computing applied tavoek management focus their
efforts on defining high level models.@, ontologies and policies) that are able to deter-
mine and drive the autonomous actions of the system. On ttex stde, P2P research
applied to network management is mainly target to define dimencunication infrastruc-
ture of management solution. Thus, in the case of autononaisalf-* properties, there
is a lack of investigations approximating the high level misdo the management infras-
tructure, while the P2P investigations suffer from the agigoproblem.

Therefore, the investigations carried on this thesis aibmiaging knowledge to issues
involving the joint use of self-* properties and P2P to cdmite with the development
of alternatives for designing network management solgtiorhe methodology used on
the investigations was based on the definition of managenmegnirements, integration
issues for the design of the joint use of self-* propertied 82P, and the identifica-
tion/development of two case studies. Analyzing these sag#es, it is was possible to
conclude that the first case study (self-healing P2P seolptiad an importance in terms
of breaking the traditional paradigms of using Managemsgridélegation on top of P2P
infrastructures for network management. Embracing theslbthrough, the second case
study (self-organizing P2P solution) gave a step furthaherdevelopment of P2P appli-
cation capabilities for the design of self-* properties lsgbto network management.

The major contributions of this thesis are: (i) the changahenangle of network
management solution development from morphological dsgeach as APIs, protocols,
architectures, and frameworks) to the design of sophisticenanagement algorithms;
(i) the introduction of techniques to explore parallel ambperative behavior of mana-
gement peers running the management algorithms; (iii)stebéishment of design issues
that enable the development of truly distributed and comiper network management
environment, where the presence of the human administral®is minimized and the
managers are embedded inside the managed elements andm®biorders of the sys-
tem. In summary, this thesis shows how to rethink and imptbeelesign and execution
of network management tasks.

Keywords: Network management, Self-* properties, P2P, Cooperation.






Investigacao do Uso Integrado de PropriedadeSelf-* e Peer-To-Peepara o
Gerenciamento de Redes

RESUMO

Ao longo dos anos, a comunidade de gerenciamento de redesdémevada a criar
alternativas de gerenciamento que sejam capazes de lidapblemas de heteroge-
neidade, escalabilidade, confiabilidade, e com a reduc@wtetaencédo humana. Atual-
mente, existem duas principais alternativas empregaddsfiracdo e desenvolvimento
de solucdes de gerenciamento de redes. A primeira utilizgputacdo autondémica e pro-
priedadeself-*, enquanto a segunda utiliza conceitos e tecnolqug@s-to-peel(P2P).
Geralmente, as investigagdes relacionadas com a aplidegé@mputag¢ao autondmica e
propriedadeself-* no gerenciamento de redes sdo focadas na definicdo de mdeelos
alto nivel ex, ontologias e politicas), os quais sédo capazes de deterasragdes autd-
nomas do sistema. Em contrapartida, pesquisas relac®oadaP2P no gerenciamento
de redes estdo mais focadas na definicdo da infraestruturandenicacao da solugéo
de gerenciamento. Sendo assim, de um lado existem as pestig&las a aplicagédo de
computacdo autonémica e propriedadel-* que sofrem com o problema da falta de
aproximagao dos modelos de alto nivel com a infraestrueigedenciamento, e do outro
lado existem as que aplicam P2P e que sofrem com o problenstoopo

Dado o cenério descrito acima, essa tese tem como objetiestigar e esclarecer
quais sao as questdes e caracteristicas envolvidas neagdegle propriedadelf-* e
P2P que contribuem para a definicdo de novas alternativadudges de gerenciamento
de redes. A metodologia utilizada nas investigaces basema definicdo de requisitos
de gerenciamento, de questbes de integracao para o usatcod@ipropriedadeself-*

e P2P, e na identificacdo e desenvolvimento de dois estudcasde A analise desses

estudos de casos mostrou que o primeiro (solucdo de awadaseada em P2P) é res-
ponsavel pela quebra do paradigma tradicional do uso degjamento por delegacao

em cima de infraestruturas P2P. O segundo estudo de caseofgahizacao baseado em
P2P) intensifica essa quebra de paradigma ao explorar dagaside aplicagcdes P2P na
definicdo das propriedadsslf-* aplicadas ao gerenciamento de redes.

As maiores contribuicbes dessa tese sdo: (i) a mudanca améodesenvolvimento
das solucbes de gerenciamento de redes dos aspectos micdsl{tais como, APIs,
protocolos, arquiteturas, feamework$ para a definicdo de algoritmos sofisticados de
gerenciamento; (ii) a introducéo de técnicas para explavarportamentos paralelos e
cooperativos dopeersde gerenciamento que executam tais algoritmos; (iii) a iéfin
dosdesign issuegjue possibilitam o desenvolvimento de ambientes de geneecito
de redes verdadeiramente distribuidos e cooperativog, opapel dos administradores
humanos é minimizado e os gerentes estdo embutidos destelatnentos gerenciados
e ndo na borda dos sistemas. Em resumo, essa tese mostraspmnsar a definicdo e
execucao de tarefas de gerenciamento de redes.

Palavras-chave:Gerenciamento de redes, Propriedaskdt*, P2P, Cooperacao.
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1 INTRODUCTION

Network management is an important discipline whose maal goto maintain the
communication infrastructures and network services waykn a proper manner. Along
the years, several challenges have been faced by the fessaronunity on network
management. Examples of such challenges are the definitistaimdard network ma-
nagement protocol®.g, Simple Network Management Protocol (SNMP) (HARRING-
TON; PRESUHN; WIINEN, 2002), Common Open Policy Service RSP(PEREIRA;
GRANVILLE, 2008), NETCONF (Network Configuration) (BHUSHW SCHONWAL-
DER, 2009); the investigation of approaches to proceed metiwork management ope-
rations,e.g, centralized and distributed (MARTIN-FLATIN; ZNATY; HABRX, 1999)
(SCHONWALDER; QUITTEK; KAPPLER, 2000) (PAVLOU, 2007). Albugh the re-
search proposed so far have introduced improvements ororietmanagement, there are
several new challenges.@, reduction of human intervention, heterogeneity, scétgpi
reliability) that are not completely covered by the prewommanagement approaches. The
research community, in this way, started to investigate alésvnatives for designing and
developing network management solutions (SCHONWALDER.e2806).

One of the alternatives investigated is the employment &dreamic computing in
network management (SAMAAN; KARMOUCH, 2009). The term Aatanic Comput-
ing (AC) has been first used in 2001 (HORN, 2001) and its mast@ed definition was
presented by Kephart and Chess (KEPHART; CHESS, 2003). é&his&ues behind auto-
nomic computing are the reduction of human interventioniaockasing the autonomous
behavior of the systeme.Q, self-configuration, self-monitoring). Considering thet-n
work management community, it is also possible to evideheaise of other terms like
autonomic communications, self-management, and selbpgnties, to refer to the key
issues related to autonomic computing (SAMAAN; KARMOUCH(0®) (STRASSNER
etal., 2009) (BOUABENE et al., 2010) (MANZALINI; ZAMBONELL, 2006). Another
alternative explored by the research community is the eympémt of Peer-to-Peer (P2P)
technologies on network management solutions. The usePh@2 been claimed to be
a powerful alternative for enhancing connectivity acrostelogeneous domains, scalabi-
lity, reliability, and cooperation among managers (GRANME et al., 2005) (XU et al.,
2008) (FIORESE; SIMOES; BOAVIDA, 2009). In fact, the littnge shows that the in-
vestigations on self-* properties and P2P technologiestioite two major alternatives,
currently, followed by the research community on networkagement.

In general, the investigations related to self-* properéiad autonomic computing ap-
plied to network management focus their efforts on definigé kevel models (STRASS-
NER et al., 2008) (BERGLUND et al., 2008)(CHONG et al., 2QGf)ch as ontologies
(SERRANO; SERRAT; STRASSNER, 2007) (KEENEY; LEWIS; SULIAN, 2007)
(FUENTES; VERGARA; CASTELLS, 2006) and policies (SIMMONSUTFIYYA,
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2005) (MEER et al., 2006) (ZHAO; CHEN; CRESPI, 2008) (HADBIAONIS; PAVLOU,
2008), that are able to determine and drive the autonomdissmaof the system. In con-
trast, P2P research applied to network management is ntangigted to define the com-
munication infrastructure of management solution (GRANM et al., 2005) (BAR-
SHAN; FATHY; YOUSEFI, 2009), infrastructure to supportanmation dissemination
(YALAGANDULA et al., 2006) (BINZENHOFER et al., 2006), anti¢ connectivity of
the management elementsd, managers, agents, devices) (ZHOU; RENESSE, 2005)
(FALLON et al., 2007). Thus, in the case of self-* propertitgere is a lack of investi-
gations approximating the high level models to the managémé&astructure, while the
P2P investigations suffer from the opposite problem. Is Hginse, self-* properties and
P2P constitute complementary techniques, and the joinbiu®se techniques could be
exploited as another alternative for the development affodt management solutions.

Currently, there exists research showing the feasibilityre joint use of self-* prop-
erties and P2P technologies. For instance, there are soopegals of using self-*
properties to provide a better management of the P2P net{B&8AN; GHOSH, 2004)
(SACHA et al., 2006) (JONES et al., 2009). Other proposalsekample, employ self-*
properties to enhance the performance of the P2P systerdRINDS; TRIANTAFIL-
LOU, 2005) (BISKUPSKI; DOWLING; SACHA, 2007) (XIE; MIN; DA] 2009). How-
ever, the employment of self-* properties and P2P in ordéuitdl network management
solutions has not been, so far, extensively investigated tiae potentialities and draw-
backs of this union remains unclear. Therefore, this thaisns at bringing knowledge
to issues involving the joint use of self-* properties and®R@ contribute with the de-
velopment of an alternative for designing network manag#rmelutions. To drive the
processes of bringing knowledge, this thesis establishiee @f investigation based on
hypothesis and fundamental questions, which are descabénllows.

1.1 Hypothesis and Fundamental Questions

Over the years, the development of network managementiGoduivas focused on
providing protocols, architectures, frameworks, and ARigplication Programming In-
terface) -i.e. morphological aspects - while the design of the managenmsiication
itself was always neglected. Pushed by the posed challettgesetwork management
community started to employ more sophisticated solutibke,the two ones described
above: self-* properties and P2P techniques. However, ofdebse sophisticated solu-
tions were still focused on the morphological aspects oot management. In parallel,
discussions about the lack of truly distributed and codperaolutions, and the lack of
investments on algorithms started to be emphasized by th@recommunity (SCHON-
WALDER et al., 2006), but no clear solution was proposed sdfaerefore, to overcome
the focus on morphological aspects and find the key to trudtriduted and cooperative
solution, this thesis present the following hypothesis.

Hypothesis.“The combination of self-* properties and P2P techniques eables
the design and development of truly distributed and coopertive
network management applications.”
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In order to guide the investigation of this thesis, fundatakguestions associated
with the hypothesis are defined and presented as follows.

Fundamental question I.What are the characteristics introduced by the self-* prop-
erties and P2P techniques on the design and execution ofrietwanagement
solutions?

Fundamental question Il. What are the benefits of employing self-* P2P techniques
on building network management solutions in comparisoretb*scentralized or
self-* hierarchical approaches?

Fundamental question Ill. Which kind of costs does the self-* P2P-based network
management approach impose?

The methodology to be employed to carry out the investigatdased on the devel-
opment of case studies and accomplishment of integratsuesson the design of self-*
properties and P2P techniques for the network managemknioss. Two case studies
are defined. The first one investigates the employment ofdliéhsaling property and
P2P for the fault management of management platforms. Tier @xplores the joint
use of self-organizing property and P2P interactions ireotd manage the amount of
network traffic in network virtualization environments. dsaone of the case studies has
been evaluated following different research methag,(implementation and simula-
tion). Then, based on the observation of the charactesistiche solutions developed
for each case study and its associated results, it is pedsilulerive outcomes related to
the joint use of the self-* properties and P2P-based approametwork management.
These outcomes are analyzed in order to answer the fundahgemsistions of the thesis.
In addition, the answers of such questions also constieontributions of this thesis
for the network management research area.

The organization of this thesis is described in the nexiect

1.2 Organization

Chapter 2 describes the state of the art on the three toptsite addressed by this
thesis: network management, autonomic computing and* gaibperties, and peer-to-
peer. In addition, the relationship among these topicsse ahalyzed, resulting in the
description of: network management and self-* propertretyvork management and
P2P, and, finally, the combination of those three topics.

Chapter 3 depicts the principals of this thesis. Five topiesaddressed in this chapter.
First, the conditions that lead to the need of a self-* P2&radttive are presented. Second,
it is presented a description of the network environmeras thight benefit from self-*
P2P solutions and four management requirements are prbpod®ee associated to the
need of a self-* P2P alternative. Third, terms and concegésl in the context of the
self-* P2P alternative are defined. Fourth, integrationessare proposed in this thesis to
be used to guide the design of self-* P2P solutions. Fine#lge studies are identified to
be tested under the light of self-* P2P alternative.

Chapter 4 describes the case study associated with theugénof self-healing and
P2P techniques. The solution designed to integrate thobaitpies is presented, as well
as the scenario used to validate the execution of this solutin this case study, the
scenario is a Network Access Control (NAC) monitoring sgste
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Chapter 5 presents the investigation of self-organizirtgR2P in order to manage the
network traffic of network virtualization environments. Alsorganizing P2P approach
is designed and instantiated. The evaluation of such aroapprconsiders virtual IPTV
providers on top of the substrate network.

Chapter 6 shows the results discussion related to the ilehsdn be derived from
the investigations performed in this thesis. Those disonssaddress the relationship of
the self-* P2P approach with parallel and distributed cotimguarea, the analysis of the
integration issues and its hidden characteristics, aral|yfjipresents the placement of the
self-* P2P approach under research scenario of network geanent discipline.

Chapter 7 presents the final remarks and conclusions assbé@this thesis. The
answers for the fundamental questions and contributioesegposed and justified. In
addition, opportunities to develop future works are idéediand detailed.
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2 STATE OF THE ART

This thesis touches three different areas: network managgrautonomic or self-*
properties, and peer-to-peer. Indeed, the key of the wor&ldped here is the integration
of those three areas. Therefore, understanding the st aft associated with each area
is of crucial importance to comprehend how their integrattan be accomplished. In a
first moment, this chapter presents the current researtisstheach area. In a second
moment, current investigations are examined in order tavsthe relationship among
those areas,e., autonomic computing/self-* properties and network mamagnt, peer-
to-peer and network management, and, finally, all threesacegether.

2.1 Background

As emphasized in Chapter 1, the investigation of new appesmand alternatives for
developing network management solutions has gained itteover the years. For this
reason, Section 2.1.1 shows the approaches and altesdéveloped so far. Instead of
listing isolated works, this section shows, initially, ttypes of taxonomies proposed in
the literature, that try to classify the proposed networkaggement approaches. Then,
the most popular approaches found in the literature areritdesc Finally, it is presented
the discussions of the network management community abheygroblems left unsolved
by those approaches and the expectations for further attees.

In the sequence, basic concepts related to autonomic cargpautd self-* properties
are presented. Autonomic computing and self-* propert@aprise an area of research
that is used in different fields of computer scieneeg(business (GREENWOOD, 2008),
data bases (ZEWDU; DENKO; LIBSIE, 2009), and cloud comm{iMURPHY et al.,
2010) (KIM et al., 2009)). In addition, there are no standaefinitions of terms and
models. Therefore, discussions, terms, and conceptedaiatautonomic/self-* proper-
ties applied to network management field are described itidpe2.1.2.

Finally, the description of current research related tor{p@geer is presented in
Section 2.1.3. Peer-to-peer is employed in different cdatas associated with dif-
ferent levels of abstraction, and interpreted in distineinmers (ANDROUTSELLIS-
THEOTOKIS; SPINELLIS, 2004). Thus, the objective of thixsen is to clarify the
contexts and concepts where P2P appears.

2.1.1 Network Management Approaches

On network management community, there are no standardlasdification or ta-
xonomy of network management approaches. Over the yeang atiempts to organize
those approaches were proposed, and are presented below.
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Martin-Flatin et.al. (MARTIN-FLATIN; ZNATY; HABAUX, 1999) proposed a simple
and an enhanced taxonomies. The former is based on the maanicriterion and
divides the network management approaches in: centralizedkly distributed
hierarchical; strongly distributed hierarchical; anaastyly distributed cooperative.
The later is based on four criteria (delegation granulasiéynantic richness of the
information model; degree of automation of managementresegf specification
of a task) and presents seven categories: no delegati@gadiein by domain; dele-
gation by micro-task with low-level semantics; delegatigrmicro-task with high-
level semantics; delegation by macro-task with low-leeghantics; delegation by
macro-task with high-level semantics; delegation by mdaasi with very high-
level semantics.

Schonwalder et.al. (SCHONWALDER; QUITTEK; KAPPLER, 2000) introduced a
taxonomy very similar to the previous one. However, the atgltategorized the
network management approaches considering solely the erunfilmanagers used
on the system. This taxonomy has four management categoelesalized; weakly
distributed; strongly distributed; and cooperative.

George Pavlou(PAVLOU, 2007) defined a taxonomy based on the different wafys
executing a management task. The proposed taxonomy oegamanagement
approaches, frameworks, and protocols in three levels. fif$teone divides the
management approaches in: remote invocation and managd&awyeatelegation.
On the second level, remote invocation is divided into managent based and
object/service interface based; and the management bygalele is formed by
manager-agent based and full mobile code based. The thietl describes the
protocols associated with each branch of the taxonomy.

The aforementioned taxonomies have in common the presémtifiepent types and
levels of distribution. In fact, with the challenges thatreremerging over the years.g,
number of managed elements, heterogeneity, reliabittyd,the evolution of the network
management area, it has become a common sense on the netarmalgement commu-
nity the fact that, in general, distributed approaches aveensuitable than centralized
ones. For instance, during the meeting of the Network Mama&ge Research Group
(NMRG) of the Internet Research Task Force (IRTF), in Oct@06 (SCHONWAL-
DER et al., 2006), one of the main issues listed by reseaschendors, and operators
was the definition of new distributed approaches for netvasré service management.
Below, the common distributed network management appesaale presented.

Mobile Agents. This approach enables the migration of the management coctetiie
managers to the managed network elements. Mobile agenébler¢o execute an
on-demand and customized distribution of the configuradioth management pro-
grams (DU; LI; CHANG, 2003) (STEPHAN; RAY; PARAMESH, 2004KQCH
et al., 2004) (TO; KRISHNASWAMY; SRINIVASAN, 2005) (GUO; 2&G; CUI,
2009) (ZHENG; DONG, 2009).

Management by Delegation (MbD).Goldszmidt and Yemini (GOLDSZMIDT; YEM-
INI, 1995) proposed this distributed network managemept@gch. The key con-
cept behind MbD is the employment of delegated-agents tleatesponsible for
executing management tasks on the devices instead of hginigita from the de-
vices to the network management platform-based applicsitiin this sense, del-
egation can be used to move management functions to the atatx than move
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data to these functions. Originally the management funstiwere customizable
scripts, that were written in “ah doc’manners. Schonwéletenl. (SCHON-
WALDER; QUITTEK; KAPPLER, 2000) introduced the employmesft Mana-
gement Information Base (MIB) (MCCLOGHRIE; ROSE, 1991) floe definition
of such scripts, so called ScriptMIB. Based on MbD approaslesal investiga-
tions were developed (ROCHA; ROCHA; SOUZA, 2004) (FIOREZmRle 2005)
(STRAUSS; SCHONWALDER; QUITTEK, 2001) (CHERKAOQUI et al.928).

Policy Based Network Management (PBNM)The goal of policy-based management
is to govern the behavior of a system based on the definitidvighf level policies
(SLOMN, 1994). One of the most accepted architecture for MBMas defined
by the Internet Engineering Task Force (IETF) (WESTERINEMNIg 2001). This
architecture is composed of four main components: polioy, fwolicy repository,
Policy Decision Point (PDP), and Policy Enforcement PARER). The policy tool
Is the administrator front-end from where the managemelntips are defined and
edited, to be then stored in the policy repository for futuse. When deploying
a policy, the policy tool signs the PDPs to retrieve the poffom the repository
and translate it to configuration commands on the PERg fetwork interfaces,
queuing disciplines) located inside the network devicekis Bpproach has been
employed in multiple network management scenarios (WRIGEBR9) (ZHAO,;
CHEN; CRESPI, 2008) (FIOREZE et al., 2006) (ALVES et al., @00

Multi-agents. According to Timmet al. (TIMM et al.,, 2006) multi-agent systems
are composed of heterogeneous agents that are generdlipaelated and act
to fulfill internal goals, but may also share tasks with oshefhere is no global
or centralized control mechanism and agents have to reasoo-trdinate their
actions, plans, and knowledge. Such agents are also fasratelligent agents
(TRZEC; HULJENIC, 2002). In general, the employment of malients enables
the decomposition of network management tasks into siks-that are executed by
the agents spread along the network (LIU; LI; LUO, 2004) (Male, 2008) (LEE
etal., 2004) (ZHANG et al., 2008) (LUO; LI; LIU, 2006).

Peer-To-Peer. Since 2003, the use of P2P in network management solutidss, a
called as P2P-based Network Management, has been explpssléral propos-
als (STATE; FESTOR, 2003) (GONG, 2005) (GRANVILLE et al.,05) (BAR-
SHAN; FATHY; YOUSEFI, 2009) (BINZENHOFER et al., 2006) (XU al., 2008)
(KAMIENSKI et al., 2006) (BRUNNER et al., 2005) (LENG et a&2007). The ma-
jor advantages of using this approach are the scalabiigability, reliability, and
connectivity of the network management solutions. Theildeadout the employ-
ment of P2P in network management are presented in Sec8on 2.

In addition to the approaches listed above, there are téotpies that contributed for
the evolution and dissemination of distributed network aggment. Some of these con-
tributers are: Web technologies (BARILLAUD; DERI; FERIDUN997), Common Ob-
ject Request Broker Architecture (CORBA) (OBJECT MANAGEME GROUP, 2010),
and Web Services (WS) (CURBERA et al., 2003). Based on tleetmblogies other dis-
tributed network solutions were developed, like for exaanpleb-based network mana-
gement platforms (ANEROUSIS, 1999) (MULLER, 1997); CORBAswsed to enable
distribution and remote invocation of management task$(HZE et al., June) (CUI;
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GUTIERREZ, 2003); and WS enabled interoperability amontptugeneous and dis-
tributed network solutions, composition, and is also mefgéras WS-based network ma-
nagement (ROHR; GRANVILLE; TAROUCO, 2009) (VIANNA et al.p27) (MOURA
etal., 2007) (SOLDATOS; ALEXOPOULOS, 2007) (ZHANG et al0a@b). In fact, Web,
CORBA, and WS have become well established technologie$ogegbin network ma-
nagement solutions. In contrast to this, and as expectadenmerging technologies and
concepts€.g, overlays (TANG; AL-SHAER, 2008) (CAPONE; ELIAS; MARTIGNR,
2008), Mashups (XU; SONG; LUO, 2009) (BEZERRA et al., 20BBZERRA et al.,
2010), and virtualization (WANG et al., 2008)) have beerestigated in order to enhance
the development of network management solutions.

Despite the diversity of approaches and technologies graglso far in network ma-
nagement, what remains is the feeling that the solutiongldped so far are not able
to properly fulfill the current needs on network and servicesiagement. For example,
mobile agents failed, according to Rolf Stadler (STADLERQ®), because at the time
they were investigated the basis of Distributed Artificigklligence (DAI) area could not
deliver important issues for the network management fielg (nterdomain negotiations
and failure detection). In contrast, MbD and PBNM becamg pepular approaches, but
they suffer from scalability and reliability limitation§.o overcome the problems of the
earlier approaches, multi-agehénd P2P started to be investigated. They do have the po-
tential to provide fully distributed solutions able to téekhe challenges of network and
service management area. However, they were employed swfaild up management
platforms and not management applications. In summaryngmbers of the NMRG of
IRTF (SCHONWALDER et al., 2006) highlighted that the deBleatopics to be inves-
tigated on the design of future network and services manageapproaches are: fully
distributed solutionsd.g. P2P); change the focus from data structures and protocols to
wards algorithms; increase the efforts on developing cadpe management solutions;
and the investment of research on self-* technologies ftwoik management.

2.1.2 Autonomic Computing and Self-* Properties

Since the first time that the term autonomic computing wasl us#il now, many
points of view and definitions were formulated (KEPHART; CHiE, 2003) (STRASS-
NER et al., 2009) (BOUABENE et al., 2010). In fact, there avestandardized definitions
concerning the terms autonomic communications, self-g@mant, and self-* proper-
ties. For example, Kephart's and Chess’s vision of autonaomputing (KEPHART;
CHESS, 2003) omits the notion of communication. In confi@stiabenest al. (BOUA-
BENE et al., 2010) proposes an autonomic computing appriteatlexplicitly considers
communications.

The broadness of the term autonomic computing is also a tfpikivergence. Ac-
cording to Dobsoret al. (DOBSON et al., 2010), IEEE and other organizations employ
this term to describ&he application of advanced technology on the managemtato
vanced technology”’Dobsonet al. also listed examples of visions related to autonomic
computing, such as organic computing (GUDEMANN et al., 20B®-inspired comput-
ing (CHIANG; BRAUN; AGBINYA, 2007), self-organizing systes (AL-OQILY; KAR-
MOUCH, 2008), autonomous and adaptive systems (LEIBNITAKAMIYA; MU-
RATA, 2006). Indeed, the term autonomic computing on Dolssehal. perspective
encompasses all the aforementioned visions (DOBSON &(HlQ).

!Research on multi-agents is in fact the evolution of researcDAI (WEISS, 1999).
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In the literature, there are some initiatives trying to miga the characteristics, con-
cepts, and visions associated to autonomic computing.Xeongle, Haririet al. (HARIRI
et al., 2006) and Liret al. (LIN; MACARTHUR; LEANEY, 2005) described the cha-
racteristics of autonomic computing (both based on theimalgconcept of Paul Horn
(HORN, 2001)), which are listed below.

1.
2.

Self-Awareness An autonomic system knows itself and is aware of its behavior

Self-Protecting. An autonomic system is prone to attacks and hence it should be
capable of detecting and protecting its resources from aéinal and external
attack and maintaining overall system security and intggri

. Self-Optimizing. An autonomic system should be able to detect performance

degradation in system behavior and intelligently perfoeti-sptimization func-
tions.

. Self-Healing. An autonomic system must be aware of potential problem aodlgh

have the ability to reconfigure itself to continue to funaotroperly.

. Self-Configuring. An autonomic system must have the ability to dynamically ad-

just its resources based on its state and the state of itstexe@environment.

. Context Aware. An autonomic system must be aware of its execution envirothme

and be able to react to changes in the environment.

. Open. An autonomic system must be portable across multiple harlamad soft-

ware architectures, and must be built on standard and opéocots and interfaces.

. Anticipatory. An autonomic system must be able to anticipate its needs end b

haviors and be able to manage itself pro-actively.

Taking the aforementioned characteristics as a compabsasis, Linet al. (LIN;
MACARTHUR; LEANEY, 2005) presented a list of different antmmic computing de-
finitions, and which kind of characteristics each one prisefable 2.1 reproduces the
table illustrated by Liret al. with the addition of recent works on the area. The numbers
of Table 2.1 represent the aforementioned autonomic cangpaharacteristics.

Table 2.1: List of different definitions for autonomic contimg and their characteristics

Characteristics

First Author 2|13(4|5|6|7|8
Horn (HORN, 2001) Viviviviv]|v|v
Kephart (KEPHART; CHESS, 2003) viviv]iv v v
Sterritt (STERRITT; BUSTARD, 2003) v | v | v | v | v v ]v] v
Ganek (GANEK; CORBI, 2003) viviv|iv]iviv|v]v
Kaiser (KAISER et al., 2003) viv]|v
Agrawal (AGARWAL et al., 2003) viviv]iviv]v]v
Trumler (TRUMLER et al., 2004) viviv]iv]v v
Dobson (DOBSON et al., 2010) Viviviv]iv]v

The diversity on autonomic computing is not restricted sodiéfinition. Likewise, a
different number of theories and technologies have beeraoy®gto develop autonomic
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solutions. Khalidet al. (KHALID et al., 2009) proposed to aggregate the researctkwor
focusing on autonomic frameworks, architectures, andstfuctures into seven groups,
that are described below.

Biologically inspired frameworks and architectures. The objective is to mimic vari-
ous biological systems(g. ant-colonies, food chains, interactions among popula-
tions, among others). According to Khakd al. (KHALID et al., 2009), both cen-
tralized and distributed approaches have been suggesteaentralized ones focus
on the role of human nervous system as a controller to regyalad maintain the
other systems (HARIRI et al., 2006) (STERRITTA et al., 2008 the other hand,
decentralized approaches use inspiration from cell angt@opnhies (ANALOUI;
JAMALL, 2008) (HONG et al., 2008) (CHAKRAVARTI; BAUMGARTNR; LAU-

RIA, 2005).

Large scale distributed applications frameworks.Solutions on this group are focused
on providing self-configurable and self-organizing infrastures able to deliver
high availability and scalability. Examples of works inghgroup are: Oceano
(APPLEBY et al., 2001) and OceanStore (RHEA et al., 20001M'BBSMART
(LOHMAN; LIGHTSTONE, 2002) and Microsoft's AutoAdmin (CHADHURYI,
NARASAYYA, 2007).

Frameworks using agent architecture. Frequently used to develop infrastructures to
support autonomic behavior. Agent architecture uses anti@teed approach,
where each agent has its own local control and interactsthgtbther agents to cre-
ate a self-managed system. (DONG et al., 2003) (WOLF; HOLY(003) (RAO;
GHENNIWA; SHAMI, 2007). The notion of cooperation of inddual elements to
achieve a common goal is a fundamental aspect of multiagetéra research,
and therefore multiagent are commonly used on autonomigoating research
(TESAURO et al., 2004). However, Huebscher and McCann (HSEBER; MC-
CANN, 2008) remarked that implementing cooperative autoiccelements with
multiagent systems suffers from the difficulties in guaeaimg that the behavior
emerging from individual goals of each agent will truly repent the common goal
of the autonomic system. One alternative typically empdoigeavoid dealing with
the multiagent cooperation is a hierarchical structurdnefdutonomic elements.

Technique focused frameworks. There are several frameworks that base their solu-
tion on techniques from Artificial Intelligence such as BDygic modet (PENG
et al., 2009) and predicate model (RANGANATHAN; CAMPBELLO®4); con-
trol theory (DIAO et al., 2005); ontologies (KEENEY; LEWISULLIVAN, 2007);
policies (BALIOSIAN et al., 2008); ontologies and policiESTRASSNER et al.,
2009); genetic algorithms (GELENBE; LIU; LAINE, 2006).

Component based frameworks. The key behind the component based frameworks
is to create components that enable an autonomic behaviBOM; CASADEI,
OMICINI, 2009) (WANG et al., 2008) (MALATRAS; PAVLOU, 2007(BAUDE;
HENRIO; NAOUMENKO, 2007).

Self-managed service oriented architectureln general, proposals use service oriented
architecture to enable autonomic behavior (GURGUIS; ZE1005) (LIU et al.,
2005) (ZHANG, 2007) (CALLAWAY et al., 2008).

2BDI - Belief-Desire-Intention.
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Infrastructure for injecting autonomicity into non-auton omous systemsThere are
proposals that create an infrastructure to inject autondr@havior in legacy non-
autonomic systems. Some of the techniques used by thoseaabgis are layered
architectures (ANTHONY; BUTLER; IBRAHIM, 2005), Case Bas&easoning
(CBR) (KHAN; AWAIS; SHAMAIL, 2008), and rule driven approAadSTANFEL,;
HOCENSKI; MARTINOVIC, 2007).

Khalid et al. (KHALID et al., 2009) also identified two main design approes that
are followed by the autonomic, self-management proposdie. first one is thd&xter-
nalization Approach where modules enabling self-management lie outside thegsah
system. The other one is tteternalization Approach where the self-management of
the application is done inside the managed system. In theeiperspective, external-
ization approach is more effective because it uses sepanmadeules to let the problem
detection and resolution localized in such modules.

In addition to the general discussions about autonomic coimpand self-management,
there are specific communities developing their own idedsd&finitions. For example,
after several years of discussion, the network managenoemincinity seems to be con-
verging into a common understanding of what represent tinestautonomic computing
systems and Autonomic Network Management Systems (ANMIr& are two works
(one from Samaan and Karmouch (SAMAAN; KARMOUCH, 2009), #mel other from
Huebscher and McCann (HUEBSCHER; MCCANN, 2008)) definingaoamic comput-
ing, system, or behavior as a self-managed system pregehsgrself-CHOP properties,
i.e., self-configuring, -healing, - optimizing, and -protectioBased on this autonomic
computing description, Samaan and Karmouch (SAMAAN; KARWCH, 2009) also
defined the ANMS term as a network management system thabgmfile autonomic
computing concept. Thus, an ANMS must perform managemearatipns following the
self-CHOP properties.

In fact, the network management community is depositingreffon trying to define
models, architectures and standards for developing aot@ncommunication systems.
Examples of such efforts are proposals like Focale (STRASSNt al., 2009), Auto-
nomic Network Architecture (BOUABENE et al., 2010), CASCAB (MANZALINI;
ZAMBONELLI, 2006), among others. However, none of thoseposals has a large ac-
ceptance and is recognized asla facto standard. So, due to the lack of well-established
terminologies, models, and architectures, it is possiblgbiserve a proliferation of solu-
tions for specific types of networks and purposes (BALASUBRMNIAM et al., 2006)
(FALLON et al., 2007) (ZHOU; LYU, 2007). The investigationsautonomic or self-*
solutions applied to network management are detailed iti&3e2.2.

2.1.3 Peer-To-Peer

The term Peer-to-Peer (P2P) can be applied to several amoctisontexts. In fact,
the analysis of the literature shows that the term P2P candmganied with words like
system, application, infrastructure, overlay, and neksorAccording to Androutsellis-
Theotokis and Spinelli&t is fair to say that there is not a general agreement on what
'iIs’ and what 'is not’ peer-to-peer’ (ANDROUTSELLIS-THEOTOKIS; SPINELLIS,
2004). These authors attribute the lack of agreement tcaittettiat systems or applica-
tions are labeled peer-to-peer not because their intega\bor, but due to their external
appearance. Despite the fuzzy definitions and terminadaggsociated with P2P technol-
ogy, Androutsellis-Theotokis and Spinellis grouped thiestinologies into: P2P infras-
tructures and P2P applications (ANDROUTSELLIS-THEOTOKSPINELLIS, 2004).
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They defined these groups considering only one kind of agipdin, the P2P content dis-
tribution, which was the most popular and developed teauoht the time their paper
was published. However, over the years, other types of P&htdogies emerged. In-
vestigating the literature it is possible to analyze andaep such technologies into: P2P
infrastructures, P2P application, and P2P infrastrustimespecific applicatioris Exam-
ples related to each one of these groups are presented below.

P2P infrastructures. Technologies developed to build underlying conditions sed
vices to support applications. Examples of such conditamt services are: rou-
ting and location (KAUNE et al., 2008) (CHENG; YUKSEL; KALYRSARAMAN,
2009) (KANG et al., 2009), reputation (SANCHEZ-ARTIGAS; GEIA-LOPEZ,
2009), topology management (PAPADAKIS et al., 2009) (AGHEHY et al.,
2009), performance (ZINNER et al., 2008) (XIE; MIN; DAI, 29)) connectivi-
ty (WACKER et al., 2008) (JIMENEZ; OSMANI; KNUTSSON, 2009ecurity
(LUA J. CROWCROFT et al., 2008) (JYOTHI; DHARANIPRAGADA, 209).
Some of the well-known P2P infrastructures are, for insad’sTA (GONG, 2001)
(XHAFA et al., 2008), Pastry (BJUREFORS; LARZON; GOLD, 200dnd Chord
(STOICA et al., 2003).

P2P applications. In general, the proposals of this group are applications riake
use of P2P infrastructures. Examples of current populardgfcations are: file
sharing (FAN; LUI; CHIU, 2009) (DHURANDHER et al., 2009) (MH.POLDER
et al., 2009); multimedia streaming (BARBERA et al., 200CHEN et al., 2009)
(LIU; RILEY, 2009); P2P Television (P2PTV) (LIU; LI, 2008)ALHAISONI;
LIOTTA, 2009); and searching documents and databases (LEN.,e2007) (LI;
SHOU; TAN, 2008) (DONG; YUE-LONG, 2009);

P2P infrastructures for specific applications.This group of technologies is comprised
of investigations that present a very tight relationshipween the P2P infrastruc-
ture and the application running on top of such infrastiectBased on the analysis
of the literature, it is possible to list some proposals bgiog to this group, such as
multiplayer games (SCHMIEG et al., 2008) (VARVELLO; DIOUBJERSACK,
2009); workflow (GAO; ZENG, 2009); Voice over IP (VolP) (CHENVANG;
JAJODIA, 2006)(SANGHAN; HASAN, 2007) (TIRASOONTORN; KAMPHI-
WONG; SAE-WONG, 2008) (ZHANG et al., 2009); and typical P2#plications
such as file sharing (DHIWAL et al., 2008) (ALTMANN; BEDANE,0R9) and
multimedia (MATHIEU; PARIS, 2009).

Androutsellis-Theotokis and Spinellis (ANDROUTSELLISHEOTOKIS; SPINEL-
LIS, 2004) also classified P2P applications into five categdrased on the purposes as-
sociated with the applications. The analysis of recentditee reveals that the definition
of those categories is still valid. The five categories aszdbed below.

Communication and collaboration. These applications usually focus on providing di-
rect communication among peeesd, instant messaging applications like Google
Talk (INC., 2009a)). The possibility of direct communieatican enable collabo-
rative behaviors.

3|t is out of the scope of this thesis to define a new categaoizatf P2P technologies.
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Distributed computation. In this category, itis possible to find applications thatdhee
compute massive tasks. For doing this, such applicaticarekbdown the tasks into
small ones and distribute them among the available peelsed?2P infrastructure
(e.g, Seti@Home (KORPELA et al., 2001), Einstein@Home (EINSN@HOME,
2009), Rosetta@Home (LABORATORY; WASHINGTON; COMMONS, (3),
Quake-Catcher Network (UNIVERSITY; RIVERSIDE, 2009)).

Internet service support. This group is composed of applications that use P2P in-
frastructures to provide services like: video conferereg,(Qnext (CORPORA-
TION, 2009)), telecommunicatiore(g, Skype (LIMITED, 2009)), Web portals
(e.g, Osiris (TEAM’, 2009)), streaminge(g, PPLive (INC., 2009b), PeerCast
(PEERCAST.ORG, 2009), TVU Network (SHEN, 2009)), amongeosh

Database systemsThe applications of this group are able to use the P2P imfrast
ture as a database system, instead of a traditional ceefrakitory (BANAEI-
KASHANI; SHAHABIA, 2008) (DONG; YUE-LONG, 2009).

Content distribution. This is the most popular category of applications. In thiseca
files are spread along the P2P infrastructure and can besacttsough file shar-
ing or content distribution applicatior.g, Mininova (MININOVA, 2009), eMule
(TEAM, 2009), KaZaA (NETWORKS, 2009)).

Some of the major contributions of P2P for the society anthferesearch community
are related to the variety of applications that can be d@eslexploring (i) the features
introduced by P2P infrastructure.§, scalability, robustness, and reliability); and (ii) the
design concepts behind the P2P applicatiang,(distributed algorithms, collaboration
on executing a task, sharing information, decentraliratibdecisions). Encouraged by
the features and design concepts introduced by P2P apgsdhbk network management
community started to explore those approaches on theitisotu The discussion about
the use of P2P on network management solutions is descnifgeldtion 2.3.

2.2 Autonomic Computing and Network Management

The research developed on autonomic computing and selbgoties (or self-star)
applied to network management can be divided in two majouggo The first one com-
prises high level architectures for deploying autonomitveeks, autonomic communi-
cations, and/or self-* based network management. The segraup is related to specific
networks, services, and management tasks.

2.2.1 Architectural Approaches

The investigation of architectural approaches for autanemtwork management can
be divided into two groups. The first one is related to profsisethe context of projects
and the second one comprises individual attempts. Someeahtin projects devoted
to build autonomic network management architectures aserdeed below, and in the
sequence some independent initiatives are presented.

Foundation Observation Comparison Action Learn rEason (FGCALE) is an au-
tonomic network management approach that is meant to bé dwitop of the
current established network management environmentsASBREER; AGOUL-
MINE; LEHTIHET, 2006). The basis of FOCALE are ontologieglipies, and
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context-aware mechanisms to provide self-knowledge ferahtonomic system
(JENNINGS et al., 2007) (STRASSNER et al., 2009). The aechitre is based
on the concept that business objectives, user requireremdsenvironment con-
text change dynamically. Thus, to handle such kind of chen§®CALE em-
ploys distribution and two control loops: a maintenanceticmoop and an adjust-
ment control loop. Jennings et al. (JENNINGS et al., 2008rdbe the elements
composing the architecture: Autonomic Management EleffeE€), Autonomic
Manager (AM), Model Based Translation Layer (MBTL), Autanic Management
Domain (AMD). The coordination of management decision mgks performed by
the AMEs. The information model employed is based on DingckEnabled Net-
works - next generation (DEN-ng) (STRASSNER, 2002). Pobeged network
management is also incorporated in FOCALE architecture.

Autonomic Network Architecture (ANA) is a project whose main objective is to enable

networks to scale in size and functionalities (BOUABENE let2010). The core
networking elements of ANA architecture are: Informatioisatch Point (IDP),

Functional Blocks (FB), and Information Channels (IC). Toacept of compart-
ments was defined in order to enable communication betwests lamd routers
implementing and using the same set of functional blocksogartment is a set
of FBs, IDPs and ICs with some commonly agreed set of commatinitprinciples,

protocols and policies (ANA, 2009). Jelger et al. (JELGERIet2007) presented
the principles of ANA architecture, and different from titt@hal approaches, ANA
considers that heterogeneity is a basic element of the metwithis architecture
provides manners to make the network adapts itself to dethl heterogeneous
styles and demands. In addition, Zseby et al. (ZSEBY et 809 argue that
the basic mechanism to establish autonomic communicatianiples (present in
ANA project) is to find solutions for the situation awarengssblem. The solu-
tion of such problem involves perception of conditions amengs, collaboration,
coordination, and several other issues pointed by the esitho

Component-ware for Autonomic, Situation-aware Communicdions, And Dynami-

cally Adaptable Services (CASCADAS)is an IST project aiming at developing
and validating an autonomic framework for creating, exegJtand provision-
ing situation-aware and dynamically adaptable commuinnaservices (MAN-
ZALINI; ZAMBONELLI, 2006). According to Manzaliniet al. (MANZALINI

et al., 2007) the development activities of the project aczi$ed on prototyping a
toolkit based on distributed self-similar components abterized by self-* prop-
erties. The architecture of CASCADAS is based on its Autoiegd@ommunication
Element (ACE) that is composed of: Reasoning Engine, Messtmdler, Self-
Model, Facilitator, Specific Part. The Self-Model is a stat@chine that describes
the possible states of the ACE and the associated transifide communication to
discover and self-aggregate with other ACEs is performetibysoal Needed (GN)
/ Goal Achieved (GA) protocol (MANZALINI; ZAMBONELLI, 200$. One of the
important features of the CASCADAS architecture is its céyaf self-organizing
in order to make the ACEs interact with each other to providedesired functio-
nality (deployed on top of CASCADAS toolkit) in a situati@ware way without
configuration efforts (MANZALINI et al., 2007).
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BlOlogically inspired NETwork and Services (BIONETS) project is devoted to ad-
dress pervasive computing and communication environm@®iSRANDI et al.,
2006). According to Carrerast al. (CARRERAS et al., 2007), BIONETSs is in-
spired on living world science to deal with the problems afleccomplexity, and
diversity for a rather long time. Based on this, a networlkklike a living ecosys-
tem, where services play the role of organisms, evolvingcamebining themselves
to adapt to the environmental characteristieg( network topology, service dyna-
mics). The network architecture is called Service-oridr@@mmunication System
(SOC), composed of a two-tier architecture. The first lagealled T-Nodes and is
formed by cheap tiny devices (sensors, tags, etc.) thaepesensing capabilities.
The second layer is called U-Node and is formed by devicesingrservices able to
produce and consume information. The T-Nodes just commatmiwith U-Nodes
in order to answer poll messages sent by the later. On the b#me, U-Nodes
communicate among themselves based on opportunisticdeddP2P interactions.

Autonomic Internet (AUTOI) is an European project devoted to investigate the Fu-
ture Internet, and the main challenge is change from a seagoostic Internet to a
service-aware network where autonomic principles areegpbr managing the re-
sources (GALIS et al., 2009). According to Rubio-Loyetal. (RUBIO-LOYOLA
et al., 2009), AUTOI proposes a self-managing overlay ofuair resources that
can span across heterogeneous networks. The autonomigema@at architecture
model is composed of several distributed management sgsieross five abstract
planes called OSKMV: Orchestration Plane (OP), Serviceblema Plane (SP),
Knowledge Plane (KP), Management Plane (MP), and Virtaabs Plane (VP)
(GALIS et al., 2009). According to Galist al. (GALIS et al., 2008), AUTOI
management system is designed to achieve the followingituratities: embed-
ded network functions, aware and self-aware functionsptdaand self-adaptive
functions, automatic self-functions, extensibility ftions, and outlay functions.

4WARD is an European project that aims at investigating a cleda afgproach for the
Future Internet (4WARD, 2010). One of the work packages oARD project
defined a new management paradigm called In-Network Manage(iNM) (FO-
LEY et al., 2008), whose main goal is to embed self-managéoegabilities deep
inside the network nodes. According to Prietal. (PRIETO et al., 2009) the INM
approach is related to autonomic computing in two ways: theagement plane
inside the network is self-organizing and exhibits autoredmehavior; and the func-
tions that the management plane offers are either autontbieriaselves or building
blocks for autonomic management functions. The principfabe INM approach
are described by Dudkowskit al. (DUDKOWSKI et al., 2009), and based on
these principles the authors derived a functional desigwesgomposed of three-
dimensional disk describing the degree of embedding, @egfeautonomy, and
degree of abstraction. The architecture of INM approactescdbed in detail by
Franzkeet al. (FRANZKE et al., 2009). Two levels were defined: communimati
and implementation levels. The communication level is coseol of INM entities,
INM Protocol (INMP), and Management Capabilities (MCs)sitte the implemen-
tation levels there are the INM Registry (INMR), Functioi@mponents (FCs),
and Management Capabilities (MCs). According to Fat¢yal. (FOLEY et al.,
2008) by using the INM approach, management operations eaonie localized
and different network elements interact based on peee&r{@chniques.
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Self-Management of Cognitive Future InterNET Elements (SE-NET) is an Euro-
pean project devoted to investigate the designs and ppestyf the Future Internet
throughout the employment of self-management and use afitbog functionali-
ties (NGUENGANG et al., 2009). According to Kousarigdsl. (KOUSARIDAS
etal., 2008) Self-NET proposes a generic cognitive cycldehthat is composed of
monitoring, decision, and execution process. This cycldehcan be seen as a sim-
plification of the Monitor, Analyze, Plan, Execute - Knowtgt(MAPE-K) control
loop proposed by IBM. Moreover, the authors proposed ailiged execution of
this cycle model which happens to introduce a certain le/efchestration among
the monitor, decision, and execution elements of theiritecture. The details of
the Self-NET architecture are described by Mihailogi@l. (MIHAILOVIC et al.,
2009) and Nguengangt el. (NGUENGANG et al., 2009). A three-level environ-
ment, composed of networking, cognitive, and managemealdgis described by
Mihailovic et al. (MIHAILOVIC et al., 2009). In such three-level environment
the Self-NET architecture is deployed. One of the main etegmef the archi-
tecture is the Monitoring, Decision-Making, and Executoyle (M-D-E cycle),
that is responsible for conducting the self-managemene NIkD-E cycle is dis-
tributed along the network element level, as Network Elen@agnitive Managers
(NECM), and in the network domain level, as Network Domaimg@itve Manager
(NDCM). These elements form the Distributed Cognitive eyfdr System & Net-
work Management (DC-SNM). Nguengaagal. present the framework to provide
self-awareness process for Self-NET (NGUENGANG et al. 9200

In addition to the aforementioned projects, there are mahgranitiatives trying
to develop autonomic networks and autonomic network managée solutions, such as
EFIPSANS (EFIPSANS, 2010), Autonomia (DONG et al., 2003)tcMate (AGAR-
WAL et al., 2003). Nevertheless, besides the investigatioonducted in the context
of projects, there are also independent investigationetddvto create architectural ap-
proaches for bringing together autonomic computing/seifeperties and network ma-
nagement. Some of these independent approaches are preasifivllows.

Tizghadam and Leon-Garcia proposed the Autonomic Networki©l and Manage-
ment System (AORTA), which is a self-organizing mechanisrernable robustness and
performance on IP packet transmission (TIZGHADAM; LEON-B@IA, 2008). The
authors based their architecture on Darwin’s evolutiorarncepts, and created two con-
trol loops, one for short-term and the other for long-terrhe Bhort-term address on-line
problems while the long-term uses virtual networks to réigome the network in order do
provide robustness and performance. The techniques ugedviae the virtual network
resource management were detailed by Fatrel. (FARHA; LEON-GARCIA, 2009).

Razzaqueet al. (RAZZAQUE; DOBSON; NIXON, 2007) give another perspective
to cross-layering approaches. The authors claim that iméx¢ generation networks,
which will be composed most of wireless networks, the infation used for decision
making should be exchanged among several layers. Basets@xtimanged information
each layer could adapt and optimize the end-to-end perfacenaPlaying with local and
global view the authors discuss about current cross-laytatisns and what is missing in
order to provide an autonomic cross-layer architecture.

Balasubramaniaret al. (BALASUBRAMANIAM et al., 2006) proposed an auto-
nomic network model based on four bio-inspired conceptsnagament process of the
glucose, reaction diffusion, chemotaxis, and hormoneadigg. The authors defined an
hierarchical structure that consists of devices layerstesy and business. The system
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and device layers are bio-inspired, while the business is fitie device layer is in-
spired in three concepts, the reaction diffusion that ipagasible for the self-organizing
characteristic; the chemotaxis that is the ability to moveraorganisms (for example,
management orders) based on the stimulus attractions wbitdiers the self-adaptation
characteristic; and finally the hormone signaling that gpomsible for the communica-
tion between distant cells. The system layer is inspirechemtanagement process of the
glucose, that is a mechanism executed inside the blood athi basis to maintain the
organism equilibrium. The behavior of the proposed autanom@twork is a combination
of centralized and decentralized management actions.

Despite the general concepts and high level architecttivess are several initiatives
using autonomic or self-* properties directly defined togfie networks or management
tasks. The next section describes some of these initiatives

2.2.2 Specific Solutions

The analysis of the literature has presented an increasimiper of proposals relating
autonomic computing and self-* properties to network mamagnt. In this section, these
proposals are organized into two groups: oriented to a Bpetwork and oriented to
specific management tasks.

Proposals Oriented to a Specific Network. Wireless network community is heav-
ily using self-* properties to solve their management peoid. Given the dy-
namic nature of wireless networks, and the inability of ntang this environ-
ment in a manual fashion, the research developed for thesedfinetworks has
been exploiting self-* and autonomic concepts. It is pdssib find autonomic
solutions in a very large range of wireless networks. Fomgda, wireless sen-
sor networks (WSN) (LU et al., 2007) (WANG,; LI; ZHANG, 200MBQONMA;
SUZUKI, 2008) (KIRI; SUGANO; MURATA, 2007), ad hoc network$1AD-
JIANTONIS; PAVLOU, 2008) (MALATRAS; PAVLOU, 2007) (MALATRAS; HAD-
JIANTONIS; PAVLOU, 2007) (ZHANG,; LI, 2008), next generatimetworks (4G,
3G, etc.) (DEMESTICHAS et al., 2007) (VIDALES et al., 2008nd pervasive
networks (ZHANG; HANSEN, 2008) (CASTELLI; MENEZES; ZAMBORBLLI,
2009). The details related to some the listed initiativedm®cribed below.

e A framework to build wireless sensor network applicatiormswtroduced by
Boonmaet al. (BOONMA; SUZUKI, 2008). This framework is called Multi-
objective Optimization for a Network of Sensors using anlexOnary algO-
rithm with coNstraints (MONSOON), and is inspired in biolcg concepts
of bee colonies. The agents are able to evolve and adaptdawgdo cons-
trains. Some of the techniques employed are policies aneltigeadgorithms.
The self-* properties provided in this framework are: smfifiguration, self-
optimization, and self-healing. Another work on WSN is emed by Luet
al. (LU et al., 2007). The authors propose a mechanism thatrauesg) self-
configuring and self-organizing features in order to manageless sensor
networks. This work is different from many others becausedhthors use
only local information to provide the self-organizing feg.

e Mobile ad hoc networks (MANETS) are characterized by thedmn pre-
sented by the mobile nodes. Indeed, this freedom can becoregative fea-
ture in terms of network management because the mobilityeohbdes, limi-
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ted connectivity, and interference turns the managememssible to be exe-
cuted manually. Thus, self-* properties are a natural smtufior MANETS.
For example, Malatrast al. (MALATRAS; HADJIANTONIS; PAVLOU,
2007) used context-aware policies to adapt the system awibprself-confi-
guration and self-optimization for MANETSs. Their solutimbased both in
distributed and hierarchical models more suitable for kinsl of network.

The next generation of cellular communications has inbéritumerous la-
bels, including beyond 3G (B3G), enhanced 3G (E3G), and 4@®re@tly,
there is no formal standard or definition for 4G. While 3G eyss$ focus pri-
marily on supporting multimedia data rates and varioussele®f service, the
focus of B3G and 4G systems is to seamlessly integrate egigtireless sys-
tems. All this integration process demands a considerablegement effort
that once again can not be handled manually. Demestethals (DEMES-
TICHAS et al., 2007) presented an autonomic architectugutonomously
configure accesses points called Autonomic Management oé#scPoints
(AMAP). This architecture shows the convergence of teleoamications and
data networks in terms of network management approaches.

The work developed by Schuett al. (SCHUETZ et al., 2007) presented an
autonomic distributed solution for the management of béstgoss of Wire-
less Local Area Networks (WLAN). The authors used inforimatietrieved
from the neighbors, that reflects the network context, ta fbe local deci-
sions of the autonomic agents inside the base stations.itBébp employ-
ment of distributed algorithms, the authors also used aakesiement that is
able to handle in a better way the management functions ¢laaine certain
levels of centralization, like for example, managementhef policies of the
system, and the interaction with human administrators.

In ad hoc networks, Badonnet al. (BADONNEL; STATE; FESTOR, 2007)
presented a probabilistic self-organizing. This appraamisiders distributed
algorithms for self-organizing solely the nodes that ardgéiiested” into be-
ing managed, and the decision of which node is interestingpors defined

according their probabilistic model. Karnik and Kumar deped a self-

organizing model for ad hoc wireless sensor networks basedisiributed

algorithms (KARNIK; KUMAR, 2007). The authors’ proposal msed on
the analysis of local computation and communication of #ressr node.

Considering pervasive systems, Zhang and Hansen (ZHANGI$N, 2008)
proposed a self-managed pervasive service middlewarecadp information
about the runtime status of devices, services calls, angonktconnections.
Thus, based on changes of those status the middleware idcallispatch
self-diagnosis, self-configuration to adapt the pervasi&em to the new
conditions. Some of the techniques used in this work arelogites, and
context-aware information. Another work putting togetpervasive systems
and self-* properties is presented by Castellal. (CASTELLI; MENEZES,;
ZAMBONELLI, 2009). In this case, the authors focused onrieshg the
amount of knowledge used for the management decisions opehasive
nodes. To achieve this, they provide a self-organizing @ggr to generate
knowledge that is based on local information, bio-inspaggbrithms, and on
the similarity of required information.
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Proposals Oriented to Specific Management Taskdn the literature, there are several
proposals of employing autonomic and self-* propertiesdsign different types of
management tasks (COELHO; GASPARY; TAROUCO, 2009) (GHAZAdt al.,
2008)(FALLON et al., 2007). Some of these proposals arerdestbelow.

e Tizghadam and Leon-Garcia (TIZGHADAM; LEON-GARCIA, 2010jo-
posed AutoNet, which is a self-organizing management sy$be core net-
works where robustness to environmental changgs (raffic shifts, topology
changes, and community of interest) is viewed as critiché main objective
is to provide an autonomic traffic engineering solution. #us, the authors
defined a centralized architecture where a two-loops glyaseexecuted. This
strategy is composed of a long-term loop and a short-terrm. |othe self-
organizing property is part of the algorithms proposed. &ssence of such
algorithms is to determine the least critical paths foradloon of new traffic
flow requests.

e Chaparadzat al. (CHAPARADZA; COSKUN; SCHIEFERDECKER, 2005a)
combined self-* aspects and monitoring techniques to baildaffic self-
monitoring system. The authors define that self-monitoniegvorks are those
that autonomously decide which information should be noved, as well as
the moment and local where the monitoring task should takeepl

¢ Yangfan Zhou and Michael Lyu (ZHOU; LYU, 2007) presented asee net-
work monitoring system. The authors’ contribution is the assensors them-
selves to monitor each other in addition of performing thedinary task
of sensing the surrounding environment (traditionallg task of monitoring
sensor elements is executed by external elements and nadnsar itself).

e Viroli et al. (VIROLI; CASADEI; OMICINI, 2009) presented a self-orga-
nizing coordination service. The coordination service chamical-inspired
system where elements combine themselves as if they weezales affected
by chemical laws. The authors based their chemical coatidmaf services
solely on local criteria, and evidenced the emergence bbsganizing global
coordination of the system.

e Mckinley et al. (MCKINLEY et al., 2006) and Samimet al. (SAMIMI
et al., 2007) presented the Service Clouds environmeritigla approach of
putting together self-* and overlays for network managetm@&is environ-
ment provides an infrastructure for dynamic deployment@ednfiguration
of services belonging to an overlay. It presents an autooptatform alterna-
tive to maintain the communication channels of deployeslises and make
them adapt according to the overlay conditions.

e Houidi et al. (HOUIDI; LOUATI; ZEGHLACHE, 2008) presented a dis-
tributed and autonomic mapping framework responsible &f-@ganizing
the virtual networks on top of the substrate network evengeta new deploy-
ment request arrives. This request triggers the autonolemsents, which in
their turn, exchange messages to build a global view of alu&i network
topologies and decide where to place/replace the resoafdhs virtual net-
works. Despite the fact this approach employs autonomicifes and distri-
bution, the self-organization is subjected solely to thenges on the number
of virtual networks running on top of the substrate netwdithus, changes on
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the amount of resources used by the virtual networks duhen lifetime are
not explicitly considered.

e Steinderet al. (STEINDER et al., 2007) and Wargt al. (WANG et al.,
2008) proposed the employment of self-organizing techesqan server vir-
tualization scenarios. In these cases, the virtual mashane self-organized
according to the workloads of the physical nodes, and géwnethais self-
organization is accomplished migrating virtual machimgsttysical ones with
lower workloads. The metrics traditionally used to detererthe workload of
virtual machines are CPU and memory.

The initiatives presented in this section reveals how mbelhcbncepts of autonomic
computing and self-* properties span across network managediscipline. The influ-
ence of those concepts is present from network systems withrestricted conditions
(e.g, wireless sensor networks) until very abstract enviroris\@g, virtual networks
and Service Overlay Networks (SONs)). Moreover, the curaemount of projects and
the diversity of architectural proposals (presented irti8e@.2.1) also indicates that the
research in autonomic network management is in expansidneaus to become a “de
facto” alternative of network management.

2.3 Employment of P2P on Network Management

In the same way that there are no general agreement aboutdfBRiahs, there are
no standard terminology, techniques, and directives of Ra® can be employed on net-
work management discipline. Thus, considering that thezeddferent groups of P2P
technologies, and different purposes on building P2P egtiiins, it is possible to con-
clude that the employment of P2P on network managemeni@atutan assume distinct
forms. Therefore, the objective of this section is to chemaze which are the current
ways of developing P2P-based network management solutibmschieve this objec-
tive, the main proposals found in the literature are analym®el compared to the features
of groups of P2P technologies and categories of P2P applisapresented in Section
2.1.3. The conclusion of this comparison is that current-B2sed network management
proposals can be organized into two groups. The main aitdar grouping such propos-
als is the common characteristics explored by the P2P agiparad the type of network
management tasks employed. The groups are presentedassfoll

P2P infrastructure to support general purpose management latforms. This group
is formed by general purpose P2P-based network manageystetrs. The remar-
kable feature in this group is the employment of the P2P stfugtures (mainly
routing, location, and connectivity P2P infrastructuresenable a more flexible
deployment of a network management system. Examples @Htiaés in this group
are presented below.

e State and Festor (STATE; FESTOR, 2003) defined a P2P inficiate based
on JXTA (GONG, 2001). The management system explores thertising
messages of JXTA as a manner of exposing the management AR ofan-
aged elements to all peers that are part of the P2P managegstain. In
this case, the manager/agent approach is maintained, engyththe P2P in-
frastructure the manager can access the Java Managemensioxis (JMX)
management agents.
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e Granvilleet al. (GRANVILLE et al., 2005) employed both P2P infrastruc-
tures and P2P applications to enhance the traditional Managt by Delega-
tion (MbD) approach. P2P infrastructure is used to provigedonnectivity
abstractions, routing, and cross domain communicatiohgew2P applica-
tions, like file sharing and instant messaging, are usedppa@tithe human
interaction among teams of administrators of their apgrodtie authors de-
fined a MbD infrastructure composed of Top Level ManagerdJ,.IMiddle
Level Managers (MLM), and agents (PANISSON et al., 2006)MElare able
to use the P2P applications available on the managemermnsyst enable
the human collaboration. MLMs are responsible for executire manage-
ment tasks by contacting the agents. Inspired by the aforgéomed work,
Fioreseet. al(FIORESE; SIMOES; BOAVIDA, 2009) focused their proposal
on enhancing the connectivity among TLMs and MLMs by ingeting the
location issues of P2P infrastructures.

e Barshamet. al (BARSHAN; FATHY; YOUSEFI, 2009) also followed the
strategy of joining P2P infrastructure with MbD. In the caé¢he work pro-
posed by these authors, a 3-tier hierarchy of peers is cozdpdd LM, MLM,
and Lower level Managers (LLM). The focus of their reseachoi provide
fault tolerance for a P2P-based MbD approach.

o Kamienskiet. al (KAMIENSKI et al., 2006) used P2P infrastructure to pro-
vide a better support on the management of policies. Theoettept the
same hierarchical concept behind the Policy-based NetiMarkagement ap-
proach. However, instead of using a Policy Decision PoiltR}, they used
Policy Decision Nodes interconnected by a Distributed Hagile (DHT) net-
work. Through the DHT it was possible to reach and change dliei@s. In
this sense, the P2P infrastructure is used to enable thendiisation of poli-
cies inside the management system. The authors aim at prg\ddalability
and fault tolerance for the network management system.

P2P infrastructure to provide specific management solutios. This group comprises
the initiatives where P2P is used to solve some specific neanagt tasks and sit-
uations. Examples of such initiatives are listed below.

e Yalagandulaet. al (YALAGANDULA et al., 2006) designed a sensing in-
formation management backplane that, among other techsigud technolo-
gies, employed DHTs algorithms to aggregate and disseenmetivork and
node status information. Web services are used to enabt®thposition and
aggregation of monitored information, and a P2P infrastmeccreated by the
DHTs and overlays is used to expose the WS interfaces and d¢inéored
information. In this context, P2P is used as the main infuastire to support
scalable dissemination of monitored information, and tieceof the services
of the management system.

e Zhou and van Renesse (ZHOU; RENESSE, 2005) employed awgtedd®2P
infrastructure (by using DHT algorithms) for helping on timaintenance of
connectivity information about IPv6 and IPv4 networks. Hughors establi-
shed that the core network will keep being IPv4, while theesdgill be IPv6
networks. To solve the connectivity problem, the authooppsed that egress
gateways from IPv4 networks use DHTs in order to keep routibées with
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information able to handle the mapping between the two tyesetworks.
Lenget. al(LENG et al., 2007) also proposed a P2P infrastructure toesdd
the connectivity problem between IPv4 and IPv6 networksthls work an
unstructured P2P network was used to distribute Tunnel Exmat PTEP) in-
formation among the IPv4 gateways. Analyzing both prosalthe light
of P2P technologies, it is possible to say that the authad B2P infrastruc-
tures in order to build a content distribution applicatiordtsseminate routing
information and enhance the connectivity between end point

The predominant feature on the proposals analyzed abolie smployment of P2P
infrastructures to enhance the underlying conditions ef network management sys-
tems. Very few initiatives use the concepts behind the PZHcapions in order to en-
hance the execution of the network management task itselfin® the analysis of the
works described above, it was recurrently mentioned th@e@dion among the peers of
the P2P-based network management infrastructure. Howiev@was never clear what
exactly the authors meant with the term cooperation. In rab#te cases, this term in-
dicated a connectivity relation between the peers rathaar &gjoint operation to solve a
problem. Indeed, the literature shows that P2P infrasirestare being well explored to
build network management infrastructures, while managigeplications keep on being
developed following traditional hierarchical network ragement approaches.

2.4 Autonomic/Self-*, Peer-to-Peer, and Network Managems

As presented in the previous sections, there are sevenabgats joining autonomic
or self-* properties and network management, as well as,@2mhetwork management.
Nevertheless, when all these topic®.( autonomic/self-*, P2P, and network manage-
ment) are put together it is possible to observe that thexenarclear proposals fully
merging those topics. For example, Prietoal. (PRIETO et al., 2009) and Franzle¢
al. (FRANZKE et al., 2009) mentioned that nodes of INM approac#WARD Project)
would follow a P2P interaction model. However, no preciseaitie and definition were
described relating self-* properties and P2P for exectutiegn-network management de-
fended by the authors. The same lack of clear definitionigelo the employment of the
three topics, happens to the proposal presented in BIONEJjsqgy (MIORANDI et al.,
2006) (CARRERAS et al., 2007). Some of the few initiativesijog autonomic/self-*
and P2P technigues for network management are describeahahaed as follows.

Binzenhofer et al. (BINZENHOFER et al., 2006) employed P2P overlays to address
fault and performance management. Their architecture atnpsoviding generic
connectivity tests and Quality of Service (QoS) monitoringa distributed and
self-organized system that is based on the Distributed bdiitwgents (DNAS)
(JUN et al., 2007). The distributed infrastructure is agbeby the employment of
overlays formed by structured P2P networks (using DHTspprof the monitored
network. In this sense, groups of DNAs composing a DHT are abhcommuni-
cate to: exchange monitoring information; and ask for olIEAS to execute tests
on the monitored network in order to find eventual failuredie Belf-organizing
property is related to the maintenance of the distinct aysrthat might be defined
during the execution of this environment (JUN et al., 200/ this sense, the self-
* property is not directly related to the network managentask being executed
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(i.e., monitoring and QoS tests) but it is related to the mainteaari the P2P over-
lays. In addition, the authors described that the decisiavhach peer will belong
to a monitoring/testing overlay is given by random choicéophuman definition
(BINZENHOFER et al., 2006). This description emphasizes the management
task being executed does not reveal a truly self-organtz@ingvior. An example of
self-organizing behavior would be the management P2P ayédelf discovered
which are the suitable peers to form and execute a monitoribgst request.

Brunner et. al (BRUNNER et al., 2005) proposed the Ambient Network (AN) cejpt
that is based on the composition of different networks ireotd gain connectivity.
The authors suggested that a P2P-based network managgmpeoaeh could be
able to handle the network compositions of the AN concepivim thanners. One
manner is related to the topological composition betweenageament systems of
ANs, and the second is associated to the creation of the ctvitye conditions
required to compose two ANSs. In this case, P2P technologyed tor the mainte-
nance of the hierarchical management overlay, and for pgalind sharing mana-
gement information within and across heterogeneous coaapostworks. Simon
et. al (SIMON et al., 2005) detailed the employment of P2P apprdadatnable
the composition of ANs. It is not discussed on both works hbe/rhanagement
tasks running inside the composed networks should exaciiit.wApparently, the
management tasks would be executed in an hierarchicabfasithere super peers
(i.e.,, managers) request for peerg( agents) the execution of some task. So, P2P
technology is used to support the connectivity across dasngirovide scalabi-
lity of the network management system, and disseminatenrdton. Besides the
employment of P2P, self-management is also incorporatédrihient Networks.
Mathieuet al. (MATHIEU et al., 2007) proposed the self-management of extst
associated to the overlays of AN. The authors defined theeaware Adaptive
Transport Overlays (SATOSs) for ANs. A SATO is created forivkging a certain
requested service. The self-management of SATOs is acaredlthroughout the
collection of distributed context associated to users atdorks, and the assign-
ment of dedicated nodes to analyze the collected informaBased on this infor-
mation, SATOs can be deployed and adapted. Analyzing thkswetated to AN,
above listed, it is possible to identify that there is noteacland direct connection
between P2P and self-management devoted to constituteageraent solution for
the Ambient Network concept. The presence of P2P is verygtom the manage-
ment of ANs, however, self-management is more related tausiees perspective,
rather than to the management of ANSs.

Fallon et. al (FALLON et al., 2007) employs a P2P approach to self-formmvogk ma-
nagement topologies targeted to accomplish specific nktlmanagement tasks. A
hierarchical model based on Network Elements (NE) is engaoyThe NEs are
grouped into clusters, and these clusters form P2P ovetiteagscan be arranged
hierarchically according to the requirements of the mameege task to be execu-
ted. One conclusion that is possible to be inferred fromwlusk is the fact that the
cooperation among the NEs performing a management task poaded by their
proposal, solely the connectivity of such NEs is providiegl, (the arrangement of
the NEs in an overlay). The self-forming property is assecddo the process of
preparing the network management infrastructure. Basqerhmameters associated
to the NEs, the clusters are formed, maintained, and sélhged in the presence
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of changes. The parameters can be changed dynamically dxst diperator inter-
vention, automatically using policies, and because of ghaon the network status
(FALLON et al., 2007). Analyzing the proposed work it is easydistinguish the
relationship between the self-* properties and the P2P gemant overlay. In the
same way, it is possible to identify the integration betwgenmanagement over-
lay and the execution of a management task. However, it ie@®j to understand
the influence of the self-* properties on the execution ofriaevork management
task. Indeed, at a first glance, the network management tasisjdered by the
authors, is modeled taking into account the cooperationiged by the P2P ma-
nagement overlay, but no self-* properties are considerdxttpart of the network
management task.

Besides the initiatives presented here, there are oth@opals concerning the joint
use of self-* and P2P and/or overlay (AL-OQILY; KARMOUCH, @8) (WANG et al.,
2006). However, those proposals are not directly relateletavork management, but
they address the management of the P2P and/or overlay rkeitself. Therefore, this
thesis proposal aims at bringing knowledge to issues imnvglthe joint use of self-*
properties and P2P to contribute with the development oflemnative for designing
network management task solutions.

2.5 Summary

This chapter presented an overview of the state of the aatrdegy network manage-
ment, autonomic computing, peer-to-peer, and the relglipramong these three research
areas. First, the discussion about network managemenvagpes available in the liter-
ature was presented. Analyzing the discussion and the botpoem it was possible to
verify the majority presence of distributed network mamaget approaches, and the in-
dication by the NMRG-IRTF that more investigations are 13seey on this area. Indeed,
the research community understands, as a common sensédjdinidnuted solutions are
more suitable to handle the current scenarios where netmarkagement is employed.
In the sequence, a review of the definitions associated withn@mic computing and the
current research status of P2P were presented. Some of therolitectural approaches
for autonomic and network management were presented, andsame individual ini-
tiatives to develop self-* properties applied to networknagement. The diversity of
contexts and areas is one of the characteristics of researegutonomic network ma-
nagement. Considering the P2P scope, this chapter presietéypes of investigations
and how they are related to network management, and once, dgaibroadness of the
solutions is a remarkable feature. This chapter is closeld thie discussion about the
proposals related to: autonomic or self-* properties agaplo network management; P2P
employment on network management; and finally the comlmnatf autonomic or self-*
properties and P2P on network management.
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3 PRINCIPLES OF THE THESIS

This chapter starts with the description of the conditiomshe network management
community that lead to the proposal of the joint use of sghicéperties and P2P. Next,
it is described the features of the network environmentsdbald benefit from a self-*
P2P network management alternative, and it is also defiresh#tmnagement requirements
associated to those environments and the self-* P2P aliegna

Due to the fact that the literature shows different pointiefws related to self-* prop-
erties, autonomic computing, peer-to-peer, and cooperdtiere is one section establish-
ing which are the meanings of the aforementioned conceftgeigontext of this thesis,
and what are their relationship to the self-* P2P altermatia addition, design issues are
proposed to be followed on the integration of self-* projgsraind P2P so that it becomes
possible to design fully distributed and cooperative nekwonanagement applications.

Finally, the methodology employed to verify the hypotheasfighis thesis relies on
the investigation of scenarios where self-* properties B&® can be used together in
order to improve a network management solution. Case stwadesused to carry on the
investigation, and they are presented at the end of thistehap

3.1 Leading Conditions towards the Self-* P2P Alternative

In 2006, during a meeting of the NMRG-IRTF group, the netwoiknagement com-
munity identified some major problems preventing the dgualent of new alternatives to
handle the current challenges of the fieddy(, reduction of human intervention, hetero-
geneity, scalability, reliability). From the listed prehs, two of them were particularly
cited by different members of the meeting (SCHONWALDER et 2006). One is the
lack of investments on management applications and the @thtee lack of heavy devel-
opment on fully distributed and cooperative solutions.eled, it is possible to say that
those two problems are interconnected.

Generally, the development of network and services managepnoposals keeps the
focus on morphological aspects, such as APIs, protocalbjtactures, and frameworks.
There is almost no focus on developing the management agiplicitself,i.e. the algo-
rithms employed to execute the management tasks. Thus,dhagament applications
are in most of the cases limited by the morphological asp&cisexample, network ma-
nagement applications developed to use SNMP protocol ayesuaple. The algorithm
behind an SNMP-based management application follows aemsistve approach, where
the masteri(e., the manager) sends task®( gets, sets, getbulk, etc.) to the slaue,(
agent) and waits for a response. Therefore, the limitatiop®sed by the morphologi-
cal aspects generally turn the management solution intwatezed {.e., manager-agent
based approach) or not fully distributed architecturesl{sas hierarchical approach).
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In the last years, there were attempts to define architexcamd frameworks able to
provide fully distributed and cooperative network managemnfrastructures, but those
attempts did not provide truly cooperative applicationgaiiples of such attempts are
the solutions based on P2P and MAS (Multi Agent Systems).r@sgmted in Section 2.3,
P2P technologies are employed in the sense of improvingaheeactivity capabilities of
the management infrastructure, so that cooperative aigits could be developed. Nev-
ertheless, the network management applications designéal €onsidering P2P tech-
nologies are based on hierarchical approach to executeghagement taske.g, MbD,
PBNM). The same way, MAS solutions enable a more distribnttdiork management
infrastructure, where agents (or intelligent agents) aread along the network to be
managed. Most of the proposals of MAS-based network managesolutions claim
that the agents cooperate by sub-tasking/splittingkaptig the management task among
multiple agents, or by gathering information from otherragdor individual deliberation
of management actions (LI et al., 2001) (AKASHI et al., 2008ERAUCHI; AKASHI,
2009) (GUARDALBEN et al., 2010). This way, most of the P2P &hdS-based net-
work management applications still present a master-ddawavior, which is a simple
and tending to be centralized style of defining an applicatio

Parallel to the attempts of developing more distributed @aperative management
infrastructures, sophisticated network management idfgos started to be designed with
the introduction of self-* properties and autonomic commpgitinto the research com-
munity. Most of the solutions following the first definitiorf autonomic computing
(KEPHART; CHESS, 2003) tend to employ centralized algonghon the design of the
autonomic decisions. This tendency is justified due to thetfat the authors of this first
definition did not consider the necessity of communicatioroag the autonomic man-
agers. Thus, centralized managers are build incorporétmgutonomic functionalities
while agents keep feeding those managers with informati@xecuting the demanded
tasks. In contrast, autonomic solutions based on multMagyestems emerged as a solu-
tion to build distributed autonomic applications. Howeartonomic initiatives based on
multi-agent systems suffer from the problem of guarantg#iat the behavior emerging
from individual goals of each agent will truly result in theremon goal to be achieved
by the system (HUEBSCHER; MCCANN, 2008). The alternativentdti-agent systems
is to deploy hierarchies of autonomic managers, which introihe cases keep the MbD
approach of developing the network management application

As the literature shows, the initiatives so far proposecdawet fully capable of devel-
oping side by side sophisticated network management aigics and fully distributed
and cooperative solutions. In fact, to achieve a highlyriigsted and cooperative so-
lution it becomes necessary more investments on the apphctinat is running on the
distributed management entities. Therefore, the invastigs conducted in this thesis
are devoted to explore different angles and aspects frosetbo far employed.€., mor-
phological aspects). In this thesis, it is of special ideexplore how network manage-
ment applications can be designed when sophisticateditpetsilike self-*properties are
combined with the distributed nature of P2P technologidge doal is to investigate the
connectivity and cooperative capabilities of P2P as théamnfor real distribution and co-
operation on the execution of self-* network managemenliegmons. The foundations
of such investigation are described in the next sections.
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3.2 Characterization of Networks and Management Requiremiets

The range of network environments that could be investdjeterery large. There
are, for example, the traditional Local Area Network (LANRIPATHI; HUANG; JA-
JODIA, 1987), Metropolitan Area Network (MAN) (KABATEPE;ASTOLA, 1996),
Wide Area Network (WAN) (CAVENDISH, 2004), and the emerginiges like Wireless
LAN (WLAN) (LIN; CHENG, 2005), Worldwide Interoperabilityor Microwave Access
(WIMAX) (SEKERCIOGLU; IVANOVICH; YEGIN, 2009), VehiculatrAd Hoc Network
(VANET) (HAAS; HU; LABERTEAUX, 2009), Personal Area Netwo(PAN) (CAM-
POS; RICARDO, 2006). The analysis of Chapter 2 shows that wiothe networks
related to wireless technologies typically use some kirgktff* property and distributed
methods for building up the communication infrastructune amanagement of the net-
work. The main reason for the employment of these methodslased to the proper
nature of wireless networks. In general, such networks asedon a large number of
components, dynamic changes on the surrounding envirocnmeibility, etc. Instability
is the basis of wireless networks, and relying on humans mirakézed elements to pro-
vide the control infrastructure for this environment is tieé¢ most appropriated option.

Different from wireless networks, the nature of wired netikgotends to be more sta-
ble, which reduces the complexity of management solutimeed, the literature shows
that most of the network management alternatives propaseadr¢d networks relied on
centralized or hierarchical solutions that are easier tddpoyed and maintained. How-
ever, challenges have been posed to the traditional mamagesolutions on wired net-
works. Some of these challenges are: the increasing sibe oltworks, online multime-
dia applications, and the integration of the traffic fromeisss networks into the wired
networks (users are connected via wireless technologyetdriternet at any time and
place). As a consequence, the management of wired netwaskbden pushed to cope
with dynamic changes, and instability on the quality of sggyvand user’s quality of ex-
perience in such a scale that was never seen before, anérllattb increase even more.
In this sense, traditional and conservative managemeatigo$ have their employment
guestioned, while sophisticated methods, such as selbfigpties and P2P-based mana-
gement, are pointed as good solutions for the managemented networks.

In fact, despite the nature of the network (wireless or wirelgnamic changes and
the need of reducing human intervention are some of the nshpmacteristics of current
networks. In this thesis, it is believed that the presencioa$e characteristics implies
a set of specific management requirements, and this sdyjtistidevelopment of self-*
P2P based network management applications. Thus, the setr@igement requirements
considered in this thesis is defined and presented below.

Efficient use of the resourcesThe management application running inside the network
can not impose a load that compromises the operation of thygepmetwork in
terms of traffic or processing power of the management or gethantities.

Agile management actions This requirement is associated with the reduction of man-
ual intervention. Depending on the size of the network emriment to be managed,
or on the dynamics on the changes of the user’s requiremeogsomes impossible
to effectively perform management tasks in a centralizest@nual fashion. Thus,
the objective is to turn manual tasks into tasks executethéyrtanagement appli-
cation itself. Examples of manual tasks are: identificabbsaturated resources,
verification of the status of management entities, manageutes, alarms, etc.
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Management actions must be transparent for the users utilimg the resources of the
network. The investigation carried on this thesis is interested endbvelopment
of self-* network management applications that can follofuléy distributed and
cooperative approach. One important issue on distribubetpating is the trans-
parency of the solution. According to A.S. Tanenbaum and &h Steen there are
different types of transparency (access, location, migmatelocation, replication,
concurrency, failure) (TANENBAUM; STEEN, 2007). The maeawent task must
be designed to support dynamic changes on the environmdrdtdahe same time
provide the suitable types of transparency.

Enable more parallel and simultaneous behavior on the managment actions in-
stead of sequential one.Most of the network and services management appli-
cations are based on centralized and hierarchical modélsseTmodels create a
chain of sequential steps that must be followed by the manageentities. This
chain prevent the parallel and simultaneous executione@htanagement task in
different parts of the managed network, which can becom@bl@m. A common
solution for this problem is to increase the number of marsgedifferent parts of
the network (making even more strong the hierarchical nypdedating a “vertical
parallelization” that should reproduce a parallel and $iameous behavior. In this
thesis, however, it is believed that this kind of “verticakallelization” is not suit-
able anymore. Thus, it is necessary to enable a “horizoatallelization” on the
behavior of management applications.

The aforementioned management requirements are impontané context of this
thesis because they help to restrict the network envirotsniiat can help on the in-
vestigation of self-*, P2P, and cooperative solutions. &tbeless, there can exist other
management requirement that can also be consider in thstigagon of self-* P2P em-
ployment, like for example, security. The key is that netaenvironments matching the
established set of management requirements demand mdristscated management so-
lutions, like the one proposed to be studied in this thedi® details of the investigation
on the joint use of self-* properties and P2P are describéidemext sections.

3.3 Definition and Delimitation of Terms and Concepts

The literature shows different points of view for the terrakted to self-* properties,
autonomic computing, peer-to-peer, and cooperation.sréason, this section depicts
the definitions of the aforementioned terms used in the gbofethis thesis. Moreover,
it is presented a delimitation of which terms are of specitdnest.

Self-element.This term is defined here in this thesis. It represents a neanagt entity
that executes some kind of operation that contributes ovigirg a self-* property.
For this thesis, a self-* property is not necessary mappedself-element, but this
property could be composed of different self-elements.

Self-* property. In the literature, there is not a proper definition for a gghiroperty.
Therefore, here, this term reflects a certain action thaessghed to be executed
with minor human intervention. Based on this definitionsipbssible to match the
properties already established, like self-healing, setffiguration, self-optimizing,
self-protection, and also define others such as self-agapiself-awareness, self-
monitoring.
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Self-management.This term is also not precisely defined, and as emphasizedibip-H
scher and McCann (HUEBSCHER; MCCANN, 2008) there remaitsts about
what self-management really is. For the context of thisifheéRis term regards to
a system capability of being constitute of one or more sgfefperties.

Autonomic. After several years of discussion, a consensus on what ntleasrm au-
tonomic seems to be achieved. This consensus defines autocammputing, sys-
tem, or behavior as a self-managed system presenting th€KHEIP properties,
I.e,, self-configuring, -healing, - optimizing, and -protectiGSAMAAN; KAR-
MOUCH, 2009) (HUEBSCHER; MCCANN, 2008).

Autonomic Network Management System (ANMS)According to Samaan and Kar-
mouch (SAMAAN; KARMOUCH, 2009), an ANMS is a network managem
system that employs the autonomic computing concept. BruaNMS must per-
form management operations following the self-CHOP proger

Autonomic Element (AE) and Autonomic Manager (AM). One common accepted
definition of autonomic element was given by Kephart and €EH{&EPHART;
CHESS, 2003)‘Individual system constituents that contain resourced dgliver
services to humans and other autonomic elements. Autor@emtents will man-
age their internal behavior and their relationships withhet autonomic elements
in accordance with policies that humans or other element®lestablished.” This
definition is known in the literature as the IBM autonomicreént. The classic
representation of an IBM autonomic element is illustrate@igure 3.1. Analyz-
ing this illustration it is possible to see that the IBM AE neposed of managed
element and autonomic manager. A more specific definitiomtafreomic manager
(considering the IBM AE architecture) was provided by Hugdes and McCann
(HUEBSCHER; MCCANN, 2008), where an autonomic mand@geia software
component that ideally can be configured by human admin@sausing high-
level goals and uses the monitored data from sensors anchaltenowledge of
the system to plan and execute, based on these high-levis| ¢foa low-level ac-
tions that are necessary to achieve these goaléfthough the IBM autonomic
element is the most adopted definition and architecturee thee other attempts to
define autonomic managers and elements (TRUMLER et al.,)A00BER et al.,
2006) (MANZALINI; ZAMBONELLI, 2006).

Autonomic Element

Autonomic Manager

Managed Element

Figure 3.1: IBM autonomic element (HUEBSCHER; MCCANN, 2008
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Peer-To-Peer. This thesis uses the definition of Milojiciet al. (MILOJICIC et al.,
2002). According to those authors, P2P regard&tolass of systems and appli-
cations that employ distributed resources in order to ekecutical functions in a
decentralized fashion”The main distributed resources are: computational power,
data, bandwidth, devices, people, among others. Thealrtinctions are related to
sharing data, and the communication or collaboration ansystems. The decen-
tralized fashion associated to P2P systems is achievedghout algorithms and
data used by those systems.

Cooperation. There are many definitions for this term in the literaturethie context of
this thesis, the definition of cooperation is aligned to the described by Zomaya
where both sides cooperating know each other mutually dfitl Goamplementary
functions to serve a common objective or interest (ZOMAYA94). In addition,
according to Jacques Ferber there are different forms gdeadion such as an in-
tentional posture, cooperation from the observer’s pdintew, increasing survival
capacity, improving performance, conflict resolution (FBER, 1999). In this the-
sis, the cooperation form investigated is the intentiosktpre. Moreover, Jacques
Ferber also identified methods of cooperation, being thé&jgrouping and multi-
plication, (2) communication, (3) specialization, (4)leblorating by sharing tasks
and resources, (5) coordination of actions, and (6)consblution by arbitration
and negotiation. The design of self-* P2P solutions will maise of some these
methods of cooperation (more specifically 1-5) in order twvte truly distributed
and cooperative network management applications.

It is important to remark that this thesis does not addresslé&sign and investigation
of autonomic network management systems. For this realsemyestigation conducted
here is not interested in examining self-CHOP propertiesn&work management. In
contrast, the goal of this thesis is to investigate how s@lfeperties can be combined
with P2P in order to provide truly distributed and coopematietwork management ap-
plications. Thus, based on the aforementioned definitibwesinvestigation of self-* P2P
solutions is also related to self-management solutiongébworks. It is also important
to remark that the terms self-* or self-management are us#us thesis referring to the
capacity that a system presents to execute actions by, #géiout the human interven-
tion. This way, the employment and development of artifizigdlligent techniques(g,
reasoning) applied to network management is out of the sobibes thesis.

In addition, to keep the alignment among the definitions ef tdfrms and the goal
of this thesis, the terrSelf-elemenis defined in this thesis in order to make an explicit
differentiation from the term8utonomic ElemergndAutonomic ManagerAs illustrated
in Figure 3.1, the most known definitions of AE and AM preseweiy centralized nature,
because the components that give the autonomic charaice((MMAPE-K) are placed
inside a single element. In contrast, the self-elementigeived to fit into a distributed
infrastructure such as the one provided by the P2P techiesloghere the necessary tasks
to provide a self-* property can be spread in different pekr®rder to design the self-*
solutions it has become necessary to define integratiorsssthe next section presents
and discusses those integration issues.
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3.4 Proposal of Integration Issues for Designing the Self-P2P Alter-
native

The hypothesis of this thesis is grounded on the fact thatdmebination of self-
* properties and P2P enhances the development and exeadtreiwork management
solutions. Thus, the definition of issues to guide the irgggn of these techniquesd,,
self-* properties and P2P) is of imperative importance,aose based on these issues,
models, architectures, and algorithms will be developduteréfore, the objective of this
section is to describe the issues to be addressed by theattegof self-* properties and
P2P, here called self-* P2P based approach for network neamegt. The main issues to
support the self-* P2P approach are listed below.

Common knowledge of the management taskTraditional network management ap-
proaches rely on manager-agent strategy (where managershemanagement
task knowledge and the agents execute orders), delegaipts ggvhere the ma-
nagement task knowledge is transfered from one to anotheagesnent entity),
mobile code (that encloses the entire knowledge of the neanagt task inside
one management entity), and remote invocation (where tbe/ledlge of the ma-
nagement task is compartmented and disjoint among sevdrtes). In all these
traditional cases, the management entities are heterogenand the knowledge
of the management task and how it has to be executed is notletatypclear for
the entities of the managed network. Therefore, conflinteyferences, and several
communications among them happen in order to execute thagearent tasks and
get the whole idea of what is related to this task. In a sel2PPased design, the
management entities should be homogenebes,they all are designed to know
the entire knowledge of the management task and they hawathe capabilities.

Local information. The management of complex, dynamic, and heterogeneous sce-
narios requires agile actions. The use of local informatembase these actions
can reduce the amount of time and resources used for gaghieformation from
other elements on the network. The challenge of using lodaimation resides on
identifying which information can provide the evidencesstgpport management
actions.

Parallel and distributed algorithms for decision-making. The effects associated to the
execution of network management tasks have an impact nptroalsingle network
device or service, but they might affect segments or everotiegall behavior of
the network. Thus, it is reasonable to consider that thesamtiof executing a
management task should be designed in a parallel and digidlvay so that the
enforcement of the management task could have a certaihdeeg@proval from
other management entities of the network.

Light self-elements. The main idea is to keep this self-elements as less complex as
possiblej.e., keep them light and specialized. The complexity of a sgifdperty
should reside on the logic of combining these self-elememis not on the logic of
each self-element.

Reduction of explicit and global coordination. This issue is a mechanism to guide
the joint use of all the other ones mentioned before. Theeepstential risk that
the previous issues could lead to the definition of a self® B2sign that requires
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a considerable amount of information from neighbors ant kegels of coordina-
tion among them. It is important to keep in mind that the lessmmunication and
coordination are employed the better are the chances taealihe execution of
a network management task in dynamic and heterogeneoumemeénts. Thus,
the use of common knowledge of the management task, locahmation, parallel
and distributed decision making, and light self-elemeamtsti result in less explicit
coordination and global communications.

Nevertheless, it is possible that the combination of alséhprinciples will not always
be perfectly achieved. To measure how those issues are plisbed in the case studies,
a scale with three degrees (self-explained) is defined:

e achieved
e partially achieved
e andnot achieved

The self-* P2P solutions developed for each case study wik\mluated comparing
the description of the issues to be solved with the degrebesf achievement on such
solutions. In fact, there are trade-offs that need to beetyasxamined when the develop-
ment of the issues defended in this thesis. These tradexafsvestigated in each case
study.

3.5 Employment of Integration Issues on the Case Studies

The number of case studies is proportional to the numberlbf peoperties investi-
gated, therefore, two case studies are exploited. Actubiydefinition of each case study
depends on the identification of a network environment, whatgracteristics match the
management requirements established in this thesis. Bui@fie is related to the inves-
tigation of self-healing and P2P applied to the fault manag@ of monitoring systems.
The second case study explores self-organizing and P2Rdtitens in order to provide
performance management of substrate resources in netwarlization environments.
The detailed description of the case studies and the mativadr the investigation of the
joint use of self-property and P2P in each case study aretdepas follows.

3.5.1 CSI: Self-Healing Monitoring Systems

Network and service monitoring is an essential activitydentify problems in un-
derlying communication infrastructures of modern orgatians. Monitoring is typically
materialized by systems that periodically contact eles@g), network devices and ser-
vices) to check their availability and internal status. Amtoring system may be sim-
ple like the Multi Router Traffic Grapher (MRTG) (OETIKER, 98) or complex, being
composed of as diverse entities as monitors, agents, and mvgfiers. The information
collected and processed by monitoring systems enablesrhadmainistrators, responsi-
ble for managing the Information Technology (IT) infrastiwre, to identify problems,
and thus react in order to keep the managed infrastruct@eabpg in a proper way.

Monitoring systems must run uninterruptedly to ensure taiddres in the managed
elements are detected. Problems in the monitoring systeza& the monitoring process,
and can lead the human administrator to believe that the geah@lements are working
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properly even when they are not. Robust monitoring systdrosld, thus, employ me-

chanisms not only to identify failures on the managed inftec$ure, but also to recover
the faulty monitoring solution itself. However, most mamihg systems force the admi-
nistrator to manually recover the occasionally brokentsmhu Such a manual approach
may not drastically affect the monitoring of small netwaqrkast in larger infrastructures

this approach will not scale and should be replaced by efficiternatives.

The self-managed approach is one alternative emerging @lsi@os for the manual
approach. Typically, a self-managed system is built on togeti-* features capable of
reducing the human intervention and providing more efficresults. Nevertheless, dis-
tributed monitoring systems have been explored as the nopstiar alternative (TRIM-
INTZIOS et al., 2006) (AWERBUCH; KHANDEKAR, 2007) (CHOURM@ZIADIS;
DUQUE; PAVLOU, 2009). Most of this popular proposals defirmanplex monitoring
systems that generally identify internal failures and em@lgorithms to reorganize it-
self without the failed components. In this sense, thespqsals present a certain level
of self-awareness and adaptation, although self-heaingti present,e., failing entities
are not recovered or replaced. It means that in scenarioeewhest of the monitoring
entities crash, the monitoring systems stop working becagsmechanism is employed
to maintain the execution of the monitoring entities.

Yalaganduleet al. (YALAGANDULA et al., 2006) propose an architecture for mo-
nitoring large networks based on sensors, sensing infwmaiackplane, and scalable
inference engine. The communication among the entitiessrein a P2P management
overlay using DHTs. Prieto and Stadler (PRIETO; STADLER)20introduce a moni-
toring protocol that uses spanning trees to rebuild the R2Pay used for the commu-
nications among the nodes of the monitoring system. Bothgéiduleet al. and Prieto
and Stadler works can reorganize the monitoring infragiinedf failures are detected in
monitoring nodes. After such reorganization, the failingles are excluded from the core
of the rebuilt monitoring infrastructure. Although reongged, with fewer nodes, the mo-
nitoring capacity of the system is reduced as a whole. Agadaptation is present, but
proper self-healing is not.

In fact, few investigations explicitly employ self-manag®ncepts in monitoring sys-
tems. Chaparadzet al. (CHAPARADZA; COSKUN; SCHIEFERDECKER, 2005b),
for example, combine self-* aspects and monitoring tealesqto build a traffic self-
monitoring system. The authors define that self-monitonatyorks are those that au-
tonomously decide which information should be monitoredwell as the moment and
local where the monitoring task should take place. Nevésdse such work does not de-
fine how the monitoring system should react in case of faslumgts components. The
meaning of self-monitoring in this case is different thaa tne employed in this case
study. While self-monitoring in Chaparadza’s work meartsaomous decision about the
monitoring process, in this thesis, self-monitoring is @bdetecting problems, through
monitoring techniques, in the monitoring system itself.

Yangfan Zhou and Michael Lyu (ZHOU; LYU, 2007) present a semgtwork moni-
toring system closer to the view here adopted. The contabutf this work is the use of
sensors themselves to monitor one another in addition forpeing their original task of
sensing their surrounding environment. Although self-itwimg is achieved, given the
restrictions of the sensor nodesd. limited lifetime due to low-capacity batteries), the
system cannot heal itself by reactivating dead nodes.

Based on the aforementioned, it is possible to verify that approaches for self-
monitoring systems are required. New proposals shouldattypinclude, in addition to
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self-awareness already available in the current invesbigs, self-healing support on the
monitoring entities in order to autonomously keep the namy service up. Therefore,
this thesis investigates the joint use of the self-healirgperty with P2P techniques in
order to define a robust service monitoring system.

3.5.2 CSII: Self-Organizing Resources on Network Virtualzation

Autonomic communications are a suitable approach to deidl gamplex and dy-
namic networks. The key concept behind this approach is itdibg sophisticated net-
works capable of managing themselves in order to deal weahgés from the surrounding
environment. Among the initiatives employing autonomioeeounications, the ones re-
lated to virtual technologies deserve special attentiatdutheir complexity, dynamics,
and potential to be economically exploited. Network vilizetion is an example of vir-
tual technology that is emerging as a promising cost-affesolution for future network
deployments (CHOWDHURY; BOUTABA, 2009).

Network virtualization differs from current virtual macta and virtual network ap-
proaches. The difference relies on the type of resourcdsatieavirtualized. Virtual
machine employs multiplexing techniques to virtualize CRi¢mory, storages, and de-
vice interfaces (EGI et al., 2007). Virtual networks mukip physical links and build
paths connecting edge customers (OHSITA et al., 2007). itnctiise, the network ele-
ments connecting the edge customexg ( routers, switches, etc.) are not perceived as
elements of the customer network, but they form a “tunnelirexting edges. Finally,
network virtualization multiplexes all substrate netwaedsourcesi(e., physical links,
routers, servers, base stations) (WANG et al., 2008). Tideeewironment is a set of
slices of substrate resources that forms an entire new netteployed on top of a phys-
ical infrastructure. Indeed, this set enables the creatfam virtual network capable of
running its own protocols, routing process, services, aadagement solutions.

One of the major benefits of network virtualization is to auise the operational
costs associated with physical infrastructures to a sipgdgider. For example, multi-
media providers may deploy their services, like IP TelengjiIPTV) services, without
dealing with high investments on the physical infrastreet{DEGRANDE et al., 2008)
(HAN; LISLE; NEHIB, 2008). As a complement, a physical or striate provider could
multiplex its physical network to enforce multiples muledia providers. The resource
management of traditional physical networks demands & leffort. So, it is reasonable
to think that resource management on network virtualizatemuires even more efforts.

For instance, consider the problem where two distinct &lrhetworks require con-
flicting amount of resources in the same substrate netwekk dfthis problem is detected
during the deployment phase, the substrate provider catograditional techniques,
like traffic matrix optimization and load balancing, and iasle a successful usage of the
substrate resources after the deployment of the virtualor&s. However, if this problem
occurs during the lifetime of the virtual networks it becanmecessary to make dynamic
and on-line changes on the environment. In this case, théogmpnt of traditional tech-
niques present limitations because in general they useatieet, total-view, and off-line
approaches to manage the network resources (OHSITA efal7) ZMIYAMURA et al.,
2008). The major limitations are low responsiveness to agkwhanges, overhead intro-
duced by the management traffic related to the central eatityhigh latency of analysis
and enforcement of changes.

In addition, most of the current research in this area fogwsedefining an efficient
mapping or embedding process of virtual networks into thessate network, while there
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are almost no efforts focused on managing the resourcesgitine lifetime of the virtual
networks. For example, Houidit al. (HOUIDI; LOUATI; ZEGHLACHE, 2008) pre-
sented a distributed and autonomic mapping framework respie for self-organizing
the virtual networks on top of the substrate network evengta new deployment request
arrives. In this work, the self-organization is subjecteltly to the changes on the num-
ber of virtual networks running on top of the substrate nekwol'hus, changes on the
amount of resources used by the virtual networks during thietime are not explicitly
considered.

The work presented by Yugt al. (YU et al., 2008) deals with dynamic requests for
embedding and removing virtual networks. The authors magdmstrains of the virtual
network to the substrate network by splitting the requirete@f one virtual link in more
than one substrate link. A time window is used to regulatenndneeorganization of the
virtual links is required. The problem of this approach igl&dine a time window also
able to deal with changes on the use of the resource duringfétiene of the virtual
networks, and not only with the dynamics on embedding ancvemg virtual networks.
Chowdhuryet al. (CHOWDHURY; RAHMAN; BOUTABA, 2009) proposed algorithms
for embedding a virtual network that correlates both nodElak mapping requirements.
The process is divided in two phases. First, virtual nodesrapped and then takes place
the mapping process of the virtual links. Again, this applodeals with the deployment
phase, but does not address changes during the lifetimetoabvhetworks.

In this sense, more sophisticated management technigeetearanded in order to
cope with changes on the amount of substrate resources yskd Wirtual networks du-
ring their lifetime. The techniques offered by self-managet research rise as an appro-
priated alternative to address the challenges of maimgitiie efficient use of substrate
resources on network virtualization, while P2P can harkedecentralization typically
found in virtual network investigations. Thus, this thasigestigates the joint use of self-
organizing and P2P to manage the substrate network resourbés model is based on
parallel and distributed algorithms running inside eadbstate node, and thus dismiss-
ing any kind of central entity. Based on local informationdairect interaction with
peer neighbors, the substrate node decides to self-omt@zsubstrate network in order
to cope with the changes on traffic loads of the virtual neksoiThe decision of when
a self-organization is required is subjected solely to wes® consumption conditions of
the running substrate network infrastructure. Externtdrierences, like a new virtual
network embedding or removing, are not the main issues tod®aged, but the effects
of any kind of change on the substrate environment is thetafghe proposed approach.

3.6 Summary

This chapter describes in a first moment the conditions ométeork management
community that lead to the proposal of the joint use of sgbirdperties and P2P. Once
the conditions are described, this chapter presents thageament requirements of net-
work environments that could use self-* P2P solutions. |a thesis, four management
requirements were identified: (i) efficient use of the resesy (ii) agile management ac-
tions, (iii) transparency of management actions; (iv) araterparallel and simultaneous
behavior on the management actions. Due to the existeneveifad meanings for terms
related to the self-* P2P approach, this chapter also deghetdefinition and delimitation
of which terms and concepts are important for this thesigyedksas their understanding.
To complement the basis of the self-* P2P approach, thistenapows the proposal of
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integration issues on the design of self-* P2P solutionsi&work management. In fact,
the investigations of how should be the integration of $gifoperties and P2P are reg-
ulated by the issues established to be treated in this thEsese are five main issues to
be chased: (i) common knowledge of the management tasko€a) information, (iii)
parallel and distributed algorithms for decision-maki(ig) light self-elements, (v) and
reduction of explicit and global coordination. Thus, tweeatudies were identified as
network environments requiring management solutionsfthatth the proposed self-*
P2P approach. The first one regards the investigation of R@Bedf-healing for fault ma-
nagement of monitoring systems. The second case studytigetes the P2P interactions
associated with the self-organizing property in a netwartualization environment. The
next chapters present the case studies, depicting moanglermentation, and evaluation
for each case study.
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4 CASE STUDY I: RELIABILITY OF MONITORING PLAT-
FORMS

Monitoring is essential in modern network management tatiéleproblems in un-
derlying communication infrastructures of modern orgatians. However, current mo-
nitoring systems are unable to recover their internal Yaeitities forcing the network
administrator to manually fix the occasionally broken monitg solution. This case
study, therefore, address this issue by introducing arssdfing monitoring solution. The
proposed solution combines the availability and commuitndransparency provided by
P2P-based overlays with self-healing properties.

The definition of self-healing property investigated instbase study is based on the
description given by Berns and Ghosh (BERNS; GHOSH, 2008gre self-healing is
focused in maintaining or restoring a system’s safety ptgpén addition, those authors
defined that self-healing systems are the ones that guarhesting from a limited subset
of all actions that can affect the global behavior of the eyst Then, in this case study,
the self-healing property is focused on both maintaining eestoring the monitoring
capacity of a management system when crash failures ocoutgeanonitoring services
or on the management entities hosting those services.

The solution here presented is described considering asoesf a monitoring sys-
tem for a Network Access Control (NAC) installation. The heections depict the self-
healing P2P-based approach, its instantiation to cots&tNAC monitoring installation,
the evaluation of the solution, and the analysis of the psedapproach in the light of
the compliance to the management requirements pursuedith#ésis, the achievement
of the integration issues, potentialities, and shortcgsin

4.1 Self-Healing P2P-Based Approach

The objective of the self-healing P2P-based approach isowige reliability for ma-
nagement platforms, in especial network and services mamgt ones. Reliability, here,
is understood as the ability of maintaining the proper opemaof the platform. The
proper operation comprises two actions: the identificatidoroken management entities
(e.g, monitors, agents) and the recovering process of the fumalities executed by those
faulty entities €.g, monitoring, event correlation).

The approach proposed to enable the identification and eeicgvprocesses is twofold.
First, it embeds self-healing properties inside the peerd, in a complementary fashion,
it uses the connectivity capabilities of the peers to sugberhealing process. This com-
plementary behavior can be enabled if the following assionptare ensured.
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e The underlying infrastructure of the management platfoomgrises a P2P overlay,
turning the final management platform into a P2P managenveniay.

e The management tasks are exposed as services inside thealBaBament overlay.

e The self-management of the management tasks must be transpar the tasks
themselves.

e The P2P management overlay must provide mechanisms facseligcovery, and
for dealing with peer group interactions.

Using those assumptions as the high level directives of pipeoach, it is possible
to define the concepts and architecture that enables thenfosiself-healing properties
and P2P infrastructures to design a reliable network andcgemonitoring platform.
However, before describing the self-healing P2P solutseilf, the next section describes
and limits the type of failures that can be healed by the heltdien proposed.

4.1.1 Supported Types of Failures

Taking into account the definition given by Berns and GhosBERRS; GHOSH,
2009) for the term self-healing, there must be a limited $etctions (in this case fail-
ures) from what the system itself is able to autonomously. idzere are different types
of failures, and according to Tanenbaum and Van Steen (TABHEMNV; STEEN, 2007)
there are five failure models, that are described below.

Crash failure. This is the type of failure where an entitg.§ server, process) stops
working suddenly but it was working properly until it stogheAn important feature
of crash failures is the fact that once the entity stoppething is heard from it
anymore.

Omission failureln this case, the entity fails to respond to incoming requ&stomis-
sion failure can be divided into: receive omission, whegeghtity fails to receive
an incoming message; or send omission, where the entig/ttaiend messages.

Timing failure. This kind of failure occurs when a response message liegleudsspe-
cific real-time interval. Two examples of timing failuresesarwhen the response
arrives too soon which forces the existence of buffers teestive responses; and
when the response arrives too late.

Response failure.This is the type of failure where the response is simply irexr
There are two kinds of response failures: one where the \Gltlee response is
wrong, and the other is known as state transition failurerevlam entity deviates
from the correct control flow to a wrong one.

Arbitrary or Byzantine Failure.This is the most difficult type of failure to be treated
because the entities suffering from this failure start thadve in an unpredictable
manner. For example, servers could start producing outpatavould never hap-
pen, or servers could start working in a malicious manner.

The self-healing P2P approach proposed in this case studyiied to support the
failure models described in Table 4.1. The choice to supp@gh failures, omission
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Table 4.1: Type of failures supported by the self-healing B@proach

| Type of Failure | Type of Support |
| Crash failure | Fullsupport |
| Omission failure | Fullsupport |
| Timing failure | Partially supported
| Response failure | Notsupported |

| Arbitrary or Byzantine Failure  Not supported |

failures, and to partially suppottming failures was based on the analysis of the charac-
teristics of the failure models and the integration issdeseti-healing P2P approach.

For example, peers that host the monitoring services the management tasks) of
the P2P management overlay could leave such overlay atramy This situation can be
understood as a crash failure of the monitoring servicevlaatrunning inside such peer
and the management overlay should heal the crashed mogiteervices. Now, if the
message that verifies the health of the monitoring servgtsst this does not mean that
a particular monitoring service (supposed to send or recaixch message) is in failure.
Thus, omission failure is an important failure model to bparted by the self-healing
P2P solution. To finalize, timing failure is supported in tase where a message arrives
too soon, but is not addressed in the case when the messags &oo late. The self-
healing P2P approach is able to buffer early messages, mdtiable to rollback an
ongoing healing process when a late message arrives froentitg considered to be in
failure. The next sections describe the mechanisms usegpms the above listed failure
models and the self-healing P2P approach itself.

4.1.2 Architecture and Concepts

The self-healing architecture is based on a P2P managewentayformed on top of
the monitored devices and services. The use of P2P funtitieagrovides a transparent
mechanism to enable communication targeted to publisbpdes, and access manage-
ment tasks inside the overlay. The control of such commtioiesis delegated to the P2P
framework used to implement the architecture. The P2Pstrisature helps on distribu-
ting the identification of failures and also to provide sbdlty on the recovery process.

The main architectural elements (management servicéd)ealing and self-configu-
ration services) and the monitoring environment are itatsd in Figure 4.1. In addition,
there are two concepts that are important for the designefdif-healing P2P-based
approach: instances of management services and manageesergroup. In fact, ma-
nagement services and these two concepts were defined lgsaet al. (PANISSON
et al., 2006) and they are revised in favor of the self-hgai@P-based approach as des-
cribed below.

Management ServicesName given to the management tasks to be executed by the ma-
nagement peers of the P2P overlay. Examples of types of rmar&ag services are:
monitoring network serviceg(g, email servers, DN, configuration of firewalls,
monitoring operational status routeesd, interfaces, queues, congestion).

Instances of Management Serviceskor a certain type of management service, there
might exist more than one peer executing the tasks assddt@mtleis management

1Domain Name Service.
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Figure 4.1: Self-healing P2P-based environment and aatiite

service. Thus, the P2P management overlay can supportéaten of instances
of management services. Those instances will be execitengame code, and can
interact either with other instances of the same managetaskitor with instance
of different types of management tasks. For example, Figuteshows that the
management service represented by the triangle has 3 @estamhile self-healing
and self-configuration services have 2 instances each one.

Management Peer Group (MPG).Instances of the same management task form a ma-

nagement peer group. The number of instances of managepm®ides is trans-
parent for the entities that are willing to use/invoke therees/tasks offered by
the management service. In this sense, the management goagppt acts as a
shield for the instances of the management service, andhesiperations of this
service are exposed for the rest of the P2P managementyvEha details of the
architecture and load balancing inside the managemengpeep are described by
Panissoret al. (PANISSON et al., 2006). Considering the environment pregk
in Figure 4.1, the instances of the management serviceegepted by the triangle)
form, automatically, a management peer group inside thenkRdRagement overlay.
In the same way, the instances of self-healing and self-gorgtion services form
their own management peer groups.

Self-healing service.This is a management service designed to start the recovery p

cess of instances of management services that were detedbedoroken. In ge-
neral terms, this service can be seen as an ordinary managsemeice, subjected
to the same rules and behavior of any other management sengicle the P2P
management overlay. However, instead of managing netwarices and services,
the self-healing service manages the management senites B2P overlay, by
regulating the necessity of activating or not a recovergess.

Self-configuration service. Designed to find available management peers, inside the

P2P management overlay, to instantiate the managemeidesdetected to be bro-
ken. Together, the self-healing and self-configuratiomises provide the recover-
ing process of the self-healing property.

The management service is able to heal itself if, after tlashing of some of its

instances (possibly due to a peer crash), new instancemigemaailable, thus recovering
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the service and guaranteeing its availability. In orderdpecwith that, two functions
must be supported: failure detection and service instaaeation. To ensure that the
failure detection and instance activation functions waikperly, two requirements must
be filled on the P2P management overlay.

e First, each management service (including the self-hgalimd self-configuration
services) must run at least 2 instances to enable the detexid recovery in case
of problems on the management service. That is so becausgla fiulty instance
cannot react itself if it is crashed, then at least anoth&aince is required.

e Second, each peer must not host more than one instance @rtleereanagement
service in order to avoid several instances of that servaghing if the hosting peer
crashes too.

The maintenance of the management infrastructure is absumnée those require-
ments are fulfilled.

4.1.3 Failure Detection

Failures in a management service are detected by a selftoniogiprocedure embed-
ded inside each management service. Each service insiancgervals oft seconds,
sends a signal (heartbeat) to all other instances of the ssanagement service (inside
the management peer group that they form) to announce ini@ng. Self-monitoring,
in this sense, means that there is no external entity mamgtdhe instances of a mana-
gement service deployed inside the overlay. Indeed, thanoss of the management
service themselves can monitor their liveness throughmuheartbeat messages. So, if
one instance crashes, the other instances will miss theeftsheartbeats and then will
initiate the process to recover this instance. Figure 4udtiates what happens inside
each management peer group when some failure happens.

(o}
~ H ( ><_,< )
Peer 2 Peer 4 Peer 2 REERS

MPG_1 MPG_2 MPG_3

—  Heartbeat ==4d  Announcement of failure

Figure 4.2: Failure detection inside management peer group

The environment depicted in Figure 4.2 is a management pesipgepresenta-
tion of the P2P management overlay presented in Figure sh&reTare 3 management
peer groups: MPG_1 (Management service), MPG_2 (Selfisigeatrvice), and MPG_3
(Self-configuration service). Periodically, the instasmoéeach service sends and receives
the heartbeats. However, whenever a failure happens lliiistrated by the message “a”
and “b” in Figure 4.2, the other instances start the proagsgetermine if one instance of
the management service is really missing and needs to beaiecb The failure detection
procedure is presented in the Algorithm 4.1.
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Algorithm 4.1 Failure detection algorithm

Require: PG = {p1,ps, ..., p;} Set of peers that form a peer group

Require: M S = {ms;, ms,, ..., ms;} set of management services

Require: SPG = {PG,, PG, ..., PG} set of peer groups

Require: M PG = {mpgi, mpgs, ..., mpg;} wherempg, = {ms;, PGy}, ms; € MS

and PGy € SPG

Ensure: ¢ > 0 wherei is the index of thePG

Ensure: j > 0 wherej is the index of thel/ S

Ensure: £ > 0 wherek is the index of theés PG

Ensure: [ > 0 wherel is the index of the\l PG

Ensure: t > 0 wheret is the interval to send heartbeats

Ensure: s > 0 wheres is the interval to listen heartbeats of other instances

Ensure: r > 0 wherer the interval to wait for the answer of a suspicious failedrpee
1: loop
2. WaitHeartbeatCycle)

3. forall mpg, € M PG do
4: num_heartbeats < 0
5: retry_contact < false
6: num_mpg_instances < GetNumberPeersinsideMP&Ggg;)
7 SendHeartbeatToMPGipg;)
8: ListenHeartbeatsm_heartbeats, mpg;, s)
9: if num_heartbeats < (num_mpg_instances — 1) then
10: suspicious_peer < p; € PGy, from mpg, without answer
11: DeclareSuspiciousFailure(spicious_peer)
12: RetryContactWith SuspiciousFailedPeet(y_contact, r, suspicious_peer)
13: if retry_contact = false then
14: failed_management_service <— ms; frommpg,
15: DeclareFailedinstance(spicious_peer, mpg;)
16: InformSelfHealingServiceglailed_management_service, mpg;)
17: end if
18: end if
19:  end for
20: end loop

Heartbeats that get lost in the network may wrongly sugdesunavailability of a

service instance. Instead of immediately assuming annnstas down given the lack
of a heartbeat, it first becomes suspect by the other instglines 10-11 of Algorithm
4.1). In order to double check the availability of the sugpis instance, one of the other
alive instance tries to contact the suspicious instanck’b@ioe 12 of Algorithm 4.1).
If no contact is possible, the suspicious instance is firddlglared unavailable (lines 13-
17 of Algorithm 4.1), and the announcement of such failurseist to the self-healing
management peer grot(as illustrated by message “c” in Figure 4.2).

Assumings as the time spent to receive the heartbeats;ahd time spent to double

2|t is out of the scope of this thesis investigate the mechasigside the management peer group to
define which of the alive peers will be elected to executeelry process. An example of how management
peer group can be designed to support such kind of actioresigithed by Panisson (PANISSON, 2007).

3The details related to the P2P overlay communications pteden the lines 6-8, 11, 12, 15, 16 of
Algorithm 4.1 are described in Appendix A.
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check the availability of a suspicious instance, the maxmaetection time iglt = t+s+

r. The distribution of heartbeats from one service instancaaltothers is accomplished
using group communications. At the network level, in the lbase, group communication
Is supported by multicast communications. In this casentimber of heartbeat messages
h issued byi service instances inseconds will bé:w = i. However, if multicasting is not
available, the notifying service instance is forced to semaunicast, copies of the same
heartbeat to all other instances. In this case, the numbmesgages will bé = i? — i.

In this way, the presence of multicast directly influencesrbtwork traffic generated by
the failure detection function.

Failure detection is essentially a consensus problem (BHKESSON; SWAIN,
1992) (OLFATI-SABER; FAX; MURRAY, 2007) (AYSAL; BARNER, 209). Solutions
on this topic, coming from the dependability field, could Ipeptoyed to model and va-
lidate the detection approach (IZUMI; SAITOH; MASUZAWA, @9) (KAR; MOURA,
2009) (DING et al., 2009). Instead of that, this case studpleys a practical approach
of actually implementing the aforementioned heartbea¢seh

4.1.4 Service Instance Activation and Policies

Instance activation is crucial to recover the managemenicgethat lost some of its
instances. Itis on instance activation that the self-hgadind self-configuration services,
presented in Figure 4.1, play a key role. Once an instan@ide remote crashed one,
it notifies theself-healing servic€Algorithms 4.2 and 4.3) that determines how many, if
any, new instances of the faulty service must be activatediolso, the self-healing ser-
vice internally checks a repository of service policies ttescribes, for each management
service, the minimum number of instances that must be rgnris well as the number
of new instances that must be activated once the minimumdaoyns crossed (lines 2-
4 from Algorithm 4.3). An example of a repository of servicelipies is illustrated in
Table 4.2. The P2P management overlay considered in thiraggais composed of 3
management services.

Table 4.2: Service policy repository
| Management service | Minimum instances | Activate instances|

| Management service A 2 | 1 |
| Management service B 2 | 2 |
| Management service C 2 | 1 |

As listed in Table 4.2, the management service “A” must haveast 2 instances run-
ning. In case of failure, one new instance must be activatedhlyzing the case of the
management service “B”, on the other hand, although 2 ies&are running, whenever
activation is required 2 other new instances will be ingéatIf the number of remaining
running instances of a service is still above the minimumngawy, the self-healing ser-
vice ignores the faulty service notifications. For exampiehe case that management
service “C” is the one represented in Figure 4.1, if a singktance crashes no action
will be executed because the remaining 2 instances do nsg the minimum boundary.
It is assumed that policies are defined by the system admatostand transferred to the
self-healing service instances long before any failurauged in the P2P management
overlay. Some detailed explanation about the maintenahpelicies in a P2P manage-
ment overlay are discussed by Nobre and Granville (NOBREASRLLE, 2009).
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Algorithm 4.2 Self-healing - Main control loop
Ensure: failed_mngt_service stores the identification of the management service noti-
fied to be in failure
1: loop
2. failed_mngt_service < ()
3:  WaitForFailureNotificationfailed_mngt_service)
4.  PolicyEvaluationActivation(ailed_mmngt_service)
5. end loop

Algorithm 4.3 Self-healing - Policy evaluation and activation
Require: POLICY = (min_instances, num_activations)
Require: POLICYSET = {POLICY;,, POLICY,,...,POLICY;} set of policies
Require: M S = {ms;, ms,, ..., ms;} set of management services
Require: MSPOLICY = {msp;, msps, ..., mspy } wheremsp, = {ms;, POLICY},
ms; € MSandPOLICY; € POLICY SET
Ensure: ¢ > 0 wherei is the index of thePOLICY SET
Ensure: j > 0 wherej is the index of thel/ .S
Ensure: £ > 0 wherek is the index of the\{ SPOLICY
Ensure: failed_mngt_service stores the identification of the management service noti-
fied to be in failure
1: loop
2. num_instance < GetNumberOfinstanceg{iled_mngt_service)
3:  (min_instances, num_activation) < (min_instances, num_activation) =
POLICY;, for POLICY; € msp, wherems; = failed_mngt_service

4: if num_instance < min_instances then

5: for i = 0 to num_activation do

6: CallSelfConfigurationfailed_mngt_service)
7: end for

8: WaitSelfConfigurationAnswer()

9: endif

10: end loop
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Algorithm 4.4 Self-configuration - Recovery process
Ensure: failed_mngt_service stores the identification of the management service noti-
fied to be in failure
Ensure: num_retries stores the number of attempts to find an available peer
1: attempts < 0
deployed < false
while (attempts < num_retries) V (deployed = false) do
if FindAvailablePeer(ailed_mngt_service) = true then
Deployinstance(ailed_mngt_service)
deployed < true
else
attempts < attempts + 1
end if
end while
. if deployed = true then
return true
. else
return false
- end if

el e ol el
ahsrwNNR O

Once required, the self-healing service tries to activeeew instances defined in the
service policy (lines 5-7 of Algorithm 4.3) by contactingetbelf-configuration service
Such configuration service is then responsible for creatiey instances of the faulty
service on peers that do not have those instdnassepicted by Algorithm 4.4.

A peer hosting solely a self-configuration service can be ssean spare peer ready
to active new instances of any service in failure. Thused#ht than the failure detec-
tion function, instance activation is performed outside thanagement peer group that
contains the failing management service. That is so beaesaupling the instance ac-
tivation function allows more flexibility to deal with the mber of components for each
function, and this directly impacts the number of messagbdaxged in the overlay.

4.2 Development of the Case Study

This case study addresses the problem of monitoring systesthsack self-healing
feature by considering a Network Access Control (NAC) (LZR# al., 2007) installa-
tion. This section characterizes the NAC environment, tla@agement platform called
ManP2P used to provide the underlying infrastructure fer NMAC monitoring system,
and the implementation of the self-healing P2P-based apprimside ManP2P platform.

4.2.1 NAC Monitoring System

A NAC installation is composed of devices and serviaeg,(routers, firewalls, RA-
DIUS® servers) that control how users and devices join the inigtital network. A typical
NAC environment and its associated monitoring system iseueed in Figure 4.3.

Traditional monitoring systems¢., without self-healing support) fail to protect NAC,

4The details related to the P2P overlay communications ptedén the line 2 of Algorithm 4.3 and line
4 of Algorithm 4.4 are described in Appendix A.
SRemote Authentication Dial In User Service.
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Figure 4.3: NAC environment

for example, in two situations. First, consider a crashedRAS server whose associ-
ated RADIUS monitor crashed too. In this case, the admatistreacts to the RADIUS
problem only when users complain about unsuccessful laggmgts. Worse than that,
however, is the second situation. Suppose a failure imdgae userservice, responsi-
ble for detecting unregistered devices, and another &iluthe monitor associated to it.
In this case, unregistered devices will silently join théwaek without generating user’s
complains. In contrast to the first situation, the “sileniui@” remains because no signal
is issued either by network users or, and most serioushhéptoken monitoring system.

The employment of the self-healing P2P-based approachiestataddress both si-
tuations discussed above. Before describing the impleatientof such approach, it is
necessary to introduce the main characteristics of the RgRagement overlay employed
to provide the underlaying infrastructure. The monitorsygtem of a NAC installation is
deployed on the ManP2P platform (PANISSON et al., 2006). ddtails of such platform
and the deployment of the NAC monitoring system are disaclasdollows.

4.2.2 ManP2P Platform

The management overlay ManP2P is a previous work, and itstacture has been
described by Panissaat al. (PANISSON et al., 2006). Due to the fact that the ManP2P
architecture is based on management services and peerigtergztions, it is used, here,
to provide the underlying infrastructure required for tlevelopment of the self-healing
P2P-based approach. In fact, in this case study, the ManR&iidnalities are extended
in order to explicitly support self-healing processes.

The collection of management peers forms the ManP2P mareagemwerlay. Each
peer runs basic functions.@, granting access to other peers or detecting peers that left
the P2P network) to maintain the overlay structure. In aoldjteach peer hosts a set o
management services instances that execute managenksmitasthe managed network
(in the specific case, monitoring tasks). A management@eigiavailable if at least one
single instance of it is running on the overlay. More insemnof the same service, how-
ever, must be instantiated in order to implement fault tolee. Figure 4.4 exemplifies
a scenario where management services (LDa&®nitors, Web servers monitors, rogue
user monitors) for a NAC installation are deployed on the R2ZlA management overlay.

SLightweight Directory Access Protocol.
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Figure 4.4: ManP2P environment for a NAC monitoring instdin

In Figure 4.4, peers #1 and #2 host service instances, pttas a triangle, that mo-

nitor an LDAP server. Peer #4, on its turn, contacts both tled Wérver and the rogue
user service because it hosts management services to miheise elements. Each peer,
in summary, may host different services at one. In the ex@reases, there could exist
peers with no management services (thus useless peersrsrigesting one instance of

each available management service (this possibly becoammyerloaded peer).

4.2.3 Implementation

The implementation of the architecture, in an actual maimtpsystem, is based on
the previous code of ManP2P. Figure 4.5 depicts the intexoaponents of a peer on

ManP2P platform with the introduced support for the sekiimg solution.
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Figure 4.5: Peer architecture to support self-healing

Components are divided into tlcere peer plan@andmanagement service planghe

core peer plane’s components are responsible for comigalie communication mecha-
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nisms between peers. At the bottom th€TA and network multicastomponents im-
plement group communication using unicast (via JXTA) ommek multicast. On top
of them, thegroup manageandtoken managecomponents control, respectively, group
membership and load balancing (via a virtual token ring).s8éges are handled by the
message handlesomponent that interfaces with Axis2 (FOUNDATION, 2010)ctam-
municate with the management service plane’s componentda®P2P component on
top of the core peer plane is used to implement complemefiacfionalities.

At the management service plane the regular monitoringeesare found. Although
located in this plane, monitoring services themselves donomitor remote instances for
fault detection; this verification is in fact performed byetgroup manager component.
That is so because the self-monitoring function is desigodx native in any peer, free-
ing the developer of new management services to concefttteefforts on the manage-
ment functionalities he/she is coding without worrying abihe self-monitoring support.
At the management service plane the self-healing and eafiguration services are also
found. As mentioned before, they are responsible for antiganew instances of mo-
nitoring services when required. The black little squasgda the self-healing service
represents the policies that define the minimum number tdmees of each management
service, as well as the number of new instances that musttiivatad. Peers and internal
monitoring services have been coded in Java using Axis2AJ&id ManP2P previously
developed libraries. Monitoring services have been spatlfi developed as dynamic
libraries that can be instantiated when required by a hgpgtaer.

4.3 Experimental Evaluation

The evaluation is performed in terms of recovery time whdrstap crashes occur in
the monitoring system. In addition, the traffic generatedh®ycommunication between
the elements of the solution is also measured. This leadsetodntribution of showing
the trade-off between the recovery time and associateconketvaffic. The determination
of such trade off is important because it shows when a fast@&very process consumes
too much network bandwidth. On the other side, it also showsnexcessively saved
bandwidth leads to services that remain unavailable longer

The effects of the failures are evaluated considering traria on: (a) the number
of simultaneously crashing peers, (b) the number of peetseémmanagement overlay,
and (c) the number of management services running on théagvefhe experiments
were executed in a high performance cluster, called Labii@o the GPPD research
group at UFRGS (GPPD, 2008), from which 16 nodes were usedsiothe management
peers. The recovery time and the generated traffic have beasured capturing the P2P
traffic and timestamping it using a packet captucpdunp software. Traffic volume
is calculated considering the headers and payload of aklgtagenerated by the system
operations. Recovery time has been measured 30 times forez@erimental case and
computed with a confidence interval of 95%.

Although the size of P2P systems is typically of scales mughdr than 16 nodes, it
is assumed that in an actual management scenario of a sorgleration, administrators
tend not to use a large number of managing nodes. In this v@gyeérs are sufficient for
most actual management environments. Over the P2P manageweelay 12 different
NAC management services were deployed (namely, monitors D&\P, DNS, DHCP,
Radius, data base, Web servers, rogue user, firewall, pagxgss point, switches, and
routers). In addition, the self-healing and self-configiora special services were also
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instantiated. The single service policy enforced in all agament services of the ex-
periments defines that at least 2 instances per service rausinming and, in case of

failures, just another one must be activated per crash¢ahios. Considering the above,
two main sets of experiments have been carried out: multiglghing peers, and variable
number of peers and services. The same measurement praessi@pted for both ex-

periments. The details of this process, and the descripfitime sets of experiments and
their associated results are described as follows.

4.3.1 Measurement Process

The major challenge of the measuring process is the distilboature of the experi-
ments. The nodes of the cluster employed on the experimesres attached to a switch.
The traffic of each node, in this way, was isolated and thisasitn prevents the use of a
single device capturing the traffic of the entire nodes foitfer analysi& Another option
would be to trust in a global synchronized clock for all theles of the cluster. However,
the initial experiments showed that this option was not appated too.

The solution designed for measuring the traffic consumgrahthe detection and re-
covery times was based on a log service inside a dedicatedafdide cluster. Every time
an event happens inside the experimental scenarios, tlenaie invocation for logging
this event was executed. Figure 4.6 illustrates the seguehevents and measurement
points that are logged whenever a peer crashes and theesditfidn mechanism starts.

Crashed Group Self-healing Self-configuration Lo
Peer Manager Service Service 9
/L T
Detection T2
time _—
Network T3
Traffic —
T4
Recovery o T5
time d
\_ 6
v v v
BB Suspicious crash O Timestamp log

mmmmm Crash detected

» Log message — Deploy service request

» Crash notification message 4=== Service deployment confirmation

Figure 4.6: Measurement process

A crash, in the experiments, is provoked by a script thas kil peer instance running
inside a cluster node. In addition, right after killing thegp instance, this script signals
(by sending a ping message) all the nodes involved in therempets and logs the failure
of a peer. This signal is used later on the analysis to deterthie start point of a recovery
process (represented by “T1” in Figure 4.6).

"Mirroring the traffic from all nodes to a single port of the st was not possible due to limitations of
such device.
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The first group management component of a peer belongingteaiime management
peer group of failed instance of a management service wgfiaithe log service about
a suspicious crash (“T2"). After electing the instancedesihe management peer group
that will execute the failure detection actions (“T3”), the@up management component
of the peer associated with the elected instance confirmsréisé on the log service and
activates the the self-healing service (“T4"). The measw@a process is finished when
the self-configuration service signals the log (dashed lihe self-healing service (solid
line) illustrated in “T6” of Figure 4.6), and activates amiptto signal all nodes about the
end of one cycle of recovering process (by sending anotingripessage).

The time results presented in the graphics of the sets ofriexpets are retrieved
from the analysis of the information inside the log servarad they represent the interval
between “T1” and “T6”. The traffic results are based on thdyams of the transmitted
packets of the cluster nodes composing the P2P managenelayletween the interval
of the two pings that signaled the start and stop of the regqu®cess. In the sequence,
each one of the set of experiments and their associatedgesealpresented.

4.3.2 Multiple Crashing Peers

The first experiment was designed to check the performandeeddelf-healing mo-
nitoring architecture when the number of simultaneoushgbimg peers hosting manage-
ment services increases until the limit where half of themlaoken. In addition, it is
checked whether the number of instances of the self-healwagself-configuration ser-
vices influences the recovery time and generated traffic.

For this set of experiments, the following setup was usedna@agement services are
always deployed, each one with 2 instances running on theagv& he total 24 service
instancesi(e., 12 x 2) are placed along 8 peers, each one thus hosting.344 = 8)
service instances. The number of crashing peers variesfrmd. Since each peer hosts
3 instances, the number of crashing instances varies fral2.5%) to 12 (50%), out of
the total of 24 instances. Additional 4 peers have been wsldsdt the self-healing and
configuration services. Their varying number of instanaslieen organized, in pairs of
self-healing/configuration, as follows: 2 and 4 instaneas] 4 and 4 instances. Finally,
it is considered that group communication support is imgetad interchangeably using
multicast and unicast.

Figure 4.7 shows, in seconds, the time taken by the mong@ystem to detect and
activate new instances of the crashing services using fherés cluster nodes that host
the self-configuration service. The first occurrence of 3ltirsg services correspond to
the situation where 1 peer fails; 6 crashing services cpoms to 2 failing peers, and so
on. No value is provided in 0 (zero) because with no failingrpehere will not be any
recovering service.

The recovery time as a function of the number of crashinggpstaryed mostly cons-
tant. With that, it can be concluded that the system scaldswmsidering a management
scenario of 16 nodes. There is a little variance on the reggdume as a function of the
self-healing and self-configuration services. In fact,hsdifference is the result of em-
ploying multicast or unicast. When peers use multicastimay tquickly become aware
of changes in the system, and can rather react faster. Usingat, however, more mes-
sages are sent, delaying the communication and, as a camjithe reactions. In
summary, the recovery time is not strongly influenced eiblyethe self-healing and self-
configuration services or by the number of crashing servigéere is, however, a little
influence from the use of multicast or unicast in the group maomication support.
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Figure 4.7: Recovery time with multiple crashing

Figure 4.8, in its turn, presents the network traffic gerestéty the management over-
lay in the recovery process. In this case, for O (zero) theigtsan associated network
traffic because, in the self-monitoring process, hearthesgsages are constantly sent
regardless the presence or not of a failure.
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Figure 4.8: Traffic to recover crashing peers

Network traffic, in its turn, presents a stronger influencenoiticast or unicast sup-
port. As can be observed in Figure 4.8, multicast-based aomuations saves more
bandwidth, which is expected. The important point to be olesk however, is that with
the increasing number of crashed services the traffic gesteta recover them is closely
linear, and even when doubling the number of failures, thiéic¢rgenerated does not dou-
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ble together. Although not so efficient as in the case of regotime, the bandwidth
consumption is still scalable in this case.

Putting these two parameters togethes.(recovery time and bandwidth consump-
tion) and observing the graphs, if multicasting is used thmlper of self-healing and
self-configuration services and the number of crashingg®@not influence the recovery
time, and slightly increase the bandwidth consumption hindase of unicast, however,
the option of employing 2 self-healing instances instead isfbetter, because this setup
reacts slightly faster yet generating less traffic.

4.3.3 Varying Number of Peers and Services

The second experiment shows the relationship betweenegctime and generated
traffic when single crashes occur (which tends to be moreigetthan multiple crashes),
and the number of peers and services varies. It is considleeadcovery process when
the number of management services increases from 1 toel.Zrom 2 to 24 instances)
over three setups where 2, 6, and 12 peers are used to hosatieyement services.
In addition to single crashes, it is also fixed the number otlP-lsealing and 2 self-
configuration services instances, hosted by 2 peers. Thisrnie because, as observed
before, the number of such instances few impacts on the eegtime.

In Figure 4.9, where the recovery delay is presented, sssvwommunicating via
multicast are depicted with dashed lines, while servicasgugnicast are depicted with
solid gray lines. The recovery time, when only 2 peers areleyed, is usually higher
because each of the 2 peers hosts more service instances.oihef the peers crashes,
more instances need to be activated. On the other extrerttel &peers, each peer hosts
less services, leading to the situation where a crashinggoteally triggers the activation
of less service instances. The fact that more instancestodselactivated, as the result
of a more loaded peer, can be observed in Figure 4.10, thatsshe traffic generated to
recover the system.
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Figure 4.9: Recovery time for multiple peers

Again, multicast communications save more bandwidth thaicast, as expected.
However, it is important to notice that now the number of g@y in each peer influ-
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Figure 4.10: Recovery traffic with multiple peers

ences too. For example, 6 instances running on the samev@eemylticast, (line “6 serv.
multicast”, with 2 peers in the x axis) still takes longer aysherates more traffic to re-
cover the system than the case where, via unicast, only iceesvdeployed (line “1 serv.
unicast”, with 2 peers in the x axis). This confirms that thenbar of peers and service
instances must be similar in order to recover more promp#ystystem without genera-
ting too much traffic. If an administrator is restricted imntes of peers available, he/she
must try to restrict the number of services employed as Welkew services are required,
however, the option of also increasing the number of peasldibe considered.

Now considering the whole picture, administrators shoubdrywneither about simul-
taneous crashes nor about the number of self-healing alRdosglguration services. In-
creased multiple crashes are more scare, and even if thpghalpe system is able to re-
cover reasonably fast. As observed, the number of selidgeahd configuration services
does not affect the overall performance of the system. Hewadministrator should do
pay attention to the number of available peers and servstances, as mentioned before.
Finally, the employment of multicast and unicast in the groammunication mechanism
influences the recovery time (less) and the generated tfaffice). Choosing multicast
whenever possible helps to improve the response time ofgtera. Unfortunately, mul-
ticast is not always available, which forces the administreo use unicast to implement
group communication.

4.4  Critical Evaluation of the Designed Approach

The objective of this section is to present an analysis ofs#l&P2P approach de-
signed for this case study in terms of: the compliance to #tevork management re-
quirements established in Section 3.2, the degree of adimyent of the issues related
to the integration of self-* properties and P2P, and the miabties and shortcomings
associated with such approach.
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4.4.1 Compliance to Management Requirements

In this thesis, there are four management requirementsethato the employment of
a self-* P2P solution, and thus, they must be provided by #wgthed solutions. There-
fore, this section is devoted to analyze the self-healing B@lution developed in this
case study in the light of the accomplishment of the netwoakagement requirements
considered in this thesis. A summary of the analysis is piteiseTable 4.3, while the
detailed explanation is depicted in the following para@sap

The first management requirement is related to the efficisaiodi the resources (that
is understood as network traffic or processing power). Is tatter, the experiments of
the self-healing P2P solution proposed for keeping the garegecution of monitoring
platforms showed that the traffic load inserted by the deedcsolution follows a linear
curve on the network traffic consumption. An example of sufibiency in term of traffic
consumption is observed when the number of services to Hedchdaubles, but the self-
healing P2P solution does not require the double of the né&ttraffic to heal the services.
In addition, the experiments showed that there is a tratleediveen the recovery time and
the consumption of network traffic. This means that the psegaosolution enables a fine
configuration of the “prices” that the administrator wishegay for fast or slow healing
of his/her monitoring platform. This way, the meaning offigent use of resources” can
be configured by each administrator, instead of being fixethéolution.

Table 4.3: Achievement of management requirements orhsealling P2P case study
| Requirements Accomplishment |

Efficient Resource Usage Linear consumption of resources with
the increase of simultaneous healing processes.
Present a trade-off between fast healing
against traffic consumption.

Agile Management Actions No human intervention is required to identify
failures and recover the monitoring overlay.

Transparency Access -

Location After healing the failed services, their
new location is transparent for the MPG.
Migration Failed services are moved to different peers
without affecting the access to those services.
Relocation While an instance of a failed service is

recovered/relocated the other instances still
provide the resources associated to the service.
Replication -
Concurrency -
Failure Whenever there are at least two instances of|the
same service running in distinct peers, then it is

possible to hide the failure of an instance.
Parallel and Simultaneous BehavioHealing occurs in different parts of the overlay

at any time and place and they are triggered
following an horizontal parallelization.

Agile management actions is the second management reanteas presented in
Table 4.3. The solution proposed in this case study remowesthe human administrator
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the task of verifying the proper execution of the manageméatform. The self-healing
P2P approach is able to identify a failure on a service of gqlatiorm and to heal the
service inside another available peer without the interearof the administrator. The
consequence is the agile reestablishment of the functimsabf the platform.

The third management requirement is associated with tinggeaency of the mana-
gement actions in the perspective of the users of the netamskrvice being managed.
There are different types of transparency and Table 4.3ritbescthe ones important to
be achieved in the context of this case study. For this reamaress, replication, and
concurrency types of transparency are not part of the salfiig P2P solution, while
location, migration, relocation, and failure are the intpat types of transparency to be
provided by the solution here propo$eth fact, there is a strong relationship among the
transparency types provided by the self-* P2P solution isf¢hse study. There are a set
of facts that contribute for this relationship: (i) a P2P &g is the infrastructure of the
management platform; (ii)) a management peer group (fornyeat beast 2 instances of
the same service) is the cell to execute the services of timagement platform; (iii) the
existence of the management peer group is transparent tsénegequesting the service
of such group. Then, based on this facts it is possible toigeothe four transparency
types detailed in table 4.3.

Parallel and simultaneous behavior is the last manageragatrement here consid-
ered. In this case study, this behavior is achieved due tdebentralization of the mech-
anisms that identify failures and that heal the system. Asrileed in previous sections,
the identification of failures is designed to be embeddeidé&he communication mech-
anism of each management peer group. Thus, the identificatitailures becomes an
horizontal process inside each management peer groumwritie existence of any exter-
nal entity. Yet, the embedded design inside the manageneengpoups enables different
groups to identify failures and start the healing processikaneously with the support of
the self-healing and self-configuration services. This,wiag parallel and simultaneous
behavior is native to each peer of the management overlay.

Summarizing, this section presented that the compliantieeoinanagement require-
ment was achieved by the self-healing P2P solution devedlopthis case study. Thus,
next step on the critical evaluation of the designed appraato analyze the degrees of
achievement of the integration issues. The following segiresents such analysis.

4.4.2 Achievement of Integration Issues

Section 3.4 presents the issues that have to be chased mtordevelop a network
management solution integrating self-* properties and PRP self-healing P2P solution
designed for this case study pursued those issues. Tablgrésénts the comparison
of the self-healing P2P design with the characteristicshefihtegration issues. This
comparison is presented in terms of accomplishment degfess integration issue and
for each attributed degree there is a justification.

The employment of local information was the only issue thatld not be accom-
plished on the self-healing P2P design. The explanatiothisnegative result is associ-
ated with the nature of the self-healing property. When a pe@ management service
instance fails, it is not possible anymore to use its loc&rmation. Thus, external and
distributed information is required so that the self-hegkelement can perform its task.

On the other and, the success of achieving the design olejhelements is attributed

8n this case study, access, replication, and concurrepegtyf transparency are provided by the imple-
mentation of the ManP2P platform, but they are out of the s@djthe proposed self-healing P2P solution.
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Table 4.4: Degree of integration issues for self-healing B@proach
Integration Issue | Accomplishment Degree] Justification |

Self-elements are homogenequs
in the management peer group
perspective, but there are two
heterogeneous self-elements.
Common knowledge of Partially achieved Knowledge split among group
management task management component

of peers and the instances

of self-healing and
self-configuration services.

The information that starts
the self-healing process

Local information Not achieved depends on messages arriving
from remote instances of the
failed management services.

Solely distributed algorithms
are used for the detection

Parallel and distributed and recovery process.
algorithms for Partially Achieved The decisions are taken by
decision-making single instances of the

self-healing and
self-configuration services.

The logic of the self-healing
Light self-elements Achieved and self-configuration services
is very simple and their
functions are specialized.

Explicit messages starting
the recovering process
Reduction of explicit and are required.

global coordination Partially Achieved Existence of intra and inter
group coordination, but no
global coordination.

to the decision of decoupling the processes of evaluatingthgn a recover is required,

from the recovering process itself. The specializationaafheone of these processes, in
different elements, enables the reduction of group comoation on the management
infrastructure running the self-healing P2P approach.

In essence, the recovery capacity is given by the self-cordtgpn service, that is
responsible for finding an available peer where a failedamst of a management ser-
vice can be deployed. An available peer means a peer exgdhtnself-configuration
service but not executing an instance of the failed servieehis sense, the more self-
configuration instances are deployed, the higher are thecelsao find an available peer.
However, the bigger is the management peer group, the mamtbleat messages will
be exchanged among the instances inside the group. Thuglirgpthe tasks of self-
configuration and self-healing in the same self-elementdcbting more overhead, in
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terms of traffic consumption, for the management infrastmec Therefore, the self-
healing P2P approach, here designed, decoupled the agaloétan activation of a new
instance from the task of activating this instance. Thisgiaa flexibility to configure the
self-healing infrastructure according to the desires efrtatwork administrator.

However, the simplicity of self-elements requires, as et more efforts on the
design of interactions among those elements in order tanaglish the management task.
In this way, the maximum degree accomplished by light selfrents negatively impacts
the results in the following integration issues: commonwdealge of management task,
parallel and distributed algorithms for decision-makiagg reduce the explicit and global
coordination. The main reasons of this negative impact érere are no homogeneous
management tasks, single instances drive the decisiothgtaa and inter group commu-
nications are required.

4.4.3 Potentialities and Shortcomings

Despite the advantages of the self-healing P2P solutisoudsed in the previous sec-
tions, there are extra potentialities that can be explo@tk of the first potentialities of
the self-healing P2P solution is its capacity for easilyasnqging the management infras-
tructure in terms of number of management services insideP@P overlay. This can
be achieved using the service policies to reconfigure theagement platform with mini-
mum human intervention. The original role of the serviceqyak to be verified whenever
a failure notification arrives at the self-healing servidéw, to increase the number of
instances of management services, it is possible to definenagement service for the
management of the policies that can interact with the sedilihg to start the instantiation
process of new instances according to the changes on tloegsoli

Moreover, it is possible to define a self-destructing sentlrat is responsible for
shrinking the management infrastructure. In this caseeausof activation of services
there will be deactivation of services. One possible matvefor shrinking the system
could be saving energy. For example, if during the night gre@ntage of failures is very
low, it is not worth to use large number of monitors, selflhreg and self-configuration
instances, and thus, those instances can be hosted by a meenof peers, letting the
extra peers in standby or turned off.

The self-destruction service could also help the selfihg&2P approach to heal and
restore the proper operation of the management overlay thgeoccurrence of group
partitioning problems. In this case, if the peers compo#egP2P management overlay
are for some reason partitioned into two groups, and if emgdch one of those groups
there are instances of the self-healing and self-configuraervices, then each group will
start the healing process of the monitoring services of theagement overlay. Then,
when the problem that caused the partitioning is solved laadwo groups are again part
of the same management overlay, there will be the doubleeohétessary monitoring
services. Those extra services could be disabled/haltdtebgelf-destructing service
after the partitioning problem was solved.

Nevertheless, there are security problems associated tafability of expanding and
shrinking a management infrastructure. Indeed, the safing P2P approach, as descri-
bed in this case study, suffers from the lack of securitytatyi@as. For example, there is no
security mechanism to avoid that a malicious peer starterid snessages directly to the
self-configuration service asking for the deployment ofanses of management services
that, in fact, did not failed. This malicious peer could l¢aén scarcity of resourcesd,,
non available peers), so that, when a legitimate failurels¢e be recovered, there will
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be no peers available to be used. An authentication and sadcgss mechanism is re-
quired in the self-healing P2P design to define which kinceo¥ise is allowed to execute
specific tasks, like deployment of new instances, or killegv instances.

Although the self-healing P2P approach is not prepared dot ragainst malicious
behavior against the self-configuration service, theravaakcious behaviors against the
self-healing service that can be treated by the self-hg&®@P approach. For example,
monitoring services could start sending arbitrary reqteetite self-healing service asking
for the deployment of new instances of monitoring servitleat in fact did not failed.
This behavior can be described as a Byzantine failure, asditind of failure is identified
by the self-healing service at the moment it evaluates 8 riegally necessary to deploy
a new instance. The evaluation process of the self-heaéingce helps on identifying
that a Byzantine failure is happening, but currently thenrea mechanism to heal the P2P
management overlay from this kind of failure.

Another potentiality associated with the self-healing RpBroach is the re-usability
of the self-configuration service. In a first moment, the otiye of designing this service
was to help on the deployment of failed instances of manageseevices. However, there
is no restriction on the self-healing P2P solution, thavengs the use of this service to
deploy instances of management services that need to Baldedor the first time inside
the P2P management overlay. In this way, it is possible tktabout self-organizing or
self-adapting services that use the self-configuratiomeeto help, respectively, on the
organization and distribution of the management servitgsleé the management overlay,
or on replacing different types of such services to cope elitinges on the management
environment. Once again, security is the major shortcorafrexpanding the functional-
ities of the self-configuration service.

4.5 Final Remarks

This chapter presented the design and evaluation of a salidy P2P approach that
was employed for building up a NAC monitoring system. Theugoh achieves self-
healing capacity by splitting in two different processes fillnctions of failure detection
and system recovery. Failure detection is executed insalgagement services that mo-
nitor final devices, while system recovery relies on spesglices called self-healing
(that decides when new service instances must be activateld3elf-configuration (that
activates the new service instance as a reaction for thénealing service decision).

Based on the results of the experimental evaluations, ibssiple to conclude that
the number of instances of the self-healing and self-cordigan services is not a major
player in the performance of the system. These results dsesato state that simulta-
neous crashes on the management services does not influeexgrsssively the system
performance either. A network administrator willing to doypa self-healing monitoring
solution should not concentrate his/her efforts in findingdeal number of self-healing
and self-configuration services. The experiments empl@eadd 4 instances, respec-
tively, and the system response was satisfactory. TheHattiust be observed, however,
is the group communication solution available on the madamggwork: multicast turns
recovery faster while consuming less network bandwidthfodanately, IP multicast can
not always be provided, and unicast ends up being chosercimsswations.

The most important aspects that must be observed in a saiikgd?2P solution are
the number of peers employed in the P2P management ovedayamumber of service
instances deployed. With few instances, there is no neeskfgaral peers. On the other
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hand, with a large number of instances the number of peendidigoow consistently,
otherwise, on the occurrence of a failure, the recovery tmiebe higher and more
network bandwidth is consumed by the intensive P2P trafiegeed.

In addition to the remarks about the performance of the dgesl self-healing P2P
solution, it is also important to highlight the cooperatdesign embedded in such solu-
tion. Taking into account the definitions associated witbpsration in Section 3.3, the
self-healing P2P solution presents the intentional cadper posture, and to achieve this
posture it uses the following methods of cooperation: girogijccommunication, special-
ization, collaborating by sharing information, and coaation of tasks.

The intentional posture is justified by the fact that the ngg@maent peer groups are
embedded with the common action of identifying failures &aking for the special
services,.e., self-healing and self-configuration. Thus, to provides tintentional pos-
ture, it was necessary to create groups (with at least 2nossafor each management
service) that can communicate, share information, andlyicalbrdinate tasks with the
specialized services to actually provide the feature ofihg#ailed services inside a ma-
nagement platform. In essence, without the cooperativawhehof the services inside
the peers there is no self-healing property on the systeman isolated element on the
environment can not provide alone this property. This wany ¢hrough the coopera-
tion among the elements of the environment, the self-hgaliperty can emerge on the
management platform.
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5 CASE STUDY II: RESOURCE MANAGEMENT OF NET-
WORK VIRTUALIZATION

Network virtualization is an emerging trend claimed to reglthe costs of future net-
works. The key strategy in network virtualization is of slig physical resources (links,
routers, servers, etc.) to create virtual networks congagesubsets of these slices.
One important challenge on network virtualization is theorgce management of the
physical or substrate networks. Sophisticated manageteemiques should be used to
accomplish such management. The sophisticated techniffieesd by self-management
approaches rise as an appropriated alternative to addresballenges of managing the
efficient use of substrate resources on network virtuatinat

This chapter, therefore, depicts the joint use of selfoizjag property and P2P
technigue to manage the substrate network resources., fhiestoncepts behind self-
organizing P2P approach are presented in a generic marmgemnot strictly devoted
to a network virtualization environment. In the sequente metwork virtualization
model considered in this thesis is introduced, and thenrie@mtiation of the generic
self-organizing P2P solution on the network virtualizatenvironment is depicted. The
implementation and evaluation of the solution are desdriB@ally, a critical evaluation
of the self-organizing P2P solution is discussed and thé¢ fiamaarks of this case study
presented.

5.1 Self-Organizing P2P Approach

Rather than using solely the connectivity of P2P infragtries and keeping the net-
work management approach based on hierarchies and delegasi exposed in Section
2.3), the self-organizing P2P approach, here proposeahgir explores the design of
cooperative P2P interactions to accomplish the self-oxgamntasks. The design of such
approach is grounded on the identification of manageableegits €.g, network traffic,
management applications) with complementary perspectiver example, there is a peer
“A” where a traffic flowt is generated, and there is a peer “B” receiving this traffichis
case, the manageable element trdffias complementary perspectives, because for peer
“A’ it is an outgoing traffic and for peer “B” it is an incominggdffic. In this case, there is
a relationship between the outgoing and the incoming petisges of traffict that can be
cooperatively found by those peers.

The basic condition that enables the employment of selsuimjng P2P approach in
an environment is the possibility of identifying situatsowhere peers “A’ and “B” can
locally analyze the manageable element features and tlogrecate to find a match asso-
ciating this element to both peers, and this match can leaebiganization actions. The
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manageable element considered in this thesis is the netinaific of a given environ-
ment, and the objective of the self-organizing P2P solusda reorganize the placement
of the entities related to such traffie.gg, source or destination), so that load balancing
and even traffic reduction on the environment can be achielkd self-organizing P2P
solution is based on the assumptions listed below.

e There are peers generating network traffic and peers regesvich traffic.

e Either the source or the destination of the traffic (or evetinoan be moved to-
wards each other.

e The network traffic associated to a peer can be identified@sspdestination, and
cut-through (traffic passing through the peer).

e The initial deployment of a network environment is not adgesl by this work. Itis
assumed that a different, external planning tool analyzeabnditions of physical
resources and then choose the best initial placement fel¢hgents of the network
environment.

e The network topology defined by the first placement will noarfpe during the
lifetime of the network environment, even after the reorgation of the peers.

e The reallocation associated with the entities related éornianageable elements
must be as much transparent as possible for the final users.

Based on these assumptions, and inspired on self-orgamzathniques presented in
(HERMANN, 2007) the self-organizing P2P approach is defingds approach is com-
posed of two control loops: monitoring and self-organizimge monitoring control loop
is responsible for gathering local information that is usadhe analysis and determina-
tion of which is the behavior assumed by a certain traffic flole type of the monitored
information and its gathering point depends on (i) the tyjp@atwork environment where
the self-organizing P2P approach is being employed anthgi}ype of manageable ele-
ment. In this thesis, the monitored information, assodiabehe manageable element, is
the number of bytes transmitted and received in the netvayrdrland associated to each
flow in the transport layer (considering a TCP/IP architezfu

The self-organizing control loops the core component, where is executed the self-
organizing algorithm. Such algorithm is responsible foalgming the complementary
perspectives, and, whenever a match is identified, it sfagtse-organization of the ele-
ments of the network. In this thesis, two complementaryppssves are associated to the
network traffic flows.Receiving candidates the perspective where a peer has to receive
the resourcese(g, application) associated to a certain traffic flow that needie moved.
Moving candidatds the complementary perspective that regards the ideatidit of a
traffic flow that should be eliminated from the peer where iswdentified. Considering
the high level concepts of the self-organizing P2P approachoving candidate can be
either the source or the destination of the traffic. The deeisf which specific rolei(e.,
source or destination) will be moved depends on the natuteecgnvironment employing
the proposed approach.

Five stages characterize the self-organizing control lesgllustrated in Figure 5.1.
On the first stage, the capacity of the links associated t@agre locally analyzed under
both perspectives of the self-organizing algorithm. Thalysis starts with the identifica-
tion of overloaded links. Then, the traffic associated tdeate of these overloaded links
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Figure 5.1: Self-organizing algorithm

is investigated on the light of receiving and moving cantidzerspectivés So far, the
output of the first stage is a list of traffic flows that shouldnbeved or received by the
peers executing the self-organizing algorithm.

On the second stage, if the list of receiving and moving adattds is not empty, the
peer executing the receiving candidate perspective (Pegfijure 5.1) adopts an active
behavior while the other perspective (Peer 2 in Figure Stpts a passive behavior. The
receiving candidate perspective sends a message to itshoeigequesting to receive a
traffic flow it supposes that is deployed on such neighbor. ividdle, the peer execut-
ing the moving candidate perspective waits for a message &roeighbor requesting to
receive a traffic flow belonging to its moving candidate list.

The third stage is characterized by the decision of movingpgotication associated to
the traffic flow. Whenever the peer executing the moving adetdi perspective receives
the request message, it verifies if there is a match betweemdtfiic flow requested and
its internal list of flows to be moved. Whether there is a sasftd match, the moving
candidate perspective calculates the costs of re-organibe elements. If there is a fa-
vorable cost-effect relationship on this re-organizatithe request to move is accepted.
The forth stage is the announcement of the decision to modehanreservation of re-
sources to host the resources associated to the traffic fldve geer that had its request
accepted. Finally, at the fifth stage, the reorganizati@xecuted.

This generic description of the self-organizing P2P apgingaesents the key concepts
of the cooperation between the peers to find a match to rexizgahe placement of
elements inside the network environment. It is remarkalde mot all kinds of network
environments can cope with this approach, specially thes ovieere the placement of
network elements follows very strict requirements. Ndweldss, next section presents a
suitable environment for the employment of the self-orgiag P2P approach.

!Heuristics have to be designed to identify the perspectiodse analyzed for each time the self-
organizing P2P approach is instantiated.
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5.2 Network Virtualization Model

According to recent researches, virtualization is a prargigechnique to deploy
future networks (CHOWDHURY; BOUTABA, 2009) (NIEBERT et aR008)(FEAM-
STER; GAO; REXFORD, 2007)(BERL et al., 2008). Its key idedhie identification
and separation of two roles: a substrate provider, who owds@aintains the substrate
network, and a virtual provider, who builds its own infrastiure by renting slices of
resources from the substrate provider. Looking at a vigwabider as an entity selling
services, the advantage of virtualization relies on thetfaat costs in running a physical
infrastructure can be outsourced to an external provider.

One important point is the definition of the main charactessof an architecture for
virtualization. It should be noted that this thesis presém¢ minimal assumptions of such
architecture, and further details can be found in specifigegts like GENI (ELLIOTT;
FALK, 2009) or 4AWARD (4WARD, 2010). A key aspect in the areuture of virtual
networks is the transparency: virtual nodes cannot seeatragge any type of informa-
tion, in order to assure isolation of the networks of différproviders. Additionally, the
data exchanged in the virtual network is transparent to uhstsate provider to preserve
the privacy of the customers. Nevertheless, some minimiaifores to inspect the acti-
vity of the different slices are normally available: as aamyple, primitives to allow the
controller of the substrate resources to know the actugeishcomputational resources
and traffic consumption. Figure 5.2 shows the architectfir@ substrate node, where
resources are sliced and assigned to different virtualipeos.

Virtual Node

o
%

Virtual
Manager

Substrate
Resources|

Network
Interface

10 (Buffers,
Memory, Hard disk)

Data plane

‘ Virtual elements

. Measurement point

Figure 5.2: Substrate node architecture

The network virtualization architecture, considered is thesis, is composed of three
modules: substrate resources, virtual manager, and vetements (virtual nodes and
virtual pipes). Inside a substrate node, there must exesstibstrate resources and virtual
manager modules. On the other hand, the existence of virtadlles is flexible, in the
sense that it is possible that a substrate node hosts sattlgivnodes, or virtual pipes,
or it can host both virtual elements from different virtuabyiders. It is assumed that it
must not host both virtual node and pipe from the same vigialider (the explanation
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for this assumption is described later on the text). FiguPalkhustrates the details of the
modules and components of the substrate node architecture.

The substrate resources module comprises the physicalroesoof the substrate
node, like network interfaces, 10 (Input/Output) systeng( buffers, memory, hard disk),
and CPU. The virtual manager behaves as a middleware betivegrmysical resources
and the resources that are attributed to the virtual elesnekd observed in Figure 5.2,
virtual elements are the virtual nodes and the virtual pipéere is a conceptual differen-
ce between these virtual elements related to what is pHiystbeployed at the substrate
network and what is perceived by the virtual network. An eglnthat helps on clarify-
ing this difference is presented in Figure 5.3, where twtugirnetwork topologies and
the architecture of the substrate nodes supporting theslMiopologies are illustrated.
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_______________ " Virtual Network 1
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Virtual link [ Substrate link

Figure 5.3: Substrate and virtual networks perspectives

The substrate network in Figure 5.3 is composed of five satestrodes (“A’, “B”,
“C”, “D”, “E"), and six substrate links (“SL#1”, “SL#2", “SI#3", “SL#4", “SL#5”,
“SL#6”). The Virtual Network 1 (VN1) is composed of three wial nodes, “VN1#N1",
“VN1#N2”, and “VN1#N3”, being each one respectively mappedhe substrate nodes
“C”, “A’, and “E”. The second virtual network, Virtual Netw& 2 (VN2), is composed
of 4 virtual nodes, “VN2#N1", “VN2#N2", “VN2#N3”, and “VN2#4", respectively
mapped to the substrate nodes “C”, “D”, “B”, and “E”.

A virtual node corresponds to a set of physical resources fre substrate node that
are wrapped together and assigned to a virtual network. Hemotirtual element is also
deployed in the architecture of the substrate nodes “B” @i but it is not illustrated
in VN1 topology. This element is the virtual pipe. While thigtwal node is designed to
belong to both virtual network topology and substrate nadeitecture, the virtual pipe is
designed to be part solely of the substrate node architeatua transparent for the virtual
network topology. Indeed, a virtual pipe is a “connectiogtween two non physically
adjacent virtual nodes.
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As observed in Figure 5.3, not always two virtual nodes dozated in adjacent sub-
strate nodes. For example, the virtual nodes of VN2 are git&ly and physically adja-
cent,i.e, logically due to the virtual topology, and physically basa they are deployed
in adjacent substrate nodes. However, the tuples of virtades<VN1#N1,VN1#N3>
and <VN2#N1,VN1#N3> of VN1 are only logically adjacent, since the virtual links
“VN1#L2" and “WN1#L3” connecting the virtual neighbors ameapped to more than one
substrate links. For example, “VN1#L2" is actually mappedstbstrate links “SL#5”
and “SL#6”, while “VN1#L3” comprises substrate links “SL#&nd “SL#4".

There is an economical reason that encourages the use ofiboi pipes and vir-
tual nodes. The deployment of a virtual node requires thigasent of more substrate
resources than the deployment of a virtual pipe, becausgaVipipes require resources
solely for “tunneling” traffic and no other complex infrastture €.g, applications). The
assignment of substrate resources means that costs willdrged to enable the use of
these resources. Thus, the higher is the number of virtudggsidhe higher are the total
costs to deploy a virtual network. Moreover, depending egographical demands, itis
not cost-effective to deploy two physically adjacent vaitoodes, but somehow the traffic
of one virtual node must arrive in its logically adjacentgitéor. In this sense, virtual
pipes represent a less expensive connection betweenllggidgacent virtual nodes.

Inside a virtual pipe runs essentially cut-through traffie, a traffic that is not origi-
nated inside the substrate node itself, but it just passesgh the network interfaces of
the substrate node. This means that for each virtual pipeceded to the traffic of a vir-
tual network there is at least two substrate links that amegoesed but actually could be
spared if the logically adjacent virtual nodes were alsospdally adjacent. Thus, this si-
tuation justify the employment of the self-organizing P2PBrach to reduce the amount
of cut-through traffic inside the substrate network by mgwirtual nodes.

5.3 Development of the Case Study

The components of the self-organizing P2P approiaehmonitoring and self-organizing
control loops, are instantiate inside the virtual managedute, as showed in Figure 5.4.

Virtual Node

Virtual Manager

Self-organizing
Control Loop

Substrate Resources @

Network
Interface

10 (Buffers,
Memory, Hard disk)

Data plane . Measurement point
mmmmm Management plane . Virtual elements

Figure 5.4: Self-organizing and the substrate node aithite
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The self-organizing P2P solution is based on a parallel @stdlalited algorithm that
uses local information during the decision-making. Thgoakthm is executed by the self-
organizing control loop inside the virtual manager moddleach substrate node (which
constitute a peer), as illustrated in Figure 5.4. The los&drmation is retrieved from
the measurement points by the monitoring control loop. iféeds, the self-organizing
and the monitoring control loops exchange the measurednation to verify whether a
re-organization of virtual elements is required. Suchnganization is triggered by the
detection of an overloaded substrate link and the identiibioaf a cut-through traffic.

Two complementary perspectives can characterize a cotrghr traffic: the virtual
pipe where the traffic is passing by and the virtual node th#te source generating this
traffic. Analysis of traffic under the virtual pipe perspeetis calledreceiving candidate
perspectivewhile analysis considering virtual nodes is calledving candidate perspec-
tive. Considering the fact that inside a substrate node migbt extual nodes and virtual
pipes, it becomes necessary to execute both perspectsiég ithe same control loop.
In this way, the cut-through traffic associated either towar nodes or virtual pipes can
be properly identified and self-organizing actions acadatThe instantiation of the self-
organizing algorithm, and heuristics to identify the reogg and moving candidates are
presented in the next sections.

5.3.1 Self-organizing Control Loop

The self-organizing control loop instantiated for netweirtualization environment is
detailed in Algorithms 5.1, 5.2 and 5.3. The first stage ofshlé-organizing algorithm is
the characterization of the conditions that trigger thdl@eation of the virtual resources,
and it comprises the lines 3-32 of Algorithm 5.1. An overleddink is the element that
starts the evaluation of a possible re-organization ougirresources on the substrate
network. So, each substrate lisk of a substrate node is analyzed according to the
condition established at line 5 of Algorithm 5.1. This cdiah says that if the total traffic
of sl; (T'(sl;)) is greater than the threshold (calculated withha) established based on
the channel bandwidth{(s/;)), then this substrate linkl; is considered overloaded and
Is added to the set overloaded substrate liDkSubs Link.

The next step is to identify which virtual link inside the ol@ded substrate link
is using the major amount of bandwidth. This step is desdripe the lines 9-16 of
Algorithm 5.1, and the output is the set of virtual liniks overloading the substrate link
sl; (OvVirtual Link_sl;). In the sequence, starts the process to determine whéider t
flow associated to the virtual link matches a cut-througHitrpattern (lines 19-32 of
Algorithm 5.1). To determine this kind of match, two heudstare employed and will be
detailed later on. The listBeceiving_Candidate_List and Moving_Candidate_List
are the outputs of the matching process, and based on tlstsetiie next stages of the
self-organizing algorithm are described in the AlgorithBr® and 5.3.

The virtual manager executing the Algorithm 5.2 first detees which are the vir-
tual networks inside th&eceiving Candidate_List (line 1 of Algorithm 5.2), then it
execute the operations to request a virtual node to therswbsteighbor linked to the
most overloaded virtual link!* of each virtual network (lines 2-7 of Algorithm 5.2). It
is possible that more than one virtual link of the same virnetwork were identified
as overloaded. In this case, the virtual manager has to ehsagly one virtual link
associated to the virtual network under analysis.



92

Algorithm 5.1 Self-organizing - Main control loop

Require: SL = {sly, sls, ..., sl;} set of substrate links of a substrate node
Require: sl = {vly,vls, ..., vl;} set of virtual links inside a substrate link
Ensure: OvSubsLink is the set of overloaded substrate links

Ensure: OvVirtual Link_sl; is the set of overloaded virtual links from ah
Ensure: T'(link) function that returns the total traffic of a givéimk
Ensure: B(link) function that returns the bandwidth capacity of a gilerk

1: loop
2. WaitSelfOrganizingCycle()
3:  OvSubsLink < ()
4: forall sl; € SLdo
5: if T'(sl;) > B(sl;) * a then
6: sl; € OvSubsLink
7: end if
8: end for
9: forall si; € OvSubsLink do
10: OvVirtual Link_sl; < ()
11: for vl; € sl; do
12: if T'(vl;) > T(sl;) — T (vl;) then
13: vl; € OvVirtual Link_sl;
14: end if
15: end for
16:  end for
17:  Receiving_Candidate_List < ()
18: for all OvVirtual Link_sl; do
19: for all vl; € OvVirtualLink_sl; do
20: if ApplyReceivingCandidateHeuristid() then
21: vl; € Recewving_Candidate_List
22: end if
23: end for
24: end for
25:  Moving_Candidate_List < ()
26: forall OvVirtual Link_sl; do
27: for all vl; € OvVirtual Link_sl; do
28: if ApplyMovingCandidateHeuristio(;) then
29: vl; € Moving_Candidate_List
30: end if
31 end for
32: endfor
33: {Execute in parallel the next stages of the self-organizalygprithm}
34: if Receiving Candidate_List not() then
35: Launch Receiving Candidate Algorithm
36: endif
37: if Moving_Candidate_List not() then
38: Launch Moving Candidate Algorithm
39: endif

40: end loop
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Algorithm 5.2 Receiving candidate algorithm
Require: VNET = {vnety,vnets, ..., vnet;} is set of virtual networks
Ensure: vl? is a virtual link j of thewvnet;
Ensure: neighbor is the identification of a substrate node
Ensure: match[] is an array that stores the answers of the requests for mthwngrtual
node ofvnet;,

Ensure: t is the timeout to wait for an answer of a neighbor

1. VNET <« ldentifyVNETs(Receiving_Candidate_List)

2: forall vnet, € VNET do

3:  wl¥ < MostOverloadedVirtualLink(net;,)

4:  neighbor < GetSubstrateNeighborldentificati@)m;()

5. matchlk] « false

6: RequestVirtualNodeAndWaitgighbor, vnety, matchlk], t)
7: end for
8
9

: for index = 0to k do
if matchlindex| = true then

10 PrepareMigration(net e, )

11: GetVirtualNodegeighbor, vnetpe.)

12: SendConfirmationOfVirtualNodeMigration¢ighbor, vnet yde.)
13:  endif

14: end for

Algorithm 5.3 Moving candidate algorithm
Require: VNET = {vnety,vnet,, ..., vnet,} is set of virtual networks
Ensure: request_arrival[] is an array to store the arrived requests to move a virtuad nod
of vnet;,
Ensure: t is the timeout to wait for an answer of the neighbor
Ensure: neighbor is the identification of a substrate node
1. VNET + ldentifyVNETs(M oving Candidate_List)
2: forall vnet, € VNET do
3: LaunchTimeoutToWaitForRequestiety, request_arrival k] t)
4: end for
5: for index = 0to k do
6: if request_arrivalfindex] = true then
7
8
9

neighbor « GetSubstrateNeighborinfe{guest_arrival[index])
if ViabilityOfMigration(vnet;,ge., neighbor)= true then
SendConfirmationOfMatchéighbor, vnet;,ges)

10: GetConfirmationToMigratefeighbor, vnet;,gez)

11: MigrateVirtualNodefeighbor, vnet;,ges)

12: GetConfirmationVirtualNodeMigrationgighbor, vnet;pges)
13: end if

14:  end if

15: end for
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The virtual manager executing the Algorithm 5.3, in a nemidubstrate node, also
determines, in a parallel fashion, which are the virtualvoeks that need to have their
virtual nodes migrated (line 1 of Algorithm 5.3) and thenjtwa certain amount of time
t for the arrival of requests to move virtual nodes associaiete virtual network (lines
2-4 of Algorithm 5.3). Once the match of the intentions offeaeighbor is detected (line
9 of Algorithm 5.2 and line 8 of Algorithm 5.3), the prepamats and handshakes of the
migration process are executed by both virtual managersl{ines 10-12 of Algorithm
5.2, and lines 9-12 Algorithm 5.3).

An illustration of the parallel behavior associated to tkeaition of the self-organizing
algorithm is presented in Figure 5.5, that is a partial viéthe network showed in Fig-
ure 5.3. The internal state of the self-organizing algonitht the end of the first stage is
depicted in Figure 5.5(a). The links that are not consideketloaded (“SL#1”, “SL#2”,
“SL#3”, and “SL#6”) are discarded from the analysis of thé-seganizing algorithm,
while the overloaded one, “SL#4”, has its traffic investeght When substrate node “B”
analyzes the substrate link “SL#4”, it discovers that tin& lis overloaded by the in-
coming traffic associated to the virtual pipe of VN1. Basedlhus, the self-organizing
algorithm on substrate node “B” declares itself as a rengicandidate for a virtual node
of VN1. During the first stage there is no communication betweeighbors, and thus
the self-organizing algorithm on substrate node “B” sugsdbat a virtual node of VN1
is deployed at substrate node “E” and then proceed to thesteges.

(a) End of first stage

Substrate Node A Substrate Node B Substrate Node E

7 B
- \ b > @F\ 1 <<§:~5;f .
SL#1 C:}“l ‘?“—‘Jﬁ‘ sL#2 > E A M 3\ sL#4 > L i ‘fﬁ SL#6
-
Il sts S il 0

Analysis of SL#2
Not overloaded
Analysis of SL#1 Analysis of SL#4
Not overloaded Analysis of SL#4 Moving Candidate — VN1#N3
Receiving Candidate — Virtual node
Analysis of SL#2 of VN1 Analysis of SL#6
Not overloaded Not overloaded
Analysis of SL#3
Not overloaded

(b) End of fifth stage

Substrate Node A Substrate Node B Substrate Node E

= S

(ad) Y k¥ L o {m
sL#1 Q)JLJ@ SL#2 (—T:j ;3&\@ SL#4 éj‘ ; *'nlﬁ\ SL#6
-l (s —
SL#3 /

Figure 5.5: Execution of the self-organizing algorithm

In parallel, the substrate node “E” also analyzes and deslé8L#4” as overloaded
link, and considers the outgoing traffic associated to “VN3#as the traffic overloading
this substrate link. In this case, the self-organizing atgo on substrate node “E” con-
siders “WN1#N3” as a moving candidate, and waits for a regjteesove a virtual node
from VN1 coming from “SL#4”. When this request arrives in striate node “E”, there
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is a match between the virtual node that is requested to bedn@wirtual node of VN1)
and the virtual node that should be moved from the substate fE” (“VN1#N3”). Af-

ter this, the self-organizing algorithm inside the sulistreodes keeps executing until the
last stage. The resulting environment is presented in EigLla(b), where “VN1#N3” has
been moved to the substrate node “B” and the traffic from “VN3#to “VN1#N2”, that
was considered the cut-through traffic overloading “SL#gl ot there any more.

5.3.2 Receiving Candidate Heuristic

The receiving candidate heuristic identifies a cut-throgffic when a virtual pipe is
associated with the overloaded virtual Iim§ inside the substrate link;. This heuristic
is based on the comparison of the incoming traffic againsbtitgoing traffic of a virtual
pipe inside a substrate node. Three conditions must benfetlan order to declare the
substrate node as a receiving candidate of a virtual node.

e Condition 1. Guarantees that no read and write operations are assotiated
virtual elements of the virtual netwokunder analysis on a substrate node.

| 1 if (virtual_read, = 0) Vv (virtual_write;, = 0)
NO_InputOutput(k) = { 0 otherwise
e Condition 2. Identifies if the main traffic of virtual Iink;lf of virtual networkk is
an incoming traffic.

. R B IN(vlf) > T(vlf) — IN(vlf),
IN_MainTraf fic(j, k) = { 0 otherwise
where,
IN(link) is a function that returns the incoming traffic, and

T(link) is a function that returns the total traffic.

e Condition 3: Correlates the amount of incoming trafficmfg? with the outgoing
traffic (given by the functio®UT (link)) of all the other virtual links of the same
virtual networkk. The set of virtual links belonging to a virtual network isnd¢éed
by Virtual LinkV NET*. The goal is to detect whether the incoming traffic on
vl§-C is actually being forwarded through one or multiple distwictual links of the
same virtual network.

1 if INI) < (2, OUT(v}),
OutgoingTraf fic(j, k) = wherej # y andvl® € Virtual LinkV NET*
0 otherwise

The final analysis to determine if the virtual link has to beerted in theReceiv-
ing_Candidate_Lists presented in Equation 5.1. The tupleirtual network, virtual
link> characterizes the receiving list, where the first elemeti@tuple can have multi-
ple entrances, but the second one is unique.

NO_InputOutput(k) &
< wnetg, vl > it [ IN_MainTraf fic(j, k) &
Receiving_Candidate_List = OutgoingTraf fic(j, k)

0 otherwise
(5.1)
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5.3.3 Moving Candidate Heuristic

The moving candidate heuristic verifies if a virtual node énegrating the outgoing

traffic on vlf. It is assumed that a virtual node uses not only virtual legources to ori-
ginate a network traffic imlf, but also uses 10 capacity. For example, before transmittin
packets, the application inside the virtual node needsffetihese packets and for doing
this it needs to use the slices of 10 resources assignedetd. ifEhe moving candidate
heuristic identifies a relationship between the outgoiafjitrof link vlg? with the amount

of 10 used by the virtual network§, and the incoming and outgoing traffic associated to
all the other virtual links of such virtual network. This agbnship is established based
on the conditions listed below.

e Condition 1: The virtual networkk must perform read or write operations on the

virtual 1O slices.

1 if (virtual_read, > 0) Vv (virtual_write, > 0)

I0_Operation(k) = { 0 otherwise

e Condition 2: The outgoing traffic ob/} must be higher than the incoming traffic

of the same virtual link.
, . 1 if OUT(vl%) > T(vl%) — OUT (vl%),

OUT_MainTraf fic(j, k) = { 0 otherwisej J J
Condition 3: The outgoing traffic ofvl;C must be associated with an amount of
data used by the read and write operations associated tarthal wetworkk. Due
to the fact that any data packets of the virtual networks aspect, it becomes
necessary to establish an association between the outgaifig of vlf and the
IO resources consumed by the virtual node of the virtual ot In this case
study, this relationship is established considering thewarmhof data read from the
virtual slices, expected to be sent through the virtualdinkhese relationship is
characterized using similarity functions described below

Similarity(j, k) = { 1 if Botto.mSimiIarity()lg?) < V(j, k) <UpSimilarity@!¥),
0 otherwise
where,
BottomSimilarity(l})= vl¥ — (vi¥ * §),
UpSimilarity@i¥)= vl + (vl§ * 0),
V(j, k)= ((Zy IN(UZZ)) + virtual_readk) - ((ZZ OUT(vlf)) + virtual_writek) ,
0 e R:0<0 <1, beingd a similarity factor,
vl’;, vl¥ € Virtual LinkV NET*, andy, z # j.

The virtual node associated to the virtual netwérlvhose virtual Iinkvlg? is under

evaluation, is declared a candidate to be moved accorditiget&quation 5.2. Indeed,
the virtual Iinkvl§C is inserted in thé&/loving_Candidate_Lidb be further analyzed by the
other stages of self-organizing algorithm, as depictedreef

Recewving Candidate_List =

IO0_Operation(k) &
< wnety,vlf > if | OUT_MainTraf fic(j, k) &
Similarity(j, k)

0 otherwise
(5.2)
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5.3.4 Implementation

Despite the potential to gain a large market-share, netwotkalization imposes
large enhancements on the current network models. Somesdintitations that need
to be enhanced in such models are: new devices, transngssiechanisms, isolation
of information, etc. Given such limitations, a clean slgdpr@ach was identified as the
best alternative for implementing and testing the propastidorganizing P2P solution.
Thus, a network virtualization module was developed basedmnet++ simulator (OM-
NET++, 2010), using a packet-oriented transmission mashawith traffic-shaping. The
details of the network virtualization module are descrilveitie Appendix B, while Figure
5.6 illustrates the developed environment in the contet@fOmnet++ simulator.

T (SonVnet] son vnet [0 x| (PhysicalNode) son_vnet.physical noc - | o ][ | IN(HL cisabies G
2| e G sulew Wb @ R G Wb @) | S| =] Wi
1 Senvnen son_wat (d-1) puassaccosny || [ (Physicaltiode) san_unetphysical node2 (d-4) gehi0xAn3and] sical_node3 (id=5) (pir0xE
Son_vnet son_vnetphysical_nodez
e e
Jmanager
physical_noded A e_son_sg
;ﬁ:al,nndm hatsen
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vnnu,Inem |
¥ / 7
| =] W= =] n= (=] =
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Figure 5.6: Snapshot of virtual environment deployed withr@t++

One important aspect of the implementation is the monigppirocess, since the self-
organizing algorithm depends on this process to make @&ssiA two-stage monitoring
process was defined. The first stage is always active andzbesdata passing through
the measurement points is the monitoring information lvatte The second stage is peri-
odically activated and for the experiments the interval .&frhinutes is used. The moni-
tored information on the first-stage buffer is summed ancestn a second-stage buffer.
The self-organizing control loop uses the information @ second stage to determine the
average amount of resources consumed within two self-aig@cycles. A sliding win-
dow keeps part of the information of the second-stage anddteefrom the first-stage is
always erased. The sliding window helps to avoid that pai¢tigh loads trigger constant
reorganizations and lead the substrate network to an uasttdie. Further information
about the monitoring process can be found in Appendix B.

5.4 Experimental Evaluation

The increasing demand of multimedia services over thenetds pushing for new
methods to allocate resources in future networks. For el@nlipTV services are ex-
pected to become more and more popular and integrated ,dffexghe triple-pay pac-
kages (BALDI, 2006), requiring, thus, cost-effective straes for resource allocation
(GUNKEL et al., 2008) (HAN; LISLE; NEHIB, 2008). In fact, apycal IPTV network



98

infrastructure requires significant investments for th&rdiution network, in terms of
guaranteed bandwidth as well as available storage capdddymally, these resources
need to be planned and well dimensioned in advance, befqrer gervices can be actu-
ally deployed (DEGRANDE et al., 2008).

The costs of deploying a physical infrastructure may preweamy service providers
to get into the market, like in the case of IPTV services (HANSLE; NEHIB, 2008).
As discussed before, the key on network virtualization idieiding the physical network
infrastructure into several slices and associating thedifterent virtual providers. The
needs of service providers, like IPTV providers, match gety with the nature of net-
work virtualization environments. In this way, the evaloatof the self-organizing P2P
approach is performed considering a network virtualizatoenario composed of a sub-
strate provider and virtual IPTV providers. The testbed thiredresults of the experiments
are presented as follows.

5.4.1 Testbed

One of the architectures proposed for deploying IPTV sesviPEGRANDE et al.,
2008) is depicted in Figure 5.7. The Super Head-End (SHEh@h is responsible for
receiving and storing the flows, in this case TV channels ahebs, from national content
providers. These flows are forwarded through a core netwdristructure, and stored
on the Video Hub Offices (VHO). Then the flows are transportes the metropolitan
network and stored on the Video Serving Office (VSO) devi€asally, the IPTV content
reaches the home network and is delivered to the Set-Top 8bRB)inside the end user
device. In this testbed, it is assumed that the SHE, VHO, a8@ \are the elements
virtualized and the self-organizing P2P approach is agpgbenanage the VSO elements.

SHE

SHE - Super Head-End
VHO - Video Hub Office
VSO - Video Serving Office

HG - Home Gateway
STB — Set-Top-Box

VSO VSO

Figure 5.7: IPTV architecture

The testbed is composed of two IPTV providers covering tmeesmetropolitan re-
gion. Network topologies and the initial mapping of the watk IPTV networks are de-
picted in Figure 5.8. The substrate network is composed afl8tsate nodes and each
virtual IPTV network is composed of 3 virtual nodes (phy#icaeparated by 2 virtual
pipes). Each virtual node in Figure 5.8 is an IPTV VSO (DEGHR}Net al., 2008) able
to store and transmit movies.

Two sets of flows are running inside the substrate networke fifist one is asso-
ciated to user’s requests of the Virtual Network 1 (VN1). R6¥1, the users con-
nected to the VSO “VN1#N1” (inside node “B”) are requestingvies that are asso-
ciated to “VN1#N3” (inside node “H”). The movies are transt@d over the virtual link
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Figure 5.8: Evaluation scenario

“VN1#L3”, which is mapped to three substrate links “SL#13L#8", and “SL#9”. As
depicted in Figure 5.8, the flows of VN1 start at node “H” andhvarat the node “B”. The
second set of flows is associated to the Virtual Network 2 (\N&e users connected to
the VSO “VN2#N1” (inside node “B”) are requesting moviestthee stored at “VN2#N2”
(inside node “E”). The transmission occurs through theuairtink “VN2#L1", which is
mapped to substrate links “SL#2”, “SL#3”, and “SL#4”. The#Wkwof VN2 are originated
at node “E” and arrive at node “B”.

The bandwidth of each virtual link is 500 Mbits while the bandth of each substrate
link is 1 Gbits. The size of the virtual storage associateth¢ovSOs of the virtual nodes
is 50 GB, and the storage capacity of each substrate nodei&GB0 The size of the
packets to be transmitted in the substrate links is fixed td1 Mhe threshold to identify
an overloaded link is the equivalent to 60% of the virtuak loandwidth.

The amount of traffic inside virtual networks is mainly infheed by the number of
movies requested by the users of the virtual networks. Rsisttenario, the request rate
for each virtual network is fixed to 400 requests of movieshmair (400 req/h), and the
interval between each request is given by an exponentiaiigson (this request model
is based on (AGRAWAL et al., 2007)). The request rate is kepstant and active during
the whole simulation. When a request arrives, the nextaésidhe transmission of the
movie. All movies in the experiments have the same size (4 GB)

The evaluation shows the efficiency of the self-organizi@® Rpproach in terms of
spared network traffic. Almost 10 hours of user’s requeseveenulated, being the self-
organizing cycle activated every 5 minutes. Traffic loadhs substrate links and the
average latency of the packets are measured every mogiiatarval of 1.5 minutes.

5.4.2 Network Traffic Load Analysis

The traffic load curves presented in the experiments showg@enading behavior until
4 hours of simulation, and after this the traffic load readhesmaximum average load
per virtual link for the request rate of 400 reqg/h, i.e., and0.325 Ghits.

During the simulations with the self-organizing model thieal, Figure 5.9(a), the
substrate links used by VN1 (light-lines) have their cureesrlapped because they have
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Figure 5.9: Traffic load of all substrate links

the same traffic load. The same overlapping occurs with #féddoad of the substrate
links used by VN2 (dark-lines in Figure 5.9(a)). The trafficbmth virtual networks
follows a cut-through pattern and for this reason the trédic of those substrate links is
the same. However, when the self-organizing model is edabligure 5.9(b), the traffic
load of some substrate links changes. The self-organizingehreallocates the virtual
resources in two distinct cycles. The first one happened 4fteurs of simulation and
reorganized the virtual resources of VN1. The second cyafgpéned near 5 hours of
simulation, and the virtual resources of VN2 were reorgathiz

To understand how the self-organizing model changes tffeti@ad of the substrate
links we present Figure 5.10, that shows the traffic load cheaubstrate link when the
self-organizing model is enabled and disabled. The traffad|of each substrate link
associated to the VN1 is presented in Figures 5.10(a), &.,180d 5.10(e), while the
traffic load of the VN2 substrate links is illustrate in Figar5.10(b), 5.10(d), and 5.10(f).
Analyzing the traffic load of the substrate links presente#ligure 5.10 it is possible to
discover which virtual nodes moved during the self-orgagzycles.

In the case of the VN1, the traffic load of substrate link “StL#8gure 5.10(c), indi-
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Figure 5.10: Traffic load of each substrate link used by tethe=

cates that virtual node “VN1#N3” moved from substrate nddéto “I”, because after 4
hours of simulation the traffic load changes from 0.32 Ghit8.46 Gbits and right after
this it is interrupted (drops to zero). Associated to thid,féhe traffic load of substrate
links “SL#1”, Figure 5.10(a), and “SL#9”, Figure 5.10(els@increases from 0.32 Gbits
to 0.36 Gbits after 4 hours of simulation. This increase cetecause the virtual node
“VN1#N3”, now placed at the substrate node “I”, processepatkets queued during the
moving phase. In the sequence, the traffic load of “SL#1” &Id#9” drops to 7.4 Mbits
and starts to rise again as soon as the virtual applicatgderthe virtual node “VN1#N3”
restarts to transmit movies in response to new requestgrédsvely, the traffic load of
those substrate links increases until it reaches the maxianverage load (0.325 Gbits)
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after 8 hours of simulation. The same traffic behavior is oleskfor the VN2. In this
case, the virtual node “VN2#N2" moved from the substrateentl’ to “D”, and this
caused the elimination of traffic load on the substrate li8k#4”, Figure 5.10(f). The
pattern of increasing, dropping, and increasing agairsis @bserved in traffic load of the
substrate links “SL#2” and “SL#3", respectively in Figurd8(b) and Figure 5.10(d).

The graphics of Figure 5.10 show that using the self-orgagimodel it is possible
to reduce 1/3 of the traffic load when the transmissions ostsate links “SL#8” and
“SL#4” are eliminated. Now, to have an entire picture of theoant of network resources
spared with the self-organizing model, we present Figuté,Swhere the traffic load of
all substrate nodes of the scenario is summed and graphjpasented. Considering
the scenario used on the evaluation, the total traffic logtl@hetwork is approximately
1.9 Gbits when the self-organizing model is disabled, andmihe model is enabled it
reaches the stable state using 1.2 Gbits. This means tt&36.the network resources
of this scenario were spared when the self-organizing misdgpplied to managed the
network resources.

25

T T
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Self-organizing enabled e
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Traffic load (Gbits)
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Il Il Il Il
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Figure 5.11: Sum of traffic load from all substrate nodes

Despite the advantages on using the self-organizing modeénhaged the traffic load
of the substrate network, there are issues regarding dt(i@¢dke interruption time of
the applications inside the virtual networks and (ii) theeily of the packets when a
virtual node migration is required during the self-orgamigcycle. The first issue mainly
depends on the efficiency of the moving mechanism and the minobdata that has to be
moved. The second issue this investigated as follows.

5.4.3 Packet Latency Analysis

This experiment shows the average latency of packets diirmtie destination virtual
node of each virtual network within the monitoring inter¢al5 minutes). Figure 5.12
shows the packet latency measured for each virtual network.

The latency of the packets for both virtual network is apprately 0.51s when the
self-organizing model is disabled, as illustrated in Feggbrl2(a). The same average
latency is observed in Figure 5.12(b) until the moment thatfirst reorganization is e-
xecuted. It is not illustrated in Figure 5.12(b), but therage latency during the period
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Figure 5.12: Latency of virtual network flows

of reorganization associated to the VN1 reaches 50.04sdandg the reorganization
related to VN2 it is approximately 50.84s. After such remigation, the average latency
remains stable around 0.48s for both virtual networks. Vaige represents a reduction
of 5.9% of the average latency if compared to the latencyrbdfte reorganization.

The self-organizing model can reduce the latency of thegtaddut the cost associated
to this benefit is a high latency (around 50s), as present&tgure 5.12(b). This high
latency might become a problem when the applications runinside the virtual network
require strict QoS (Quality of Service) guarantees.

5.5 Ciritical Evaluation of the Designed Approach

The final analysis of the self-organizing P2P approach isgreed here in this section.
First, the compliance to the management requirementsc¢sisied. Second, the degrees
of accomplishment of the integration issues are identited finally, the potentialities
and drawbacks of such approach are listed and examined.
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5.5.1 Compliance to Management Requirements

Likewise the analysis done for the previous case studys#aton depicts the discus-
sion of the accomplishment of the management requirementiseoself-organizing P2P
solution developed in this chapter. A summary of such disiousis presented in Table
5.1 and the details are described below.

The achievement of the efficient use of resources is twoféldst, the monitoring
process does not need to inspect the network and 10 packiits wiftual elements. Thus,
the consumed processing power is related to the act of rezngrhe size of the packets
and not the content of such packets. Doing this, the virtwalagerice., the element that
intermediates the substrate and virtual resources) ddesalloperations associated with
the packets, like receiving/sending. Second, the commatinitto organize the relocation
of virtual resources is reduced to substrate neighborss fifeans that messages are
exchanged in local areas of the substrate network and najlbal scale.

Table 5.1: Achievement of management requirements orosg#fnizing P2P case study
| Requirements Accomplishment |
Efficient Resource Usage Monitoring process without inspection

of packets.

Few management messages exchanged
between neighbors willing to reorganize the
virtual resources.

Agile Management Actions No human intervention is required to execute
the self-organizing process.

Transparency Access -

Location The placement of the virtual elements is hidden.

Migration Virtual elements can be moved without the
awareness of the users.

Relocation During the relocation of resources the users
can access but the response time rises.

Replication -

Concurrency -

Failure -

Parallel and Simultaneous BehavioRelocations occur in different parts of the
substrate network at any time.

Horizontal parallelization is accomplished by
the match on the needs of neighbors.

Agile management actions are achieved in the propose@gghizing P2P solution
once there is no human intervention to identify bottleneankd change the environment
in order to better use the resources.(in this case study the network bandwidth). The
proposed solution is able to identify virtual elements @tauld be reorganized and act
by itself in order to reduce the traffic consumption on thesstate network perspective.

The compliance to transparent management actions is divitte seven types of
transparency, as exposed by Table 5.1. Access and concyrsgres of transparencies
are part of the virtualized environment. However, they areaxplicitly part of the pro-
posed solution in this case study, and for this reason theyat of the scope of this
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analysis. The replication and failure transparencies ateonsider either on the virtu-
alized environment of this case study or on the proposedisoluThus, they are also
out of the analysis scope. Finally, three types of transpaes are relevant for the self-
organizing P2P solution: location, migration, and relawat The users of the applications
running inside the virtual networks are not aware of wheicty those applications are
placed, which constitute a location transparency. In @&ditwhen a reorganization of
the virtual elements is required, the users of such virtieghents have no knowledge
about the fact that the virtual resources are being migrataahlly, the self-organizing
P2P solution provides partial compliance to relocationgparency, because during the
relocation of the resources the users can access them bifier@nice on response time
will be experienced.

Parallel and simultaneous behavior is also a managemeaumteetent accomplished
by the self-organizing P2P solution. The request and magdnithm used by the solution
described in this chapter is the key for the accomplishmetitie management require-
ment. The decentralization of the decision of when it is Beagy to reorganize the virtual
resources and the local communication between neighbatdeeself-organizing actions
at the same time in different parts of the substrate netwiik. horizontal parallelization
Is native to the self-organizing algorithm running insiéele substrate node. No external
entity is needed to activate the reorganization and thgerigs the request and match of
the neighbors’ needs.

Summarizing, this section discussed how the self-orgagiB2P solution is able to
be compliant to the management requirements establishibgsithesis. The next section
extends the critical evaluation of the developed solutigmplesenting the analysis of
integration issues.

5.5.2 Achievement of Integration Issues

Once again, the characteristics of the integration issegset! in this thesis are com-
pared against the design features of the self-P2P appraaehogped in this case study.
Table 5.2 shows the result of such comparison.

Different from the what happened on the evaluation of thegtesf the self-healing
P2P approach (Section 4.4.2), the self-organizing P2Poapprachieved the highest
accomplishment degree of integration in all issues, exteptdefinition of light self-
elements. This success is, in a greater part, attributdeetodture of the self-* property
and to the design of a the self-element associated to thpeprso

In this case study, the self-organizing property is desigag an indivisible self-
element. The advantages can be clearly observed in Tahh®e2e common knowledge
of management task, local information, parallel and dsted algorithms for decision-
making, and reduction of explicit and global coordinatioerevachieved. In contrast, not
achieving the design of light self-elements could be urtders in a first sight, as a ne-
gative aspect associated with the design of a unique satfieit to perform the tasks of
a self-* property. However, it is the exactly inverse intetation that has to be read from
this situation.

The design of an unique self-element that executes all tiiwtions of the self-
organizing property enabled the employment of techniques fthe parallel and dis-
tributed area, such as the SPMD model of designing algostiMlURESANO; REX-
ACHS; LUQUE, 2009). The combination of a single prograra.(common knowledge
of the management task) executed over multiple daalpcal information) with the idea
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Table 5.2: Degree of integration issues for self-orgagg#2P approach

| IntegrationIssue | Accomplishment Degree| Justification |
The same monitoring and
Common knowledge of Achieved self-organizing algorithms
management task are executed by all

management entities

The information that starts
the self-organizing process
Local information Achieved is derived from the analysis g
local information retrieved by
the monitoring control loop.
Self-organizing algorithm

is parallel following

the Single Program

=

Parallel and distributed Multiple Data (SPMD) model
algorithms for Achieved The decision-making employs
decision-making a matching process between

complementary perspectives
identified by distinct
management entities.

Complementary perspectives
inside the same self-element
Requires the definition of
Light self-elements Not Achieved heuristics to analyze the
local information.

Algorithm requires control
mechanisms to handle
asynchronous operations.

Communications is restricted

to neighbors.

Reduction of explicit and Achieved There is an implicit
global coordination coordination mechanism

activated by the result of

the local analysis.

of P2P interactions can result in highly distributed exexuof self-* properties. The ma-
jor advantage of the proposed unique self-element is itaagpto infer that a neighbor
should be suffering from complementary effects of the liycalentified situation with
minor explicit communication and no human intervention.

5.5.3 Potentialities and Shortcomings

Despite the advantages identified before, the self-organR2P approach offers an-
other important potentiality: its capacity of being easlyapted to other management
scenarios. Once the heuristic of the self-organizing aggras changed, it is possible to
re-use the same logic. For example, consider a network neamagt platform based on
a P2P overlay, where management services (inside peedspieng the management
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overlay) are used to get in contact with managed entities iiiitial placement of the

management services inside the overlay is given, typidaylghe network administrator.
However, if over time a management service starts to retrieconsiderable amount of
information and it is physically distant from the managettgnthe self-organizing P2P

approach could be used to approximate the managementeemitthe managed en-
tity. The objective would still be sparing network bandwidif the physical infrastructure
where this network management P2P overlay is placed.

In this scenario, instead of moving the source of the traffie (nanaged entity) only
the destination of the traffic (the management service)dcbel moved. In this sense,
it becomes necessary to change the heuristics of the fige ket define which peer
receive and which one moves the resources (in this case,ahagement service). Thus,
no logical changes are required on the other 4 stages of ifherganizing P2P approach
but, indeed, changes on the implementation of the selfrizgeay algorithm are necessary
to adapt to the type of resource being moved.

In essence, the correct employment of the self-organizizfgy &proach depends on
the existence of underlaying infrastructure and an ovevlagse components are compli-
ant with the concept of being replaced in different partefunderlaying infrastructure.
One major issue associated to this dependency, is the tnaamgyy between the overlay
and the underlaying infrastructure. No transparency ctadd to a plain infrastructure,
where no abstraction between overlay and underlay elementkl be provided. On the
other hand, too much transparency could lead to situatidreyevmoving the resource
would be impossible because the effects of the migragog {nterruption time) would
break the transparency in the overlay perspective. Therefoe transparency issue can
become a shortcoming on the employment of the self-orgagRRP approach.

Another issue associated with such approach that can beashertcoming is the
definition of fine-grained costs to determine whether a chamgthe placement of the
resources is really profitable for the managed network stfugture. \Very strict cost
evaluations could lead to the stagnation of the netwbek, the resources could never
be moved and thus the network resources could not be used oreaproper way. In
contrast, very tolerant and flexible cost evaluations cad te instability of the system,
once reorganizations could become too frequent.

5.6 Final Remarks

This chapter presented the design, instantiation, andatrah of the self-organizing
P2P approach. The self-organizing property is used to amizg elements of the network
so that the traffic inside the substrate network links caredeced. The P2P employment
regards more to designing interactions among the entitigeeometwork management en-
vironment than to defining an infrastructuree(, overlays). The key behind the employ-
ment of P2P interactions is to investigate the developmeR2& network management
applications, instead of solely exploring P2P infrastnues for network management (as
detailed in Section 2.3).

The union of self-organizing property and P2P interactressilted in a self-organizing
P2P approach that is able to reorganize the elements of tmkeduring their lifetime.
This approach can be employed if at least these conditie®tlowed: (i) the elements
that need to be moved are generating/receiving trafficti{gye is a cut-through traffic
inside the network; (iii) there is an abstraction betweenuhderlaying network and the
infrastructure where the elements to be moved are runnimdy(ia) it is possible to iden-
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tify complementary perspectives for a single event thattagypen to the elements to be
reorganized (such perspectives are used to define the mamuhgeceiving candidates
elements of the network).

In fact, complementary perspectives are a key issue on tigrdef the self-organizing
P2P solution, because they create the conditions to deveémtentional cooperative
posture. The idea of sharing the responsibility of the dewcisnaking, among entities
that want to move resources and the ones that want to re@seences, form the basis
for constructing the following methods of cooperation: grimg, communication, collab-
orating by sharing information and decisions, and cooitnaof tasks.

Each match on the desires of the cooperative entitesrfioving and receiving candi-
dates) constitute a small group of two elements. After sigarnformation, these entities
agree on the decision of the next steps and coordinate #skis in order to accomplish
the migration of resources. This way, the cooperative heh&embedded into the idea
of complementary perspectives mechanism, being a natpecasf the applications de-
veloped based on this mechanism.

In addition to the remarks depicted above, this chaptermissented the employment
of the self-organizing P2P solution on the scenario of resmmanagement on network
virtualization. The problem of this scenario is to managettaffic consumption on the
substrate network during the lifetime of the virtual netiweodeployed on top of such
substrate network. This case study matches all the condifior the employment of
the self-organizing P2P approach, thus, the instanti@icouch approach was evaluated.
The experiments showed that the benefits in terms of reduofidraffic load are more
expressive than the results in terms of latency. Indeedhittelatency observed during
the reorganization process is an important aspect thaohas tbserved, because it can
become an issue that prevents the employment of the selfimigg P2P approach in
different scenarios.

Finally, the self-organizing P2P approach achieved thdeynpent of common know-
ledge of management task, local information, parallel asttiduted algorithms for deci-
sion-making, and the reduction of explicit and global camation. The key for achieving
those integration issues is the direct mapping of the sgiwtizing property to a unique
self-element.
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6 RESULTS DISCUSSION

The purpose of this chapter is to present the observationmaeigretation of results
derived from the analysis of subjective aspects of the dases. The first topic analyzed
Is associated with the outcomes that can be learned fronberation of the self-* P2P
approach under the perspective of the parallel and disétboomputing research area.
In the sequence, the design of the integration issues indadé studies are examined.
The major outcome of this examination is that (in the contéxtetwork management
research) it is possible to identify different dimensiossariated with the self-* P2P
approach, and this discussion is presented in a dedicatéidrse Finally, this chapter
also establishes how the self-* P2P approach fits in the mitmanagement scenario.

6.1 Self-* P2P in the Light of Parallel and Distributed Compuing

One of the features explored by the self-* P2P approach ftwork management
is the capacity of providing the ways to define managemenlicgtions that execute
parallel and distributed actions. Thus, this section asialhe self-* P2P approach taking
into account the basis of Parallel and Distributed Compgu¢(PDC) research area. The
basic concepts of PDC used for the purpose of this analyltms\fthe definition presented
by Zomaya (ZOMAYA, 1996), and are briefly reviewed in the nexibsection.

6.1.1 Transposing Parallel Paradigms to Network ManagemerApproaches

Flynn (ZOMAYA, 1996) defined one of the most accepted classibns of computer
architectures, and his criteria was based on how the machiats its instructions to
the data being processed. This classification is composkaintlasses: Single Instruc-
tion Stream, Single Data Stream (SISD); Single InstrucBeam, Multiple Data Stream
(SIMD); Multiple Instruction Stream, Single Data StreamI@®); and Multiple Instruc-
tion Stream, Multiple Data Stream (MIMD).

There is a very strong relationship between the computértacture and the algo-
rithms developed to run on top of this architecture. Acaogdio Zomaya: (i) sequential
algorithms are associated with SISD class; (ii) sequeatgdrithms can be transformed
to deal with parallel data stream in the case of SIMD archites - which means that
the parallelism is given by the data and not by the logic ofatlysrithm; (iii) parallel
algorithms based on the execution of different operaticars lme developed to run on
MISD architectures; and (iv) fully parallel algorithms clae developed when the MIMD
architecture is considered.
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Based on the aforementioned, Table 6.1 presents an anafysisv the parallel pro-
cessing paradigms can be transposed to network manageppeatehes. The objective
is to show how the transposition helps to identify which & ¢lasses of algorithms as-
sociated with each one of the common network managemenbagmpes and also with
the self-* P2P approach proposed in this thesis.

Table 6.1: Analysis of parallel paradigms and network managnt approaches
Approaches | Centralized | Hierarchical | Self-* P2P
X
Paradigms

SISD

vV

v

| |
.
| [ V]

In order to make the transposition of parallel processimggigms to network ma-
nagement approaches it is necessary to base the analysimeassumptions that are
described as follows. The manager entity on network manageapproaches is equiv-
alent to the control unity on the parallel processing payadi. Likewise, the agents are
mapped to the processing units, and the memory is the nettgetkconsidering the vis-
ible domain of the manager entity. Finally the instructiawfis mapped to the actions of
the manager entity, while the data flow is mapped to the mahdgeces/services.

Having the aforementioned assumptions in mind, it is pdsdib verify that cen-
tralized solutions are in essence sequential algorithrasuggd by the central manager
and for this reason they can be associated with SISD paradigrilustrated in Table
6.1. Hierarchical approaches can be either associatedSiMiD or MISD paradigms
of developing algorithms. In the case of SIMD paradigm, thegdrchical network ma-
nagement solution replicates managers that execute the tseks in different parts of
the network. In contrast, hierarchical approaches folhgran MISD perspective on the
development of management algorithms, are based on théudigin of different tasks
among the managers of the hierarchy. Thus, it is possiblaytargt the hierarchical ap-
proaches have their distribution focused by means of mamagécation (SIMD) or by
means of task replication (MISD), but the algorithm itseted not explore parallel and
concurrent capabilities. Different from the tradition&twork management approaches,
the proposed self-* P2P approach can be associated withthaigs that follow a MIMD
classification. The proposed approach can benefit from battager and task replication,
and in addition can employ attributes of concurrent mod#ic(issed in the next section)
to turn the solution into a fully distributed and cooperatenvironment.

6.1.2 Relating Integration Issues and Attributes of Concurent Models

The self-* P2P approach is envisioned to be a fully distelduand cooperative so-
lution for network and services management. The core of sygmoach is to explore
the development of more sophisticated management appheathat use parallel, dis-
tributed, and concurrent features of the environment irctviiiey are embedded. There-
fore, the integration issues act as a guideline to achieyeé&velopment of the desired
sophisticated applications. In fact, the integrationéssare strongly related to models of
concurrent programming.
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According to Zomaya (ZOMAYA, 1996), concurrent programmis associated with
several challenges on technical problems and also on tleesitiy of interpretations that
it can lead. In order to enable the analysis of concurrergnarmming models, the author
proposed a number of attributes that can characterize #edatitiate these models. The
list of the attributes of concurrency model are briefly dissmt below.

1.

Level of granularity - Defines which is the level of the olystion of the parallel
actions. Itis also called level of atomicity.

Sharing the clock - It is related to a fine-grain level of @amency where several
processes share or not the same clock.

Sharing the memory - Regards to implications such as:esibet may be used for
sharing information; issues associated with the mutualxolusive access to the
information; and level of granularity.

Pattern of interaction - Defines the forms that procesaesnteract.

4.1 Synchronization - Establishes a chronological ordéwéen events taking
place in different processes.

4.2 Communication - Defines a transfer of information betwa®cesses.

Pattern of synchronization - Establishes the mannertti@iprocess can interact
when needing to share something in common.

5.1 Mutual exclusion - Encapsulated sequence of actions&brecution is indi-
visible and associated to a single process.

5.2 Mutual admission - Encapsulated sequence of actionsamabe performed
simultaneously by more than once process.

Specifying concurrency - ldentifies the types of conaurpgogramming.

6.1 Application - The problem or the situation is intrindigaoncurrent and the
solution explicitly considers the concurrency.

6.2 Implementation - The problem or situation is intrinflicaequential and the
concurrency is introduced in the implementation for efficiereasons.

Pattern of communication - Defines how processes comrmatenath each other.

7.1 Synchronous - Information is transfered when procelsaes undivided at-
tention to the operation.

7.2 Asynchronous - Information is transfered in two steps:dender deposits the
information in some area, then the receiver retrieves thesage.

Implementation of concurrency - Identifies the ways of lengenting an intrinsi-
cally concurrent problem.

8.1 Effective - The concurrent processes are executedferelift processors and
interact in real time.



112

8.2 Simulated - The concurrent processes are executedrd&jyeon a single
processor, and concurrency is simulated by the scheduleahanism of the
shared processor.

9. Interaction Protocol - Defines the types of protocols afatorent processes.

9.1 Cooperative - Interacting processes know each otharatiytand fulfill com-
plementary functions to serve a common objective or interes

9.2 Competition - Interacting processes not necessaribwkeach other; they
fulfill distinct functions and typically (but not always)rse different interests.

Analyzing the description of the attributes and the propgaséegration issues it is
possible to establish a relationship among them, and tlaisoraship helps to define which
are the concurrent attributes that characterize the mddelhzurrency programing of the
self-* P2P approach. Table 6.2 illustrates the identifiéati@nship (the numbers used on
the left column of the table are associated with the list efdtiributes described above).

Table 6.2: Establishing the relationship of integraticguiss with the attributes of concur-
rent models
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A first look in Table 6.2 indicates that almost all attributé€oncurrency models are
considered on the integration issues. The attributes 2ifghelock), 3 (sharing memory),
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and 8.2 (simulated implementation of concurrency) are@atad with fine grain aspects
of concurrency that were not meant to be considered in tlegiation issues.

The attribute 5.1 (mutual exclusion pattern of synchraimzg was intentionally not
desired on the integration issues because it can reduceathgism and concurrency
levels of the solutions that can benefit from a self-* P2P apgh. In addition, the com-
municating processes are, in general, notin the same ne¢harefore racing conditions
and deadlocks on local information should not occur. Logkimthe system level, im-
plementation issues related to deadlocks must be treatetibyal exclusion pattern, but
this is an specific situation and thus must not be intrinsib#ointegration issues.

Intentionally, the integration issues were defined to f@ge the specification of the
network management solution in a parallel and concurremin@a For this reason, the
attribute 6.2 (concurrency specification on the implemigmmaevel) was left outside of
the integration issues. This does not mean that implementspecification should not
be treated when the employment of the self-* P2P approacht thoes mean that this is
a low level issue and not a design issue.

The last attribute not contemplated on the integrationeisss the 9.2 (competition
type of interaction protocol). The idea on the integratissues of self-* properties and
P2P is to enable the cooperation among the self-elementsairtd encourage the com-
petition. For this reason, the integration issues expfiawoid the competition attribute.

Finally, the match between the other concurrency attribatel the integration issues
on the design of self-* P2P solutions proves the strong teayef the self-* P2P ap-
proach to employ distributed, parallel, concurrent, armpewative mechanisms to the de-
velopment of management applications since its conceptiase. A detailed analysis of
the integration issues is discussed in the next sectionthtlobjective of showing which
are the contributions of those issues for the design of nétw@nagement applications.

6.2 Analyzing the Design of the Integration Issues

The analysis of achieving the integration issues of each stagly gave an individual
perspective of the choices done to design the self-heahdgself-organizing P2P solu-
tions. In contrast, this section explores the direct comparof both designs in the light
of the integration issues, and Table 6.3 depicts such casgvar

Table 6.3: Comparison of achievement of integration issues
| Integration Issues | Self-healing P2P | Self-organizing P2P]

Common knowledge of| Partially achieved Achieved
management task
| Localinformation | Notachieved | Achieved |
Parallel and distributed
algorithms for Partially Achieved Achieved
decision-making
| Light self-elements | Achieved |  NotAchieved |
Reduction of explicit and Partially Achieved Achieved
global coordination

A simplistic look at Table 6.3 could lead to the interpretatthat the self-organizing
P2P solution is better than the self-healing P2P solutiocedhe first achieved the design
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of a higher number of integration issues. Nevertheless,ighnot the type of analysis
that must be retrieved from this table, because it does ketitdo account the fact that
both solutions achieved the development of the manageraqoirements (as presented
in Tables 4.3 and 5.1, respectively, from Sections 4.4.1%bdl). Thus, the correct
interpretation of this table has to: (i) consider that batkusons are suitable for the
management scenarios that they were designed for, andKg) @ special look at the
design decisions of the self-elements of each solution. idsudsed in each case study,
the decisions on designing or not light self-elements haaminfluence on the other
design issues. In order to compare, side by side, the magigriéeatures of each case
study, Table 6.4 shows which are the differences introdbgetie achievement or not of
light self-elements on the self-healing and self-organy#?2P solutions.

Table 6.4: Analysis of the features of the designed selfepprties

Features to provide Self-healing P2P Self-organizing P2P
the self-* property
| Type of self-* property | Divisible | Indivisible |
Perspectives of the problem Partial to each Complementary and
type of self-element inside every self-element
Simultaneity capability Intrinsic when analyzed Intrinsic to each
of the strategy under the detection perspective self-element

Sequential when analyzed
under the self-elements
interaction perspective

Communication interaction Group-based Neighbor-based
to solve the problem

There is a clear distinction on the strategies of each casly.siThe first one t.e,
self-healing P2P - uses a more distributed strategy to dbkre@roblem of healing the
system. Groups and self-elements with distinct roles arkestrated in order to provide
the self-healing property. In contrast, self-organizir@PHocuses on an individualized
strategy with interaction based on small groups formed lgii®rs to provide the self-*
property. Although these strategies are very differenthairtform, the final objective
of designing a fully distributed and cooperative managdrsetution was achieved by
both strategies. The analysis of the methods of cooperédimoording to Jacques Ferber
(FERBER, 1999).) employed by each strategy is summariz&dbie 6.5.

Examining solely the comparison of the methods of coopanatimployed by both
self-healing and self-organizing P2P approaches, onelcayl that they are very similar.
This similarity, on the other hand, could be understood asancon strategy of coopera-
tive behavior. However, as proved by Table 6.4, the stragegr the forms of the design
of the solutions are very different on their essence. Thaemsistence between what can
be expected from the methods of cooperation and the eviddooms of the cooperative
design leads to the conclusion that there might exist hidditionships among the inte-
gration issues, features to provide the self-* property, e cooperation methods. The
next section shows the analysis of these relationships.
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Table 6.5: Comparison of cooperative methods of the dedigall-* properties
| Methods of cooperation | Self-healing P2P| Self-organizing P2P|

| Grouping | | |

| Communication | | |

| Specialization | | - |

Collaborating by sharing
tasks and resources

| Coordination of actions |

Conflict resolution by - -
arbitration and negotiatio

<<~

< S~
< <

-

6.3 Delineating Dimensions of the Self-* P2P Approach

The inconsistency of the conclusions that can be derived fo isolated and indi-
vidual analysis of the relationship of the integration esfeatures to provide the self-*
property, and the methods of cooperation rises the negedsatdeeper analysis of what
is behind all these conclusions. The start point of this §reaned examination is the fact
that both divisible and indivisible types of self-propegiTable 6.4) can be designed with
almost the same methods of cooperation (Table 6.5). Howenesfeatures to provide the
self-* property are completely different.

The conclusion retrieved from these facts is that there®xiifferent degrees of co-
operation associated with the self-* P2P approach proposé¢dis thesis. Moreover,
these degrees are intimately related with the nature ofdli¢ property,i.e., whether it
can be divided in multiples self-elements or if it is indible and provided by a single
self-element. Based on this, it was possible to identifydiwmensions associated with the
self-* P2P approach: theelf-* property nature and thecooperative degrealimensions.
Figure 6.1 illustrates those dimensions while Figure 6azifoés their relationship.

Cooperative Degree

Element

Indivisible

Divisible

Self-* Property Nature

Figure 6.1: Dimensions of the self-* P2P approach
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The self-* property nature dimension is composed of diVésdnd indivisible cate-
gories, which are defined according to the number of diffetygres of self-elements that
are required to provide the self-* property. The coopeeatiegree dimension is com-
posed of three categories as illustrated in Figure 6.1. Titexia to define the cooperative
degrees are based on the self-* property nature and how ghet provide the self-*
property is embedded inside the self-element(s) assdardth the self-* property.

Observing Table 6.4 it was possible to derive that indivesgelf-* properties are able
to enclose in a single type of self-element the complemgrarspectives of the same
problem addressed by the self-* property. This capacitggito the self-element the
intrinsic simultaneity capacity of solving problems aldhg environment using for this a
neighbor-based communication interaction. These featugestitute, in fact, thelement
cooperative degree.

The analysis of divisible self-* properties and the exarmoraof Table 6.4 resulted in
the definition of other two cooperative degrees. Tdsk cooperative degree is evidenced
when multiples self-elements, belonging to the same selieperty, contain the partial
view of the task to be performed by this self-* property. listhase, the task logic is
not embedded inside all the self-elements, and thus theseeels need to coordinate
their actions, share information, and decisions based @n plartial perspectives of the
problem/task to be solved/performed.

Thesystemcooperative degree is associated with the use of the logiiffefent types
of self-elements belonging to different types of self-* pecties in order to execute some
task. The logic of the cooperation is not inside a self-elenmeither on a single self-*
property, but it is associated with the orchestration diedént independent tasks. This
kind of cooperation degree also implies the design of higindglular self-elements so that
they can be reused. Figure 6.2 shows a diagram that presamtbdih dimensions can
be explored in order to design the self-* properties undestif-* P2P approach.

~ Exploring P2P
/. \ Application
Element .
Indivisible «—» Cooperation Capabilities
Self-* Property Task
Cooperation
Divisible
System
Cooperation Exploring P2P

N/ Infrastructure
~ Capabilities

Figure 6.2: Relationship of self-* properties nature andpsrative degrees

The process of designing a self-* property can start withdésienition of which kind
of cooperative degree is meant to be achieved or which is¢beet! type of self-* prop-
erty nature. Once one of these dimensions is fixed the seaoms@ consequence as it
is illustrated in Figure 6.2. In addition, the definition bktdesign of the self-* property
implicitly indicates which kind of P2P capabilities can belored. It is important to re-
mark that infrastructure P2P capabilities can always béea@ by any design. However
this tends not to be valid to P2P application capabilities.
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The element cooperation enables the possibility of expdpii2P application capabil-
ities by developing applications based on complementarypeetives and rendezvous-
based decisions (when two neighbors agree on executingian)aand exploring paral-
lel programming techniques (such as SPMD) to make neighdsensggo cooperate. In the
opposite side, system cooperation tends to explore ther®@Riructure capabilities, like
location and connectivity, in order to coordinate the usdisfinct self-elements to per-
form an action. Despite the fact that the design of task cadpe self-* properties does
not count on complementary perspectives, such designllisettited to a single self-*
property. Thus, it is possible to embed P2P applicationlaiéipas on the task logic.

The cooperative degrees here presented are expected tataetgroint for enhancing
the process of changing the logic of network managemenictigins from centralized
and hierarchical to cooperative by exploring the P2P appba capabilities. The expe-
rience achieved with this thesis highlights some P2P agipdic capabilities suitable for
network management solutions but does not exhaust the téjpially, the dimensions of
the self-* P2P approach are envisioned to become a guidefiribe design of truly dis-
tributed and cooperative network and services manageraknions that aim at reducing
the human intervention by endowing the systems with seligabilities.

6.4 Self-* P2P in the Network Management Scenario

It is a common practice in the network management commuaityport techniques
and technologies from other research areas in order to gslehallenges. For exam-
ple, over the years, the parallel and distributed compudireg lent technologies such
as CORBA, Web services, and P2P so that they could be expém@dncorporated in
the network management field. Multi-agent systems corteibwith techniques for de-
veloping mobile code and intelligent agents for network agement. Recently, tech-
niques such as ontologies, bio-inspired computing, anonaumic computing have been
borrowed from self-management research and employed arorletnanagement. This
thesis touched these three research areas, borrowingatlistincepts and techniques and
applying them to design fully distributed and cooperatiedwork management appli-
cations. In fact, the self-* P2P approach uses the intassecbf these three areas of
research, and the placement of the developed approachssalied in Figure 6.3.

Parallel And Distributed Self-Management Systems
Computing’ -

~

Self-* P2P

‘" W
“mm=

Multi-Agent Systems

Figure 6.3: Diagram of self-* P2P placement among techrscared technologies em-
ployed on network management
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The exact intersection among parallel and distributed adimg, self-management
systems, and multi-agent systems gathers the featuregs# Hreas of research that were
combined by this thesis in order to design the self-* P2P @ggr for network mana-
gement. From parallel and distributed computing, the psedaapproach uses the P2P
infrastructure capabilities, the attributes of concurnetodels, and parallel/distributed
techniques for the development of applications. Self-rganeent systems contributed
with the idea of embedding inside the mangers of the systenmt@inagement of tasks
that can be removed from the human administrator scope.ll¥imaported from the
multi-agent system, the sense of cooperative behavior ingsliBed to coupe with the
network management requirements (without introducingyrasues specific from the
multi-agents (FERBER, 1999)) and strongly used.

Most of the times, it is not an easy task to draw the big pictifréhe relationship
between the techniques and technologies borrowed fromn atbas used on network ma-
nagement because there are very tenuous borders among Thenefore, the diagram
presented in Figure 6.3 draws the intersections alreadystmated by the network ma-
nagement community and reviewed in Chapter 2, and also defireeplacement of the
self-* P2P approach investigated in this thesis.

6.5 Summary

This chapter describes in a first moment the analysis of thi¢ &P approach in
the light of the Parallel and Distributed Computing reskanea. The parallel processing
paradigms are strongly related to classes of algorithmisctlva be developed for each
paradigm. This way, transposing these parallel proceggradigms helps on identifying
the classes of applications developed for the common n&twmanagement approaches
and what is the difference for the self-* P2P approach. Intaudd this chapter also estab-
lishes a relationship between concurrency attributes la@dhtegration issues in order to
demonstrate the fully distributed, parallel, and coopeedeatures of the self-* P2P ap-
proach. In a second moment, the integration issues arezathiy more details. A direct
comparison between the designed solutions for each oneatbe studies is analyzed.
The conclusion of this analysis shows that a simplisticysialof the features of the de-
veloped solutions based on the self-* P2P approach hiddsefumportant characteristics
of this approach. These characteristics are, in fact, dees that define which are the
intrinsic features of the solution to be designed. Two disi@ms were identified: the self-
* property nature (indivisible and divisible) and the comi&ve degrees (element, task,
and system). There is a direct relationship between thesditwension, so that once one
is fixed the other dimension is also determined. Finally,d6k-* P2P is presented in
terms of its placement in the scope of network managemenasice once it is related to
different techniques and areas that have been already migieid scenario.
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7/ CONCLUSIONS AND FUTURE WORK

The investigation carried on this thesis shows the procésseoging the high level
concepts of self-* properties with P2P in terms of its infrasture and application ca-
pabilities. In order to drive the directions of this invegstiion, a hypothesis was defined
following the belief that the combination of self-* properties and P2P techniquedéesa
the design and development of truly distributed and codperaetwork management ap-
plications’. The methodology used to verify the validation of such hyyasis was based
on the definition of management requirements, integrassoes for the design of the
joint use of self-* properties and P2P, and the identificadtevelopment of case stud-
ies. In this thesis, two case studies were discussed. Theffiesexplored a self-healing
P2P design for reliability of network management platformisile the second case study
examined a self-organizing P2P solution for resource mamagt (in special network
traffic) on network environments with underlaying and osgiihfrastructures.

Analyzing these case studies it is possible to concludettigatfirst case study had
an importance in terms of breaking the traditional paradigrhusing MbD on top of
P2P infrastructures for network management. The desigmedgelf-healing P2P solution
embedded the healing task inside the logic of the peers.elibero hierarchy or central-
ized entities. The peers are in the same “plane” and intealiyp cooperate to provide
the self-* property. This way, the first case study openedpibssibility of rethinking
how self-* properties could be designed using the wholemga@kof cooperative behav-
ior offered by P2P-based solutions. Embracing this breadutih on traditional network
management approaches, the second case study - selfzingaRPP solution - gave a
step further on the development of P2P application capigsilior the design of a self-*
properties applied to network management. The explonati@lgorithms based on com-
plementary perspectives and neighbor-based decisioimmgve another perspective to
network management, where no external entities are neededriage the environment.
The consequence of such design is a truly distributed anpgerative network manage-
ment environment, where the presence of the human adnaituists minimized and the
managers are embedded inside the managed elements anthedbarders of the system.

In addition, the observation of the self-* P2P solutionspm®ed in the case stud-
ies showed that the design of divisible or indivisible Seffroperties (.e., whether they
are composed of one or more self-elements) plays a key rolbeoimtegration of self-*
properties and P2P for the network management. When dwisgdf-* properties are
considered, the designed solution restrains the emplolyoi@omplementary perspecti-
ves because the logic of the self-* property is not enclosedsingle type of self-element
but it is spread in different types of self-elements. Theaamdages of using divisible
self-* properties approach are modularity and potentialsability of self-elements, and
the algorithms behind of the self-elements are easy to bigrtkxs The risk of using
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this approach lies on the tendency of exploring solely P2Rsitructure capabilities for
designing the self-* property, and this can lead to the tiawial use of MbD structures.

In contrast, the design of indivisible self-* propertiesngsP2P application capabil-
ities represents the possibility of defining a new paradignmetwork management re-
search because of the complementary perspectives embethidel each self-element.
For example, one might think that SNMP-based network mamagé approach also
present complementary perspectives, represented by thagma(that requests tasks)
and the agent (that executes the orders). However, theeatffe of the complementary
perspectives from SNMP-based and self-* P2P with indilésgelf-* properties lies on
the fact that in the first case these perspectives are novparmparallel/concurrent appli-
cation but they are distributed applications that commateicwhile on indivisible self-*
P2P approach these perspectives are conceived as a pewaltelrrent and distributed
application. Despite the advantages introduced by thiscagh (.e., truly distributed
and cooperative network management solutions) its magwiiack is the complexity of
identifying and developing the complementary perspestofethe same problem. Nev-
ertheless, the same way that efforts were expended on tmétidefiof MIBs and SNMP
protocol it is possible to think on building information nmeld to represent the comple-
mentary perspectives and also to develop frameworks tastiye development of paral-
lel/concurrent applications for network management basdithe ideas introduced by the
indivisible self-* P2P approach. To conclude, the answersife fundamental questions,
the contributions of this thesis, and the future work aredbed as follows.

7.1 Answers for the Fundamental Questions

The intention behind the definition of the fundamental goestwas to help on raising
the main points to be analyzed during the investigation efiyppothesis and to establish
the way to reach the contributions of this thesis. Therettiedescription below summa-
rizes and highlights the major characteristic of the answéeach fundamental question.

Fundamental Question and Contribution I. What are the characteristics introduced
by the self-* properties and P2P techniques on the desigreaadution of network
management solutions?

Answer. The first remarkable feature is that the self-* P2P approaeimges the
angle that network management solutions are typically ldpeel. Instead
of focusing on the morphological aspects of the solutiorlisas APIs, pro-
tocols, architectures, and frameworks) the main concermseaated to the
design of the management algorithms. The focus is to exfherparallel and
cooperative behavior of the management peers running thageanent algo-
rithms. The second important characteristic is the pagyilmf embedding
the management inside the managed elements without theafieedernal
managers. Finally, due to the fact that the management i®eddd inside
the network itself, there is a better support for simultargeand parallel ex-
ecution of management actions, once peers in differens pdiithe network
can take decisions based on their information and from tleghbors without
waiting for higher level managers.

LIt is not argued here the obvious difference that every SNidBed solution is extremely dependent on
human intervention and that the self-* P2P one minimize$ sutervention.



121

Fundamental Question and Contribution Il. What are the benefits of employing self-*
P2P techniques on building network management solutionsnmparison to self-*
centralized or self-* hierarchical approaches?

Answer. The major benefit is the possibility to reach a fully disttiddiand true
cooperative behavior in the network management solutiosel&* property
by itself is supposed to reduce the human intervention andbeadesigned
in different manners. The centralized and hierarchicat@gghes suffer from
well known problemsd.g, being more susceptible to failures, lack of scalabi-
lity, bottlenecks for traffic and processing tasks), meatenthe P2P approach
enables the use of P2P infrastructures (like connectivitylacation) and the
cooperative aspect of applications associated with tipsageh.

Fundamental Question and Contribution Ill. Which kind of costs do the self-* P2P-
based network management approach impose?

Answer. The relevant cost that is introduced by the self-* P2P apprasasso-
ciated with the complexity of the design of the solution. Texelopment of
a network management solution under this approach haseadrakaccount
the following phases of design: the mapping process of &s@lbperty into a
unique self-element or a set of them, which also implies #fmdion of which
cooperative degree is chosen; the incorporation of thgiaten issues into
the solution; the development of parallel/concurrent atgms able to execute
the task behind the self-* property using the neighbor-baseision-making.
These development costs can be “paid” in the case of very lexylprge, and
dynamic networks, but in smaller scenarios it might not leeltst solution.

Finally, the characteristics of the self-* P2P approachl leaa new type of network
management applications. In this new type of applicatitmes problems of the network
are handled by the services and devices of the network theessea a fully distributed
and cooperative fashion.

7.2 Contributions

The contributions of this thesis can be divided into: comgalpand punctual ones.
Conceptual contributions could be identified due to the stigations of the literature
and the experiences gathered during the development ofaide studies. In contrast,
punctual contributions are associated with individualsohs developed for each case
study analyzed in this thesis. Below, both contributioresleted.

e This thesis present a survey relating the three topics: namé computing and
self-* properties, P2P, and network and service managenieract, this survey
helps to organize the works proposed in the literature ie f#che relationship of
these three areas.

e The self-* P2P approach changes the angle that network reareg solutions are
typically developed from morphological aspects (such asAptrotocols, architec-
tures, and frameworks) to the design of the managementitigm. The focus is
to explore the parallel and cooperative behavior of the mament peers running
the management algorithms.
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e The self-* P2P approach proposes techniques (based on skestiadies) for en-
abling a fully distributed and true cooperative behaviahi@ network management
solution.

e This thesis presents a suitable approach to embedded thegeraent inside the
managed elements without the need of external managers iarn, enabling a
self-management behavior. The consequence of the embodohenanagement
actions is a better support for designing and developingilsameous and parallel
execution of management actions.

e The work developed in this thesis shapes the borders andéctéon among paral-
lel and distributed computing, self-management, and ragiént systems applied
to network management.

e Punctual contributions of the self-healing P2P solution

— Definition of a management platform able to heal failed managnt instances
without human intervention using a cooperative mechanigse on intra and
inter group-communication to execute management actiotiout external
management entities.

— The evaluation of the designed solution showed the traflbediveen the re-
covery time and associated network traffic. The deternonati such trade-
off is important because it shows when a faster recoveryga®consumes too
much network bandwidth. In contrast, it also shows when ssieely saved
bandwidth leads to services that remain unavailable longer

e Punctual contributions of the self-organizing P2P solutio

— Definition of a distributed management architecture forvoek virtualiza-
tion. This architecture uses network management appmicsitbased on com-
plementary perspectives and P2P interactions.

— Introduction of P2P interactions embedded inside the nétvetements in
order to solve traffic engineering problems. Generallyfic@ngineering so-
lutions use external entities (typically centralized aararchical) that monitor
the network elements and try to solve the problem. The neigbéer interac-
tions introduced by the self-organizing P2P solution repng¢ a break through
on traffic engineering.

— Definition of heuristics to identify cut-through traffic omlsstrate networks
solely based on local information without using technigoégacket level
inspection.

Summarizing, this thesis showed possibilities to rethivekway of designing and per-
forming network management. The focus changes from moogja! aspects.g., pro-
tocols, frameworks, architectures) to algorithmic aspetithe management. Moreover,
this thesis shows a clear alternative for structuring aatlyereating fully distributed and
cooperative management network applications.
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7.3 Future Work

The investigation developed on this thesis leads to thetifttion of further op-
portunities of research. These opportunities are destiibthis section as future work.
First, the future work related to the design of self-* P2Pusiohs is presented. In a
second moment, the text depicts the open issues associdétetievspecific solutions de-
veloped for each one of the case studies, and those opes msoeonstitute future work
opportunities.

Multiples Self-* Properties Together. One interesting opportunity of research is to un-
derstand which are the consequences of designing diffegdiat properties using
the self-* P2P approach. The interactions of the self-elemassociated with each
self-* P2P solution can be designed either to cooperate grathiof them (system
cooperative degree) or to ignore the existence of otheredethents of distinct self-

* properties. These interactions could lead to the desigroapled and decoupled
self-* properties, and these designs could enclose trédéetween the transparent
and intentional cooperative posture.

Formalization of Self-* P2P Approach. It is interesting to think in manners to formal-
ize the concepts elucidated with the design of self-* P2RBtswis for distributed
and cooperative network management application, so tisftitmal method can be
applied for different types of self-* properties. Diffetfrom information models,
application models for network management solutions atevexy common, and
could constitute a good research opportunity and a mannepimve the method-
ology and knowledge of the area.

Open Issues of Self-healing P2P SolutionThe case study associated with the self-
healing P2P approach has some punctual open issues thdtheurivestigated as
future work. Below, these issues are presented.

e Optimize the detection mechanism because the currenoveisresponsible
for a considerable amount of the generated traffic.

¢ Investigate how service policies may impact the consumesiark bandwidth
and recovery time of the self-healing P2P approach hereogeap

¢ \erify what are the impacts on traffic consumption and respdime when
designing the self-healing and self-configuration as alsisglf-element.

e Improve the recovering process of the management senticgsad of choos-
ing random peers to deploy new instances of the failed manegeservices,
the proximity of the monitored entities should be considere

Open Issues of Self-organizing P2P SolutionThe work developed on the case study
associated with the self-organizing P2P also presente@ gamctual issues that
could be investigated as future work. Those issues arel listow.

e Determine if in a long term the decisions taken by pairs ofpegnning the
self-organizing control loop are being profitable for theirensubstrate net-
work. In this sense, it is interesting to investigate sgifhmization strategies
for the self-organizing P2P solution.

o \erify what are the drawbacks and benefits of cross-layeraation between
underlay and overlay infrastructures.
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e Investigate an economical model to determine the numbertoi& pipes and
nodes associated to a virtual network.

¢ Identify the trade-off between costs of buying slices obreses versus the
flexibility on managing the substrate network resources.

The list of future work presented above represents the nogjoortunities of research
that can be directly derived from the work presented in thesis. Nevertheless, there
are other opportunities that can be explored under a selfP* €ontext, such as provid-
ing security mechanism for the execution of self-* and fulgtributed and cooperative
management actions, or exploring cross-layer techniguestiance self-* P2P solutions.
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APPENDIX A - DETAILS OF SELF-HEALING P2P

This appendix describes some relevant details of the dpedlsolution on the self-
healing P2P approach. It will be presented the diagram dbafise implementation of
such approach based on the ManP2P platform. Next, the slefasbme important group
communication mechanisms for the self-healing P2P salatie illustrate and described.

A.1 Class Diagram of Self-healing Support on ManP2P Platfan

The class diagram presented in Figure A.1 illustrates agbarew of the implemen-
tation of the ManP2P platform. The portion depicted in thggife presents the imple-
mentation associated with the self-healing P2P suppotthi®management services of
the ManP2P platform. The details about the class diagralatedesolely to the ManP2P
are described by Panisson (PANISSON, 2007).

Manp2pPeerimpl GroupEventListener

A ZAN

[FOU-UTTgS-Tenp2p- aut ono ESI |
1
1
ACManP2PPeer ——————————<> ACGroupEventListener
+l i stener: ACG oupEventListener +gr oupEvent Recei ved()
+start(): void +run()
+| oadConponent (): void +stop()
+menber Down(): void
SelfHealingService SelfConfigurationService
+init() +init()
+destroy() +destroy()
+serviceStopped(): string +servi cesAvail able(): string
+depl oyService(): string

ACKeepPolicy

+get Descriptor()

+set Descriptor(): ServiceDescriptor
+get MaxTri es()

+set MaxTries(): int

+getM nTries()

+setMnTries(): int

Figure A.1: Class diagram of self-healing support insidenF2P platform
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The edu.ufrgs.manp2p.autononpackage encapsulates the classes that support the

self-healing P2P behavior inside the ManP2P platform. Eaexdr inside the platform
Is able to start up the self-healing support whenever it isfigared to instantiate the
ACManP2PPeeclass. The objective of this class is to be the middle elerhetween
the core of the ManP2P platform and the services associatadive self-healing P2P
support. Thdistenerattribute (that is an object AACGroupEventListengiis responsi-
ble to receive messages that arrive from each managemengiqmes. To achieve this,
the loadComponent(inethod of theACManP2PPeeclass register thiéstenerattribute
to hear the messages associated to each management pgecgnfigured inside the
peer. The process of listening for messages is handled bsnémeberDown(method
of ACManP2PPeeclass. Thus, whenever a member down message is recogrieed, t
SelfHealingServices activated.

The ACKeepPolicyclass is responsible to handle the information of the padithat
describe how many instances of each management servicéd df®uounning inside of
the management overlay. This way, before starting a regquexcess &elfHealingSer-
vice object gets information from thACKeepPolicyobject. After this, if necessary, the
SelfHealingServicebject contacts th8elfConfigurationServiagbject asking it to search
for an available peer and deploy a new instance of the failedagement service. In the
next section, the low level interactions among peers analiects inside the peers are
described.

A.2 Description of Internal Aspects of Self-healing Algorthms

Some operations of the self-healing P2P proposal lie on tbhepgcommunication
mechanism of the management P2P overlay. The importanaiopes for the execution
of the solution proposed are described in this section. dieoto better describe those
operations, Figure A.2 depicts a scenario of the self-hgai2P employment. Further-
more, this figure illustrates one manner to visualize theterice of the management peer
groups. This view is important to understand the group dfmers.

P2P Management Overlay
Peer1 Peer 3

Peer 2 Peer 4 A Management service

@ Self-healing service

’. O Self-configuration service
’ 1

---- Management association

. . ’
1 \ e 1
: o .

Y

Management Peer Group View

Management service Self-healing service Self-configuration service
PG_2

Peer2  Peer4 Peer2  Peer3

Figure A.2: Example of management peer group view
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The environment presented in Figure A.2 shows four peerdtapd services: mana-
gement service (the triangle figure), self-healing ser{tice black circle), and the self-
configuration service (the white circle). The managemest geoup view illustrated in
the bottom of the figure gives the idea how those services rgi@nzed inside the ma-
nagement overlay. This way, MPG_1 is related to the managessvice, MPG_2 to
the self-healing service, and MPG_3 to the self-configarasiervice. The next figures
use the management peer group illustration to detail theatipas of identifying and
recovering a failed service.

Starting with the identification of failures, Figure A.3 st®the important internal
details of the peers involved in the identification of a fesluAs mentioned in Chapter 4,
the failure identification happens embedded in the groupeonication mechanism. For
this reason Figure A.3 shows a diagram with the peers asedarath the MPG_1, where
a failure on an instance of a service happened and has to éeetbtas illustrated.

Management service
P2P Management Overlay MPG_1

Peer 1 Peer 3

uuuuuuuuuuu

Peer 4
EA i Peer2 E] ‘

\ Failure /
Peer 1 Peer 2 Peer 4
£ Group Manager £ Group Manager Token Manager ACManP2PPeer Group Manager Token Manager ACManP2PPeer
H MPG_1 MPG_1 MPG_1 MPG_1 MPG_1
et M- ———- | Heartbeats MPG |1 Peer2 | _ | Jz
Heartbeats MPG_1 Peer -
)@ R e e R e S B, — e Ik
( g‘[' ___ .| Heartbeat Answer MPG_1 Peer 4
__Heartbeat Answer MPG_1Peer2 »6)
© Check Token @wnership | Check Token Og{ﬁrship
I\ (8)
i Failure 9)
- B(T‘%r}( 2
120 (1)1 Timeout
_Peer 1 Failed y12)
Member Down (13)
i v v v v

Figure A.3: Failure identification diagram

The steps 1-6 of Figure A.3 show the exchange of heartbesitieithe peers of the
management peer group MPG_1. In this example, it is not densil whether the group
communication mechanism uses multicast on the network dea the application level.
The relevant fact is that messages are exchanged among thieerseof the peer group.
In Figure A.3, the messages on the steps 1 and 3 are lost,@adskver for the heartbeats
of Peer 1 never arrive for the other peers of the managemeupdPG_1. At this point,
the Group Manager module of each peer (in this example, Paad2) check with the



152

Token Manager module of each peer if they are the owner ofatkent (steps 7 and 8 of
Figure A.3). Only the owner of the token is able to proceedhwhe failure identification
operation. In this example, Peer 2 is the owner of the tokeonaated with MPG_1.
Thus, before declaring the instance of the managementeeo?ViMPG_1 inside Peer 1
as failed, the Group Manager of Peer 2 declares it as suspiobfailure. All the other
peers of the MPG_1 are informed by the owner of the token GteipFigure A.3) about
the suspicious situation, and the owner retries the comtgibtthe suspicious peer (step
10 of Figure A.3). After a configurable timeout (step 11 ofig A.3), if no answer is
heard from the suspicious peer, then the owner of the tokesnmgeontact with the other
members of the MPG_1 announcing the failure (step 12 of EiguB). Finally, the owner
of the token also invokes th@memberDown(pperation of the ACManP2PPeer module
announcing that a member of MPG_1 is down and some verifitatiast be performed
(step 12 of Figure A.3). The internal details of the recoyagcess are depicted in Figure
A4,

As presented in the previous section, the class diagrameo$elf-healing P2P so-
lution shows that there is an association between the ACIZBRBer module and the
self-healing service. In fact, whenever such module reseilie member down message,
it invokes the evaluation operation of the self-healing/mer. Due to the fact that the
self-healing service also forms a management peer gicIpMPG_2 in the example
of Figure A.4, all the peers inside MPG_2 will receive the sagge that an instance of
some management group is down (step 1 of Figure A.4). Onde,agdy the owner of
the token associated with MPG_2 will proceed with the ewvidngprocess (steps 2-4 of
Figure A.4).

Announcement Stage Policy Evaluation Stage Recovery Stage
Management service Self-healing service Self-configuration service Management service
MPG_1 MPG_2 MPG_3 MPG_1
A Peer 2 Peer 4 Peer 2 Peer 3
Peer 2 jumm| o o O O
Peer 4
Peer 2 Peer 4 Peer 3

ACManP2PPeer  Group Manager ~Token Manager Group Manager  Token Manager SelfHealing ACKeepPolicy Group Manager Token Manager SelfConfiguration
Service Service

_— | Announce for MPG_2 ‘
( ”]\IIIIIIIIIIIIIIIIIIIIIIIlI

___|Check Owner MPG_2 | Check Owner MPG 2
) ()
7. .Member Down at MPG_1
W) 7 Get Policy MP

(5]
Get Number Instances MPG_1

(=)

v

-

o

7 Return Number Instances MPG_1_

/2| | Evaluate
N Activation MPG| 1
— o e o o e e o e |BECOVRIY Regugst MPG_L
___|Check Owner MPG_3 9) | Check Owner MPG 3
(10] J €5) Pr—
ecovery Request MPG_1
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Figure A.4: Failure recovery diagram

The first actions of the self-healing service instance ogiine token are: (i) verify
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the terms of the policy associated with the managementcgeiwifailure, step 5 of Fig-
ure A.4; (ii) verify how many instances of the failed managatnservice are currently
deployed inside the management overlay, steps 6 and 7 ofd=Agd. Based on the re-
trieved information, the self-healing service is able talagte the need of a recovery, step
8 of Figure A.4. In case of a positive evaluation for a new depient, the self-healing
service will invoke the deployment operation of the selfdiguration service. In the ex-
ample depicted in this section, Peer 4 that owns the tokemeditPG_2 sends a recovery
request for the members of MPG_3, that in this case are hbgtBders 2 and 3 (step 9 of
Figure A.4). The ownership of the token associated with tH&3VI3 is evaluated (steps
10 and 11 of Figure A.4) and PeeriZ., the owner of the token, contacts peers in order
to discover an available peer to deploy an instance of theagement service failed in
the MPG_1 (steps 12-14 of Figure A.4). If an available peéousd, then an instance of
the same type of failed management service is deployed.idrekample, Peer 3 is the
available peer receiving the new instance of the manageseevice of MPG_1, healing
the failure of such management peer group in step 15 of Figure
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APPENDIX B - DETAILS OF SELF-ORGANIZING P2P

This appendix aims at describing some relevant detailseotidveloped solution on
the self-organizing P2P approach. It is presented thealidation module developed on
Omnet++ to simulate the proposed approach and also thésdatdie monitoring process
that is important for the decision-making mechanism.

B.1 Network Virtualization Module for Omnet++

The definition of a new module for Omnet++ starts with the td@ation of the ele-
ments and infrastructures that compose the simulatiom@mwient. In Omnet++, a mod-
ule is composed of the specification of the simulation elémside NED files and the
implementation of such elements using the Omnet++ librappsrt and the C++ lan-
guage. It is out of the scope of this section describe theldefzOmnet++ simulator, and
further information can be found under the online docunemaOMNET++, 2010).
The network virtualization model developed is based on the€t++ 3.4b2 version.

There are two basic types of modules that can be defined in ©mi34b2: com-
pound (identified by théModule” term in the NED file) and simple modules (identified
by the term“simple”). The former can be composed of submodules, parameters, and
gates, while the latter can be composed of parameters aesl. gdie users’ of Omnet++
are free to implement the simple modules defined inside the fEs, but the compound
modules are automatically generated by the Omnet++ siowkigure B.1 illustrates the
compound and simple modules defined for the network vidadbn module.

An hierarchy of modules is established in Figure B.1. The legel shows th&elf-
OrganizingVirtualNetworknodule that corresponds to the simulation environments Thi
means that the network environment to be simulated can b@ased ofPhysicalNode
modules,RequestFactorand RequestFactoryManageimrhose three modules are in the
second level of the hierarchy. It is possible to instantratee than ond>hysicalNode
module inside th&elfOrganizingVirtualNetworgcope. However, there must be only one
instance oRequestFactorgndRequestFactoryManagetside the network environment.
Figure B.2 shows the graphical interface of Omnet++ andgmtsshow the second level
of the hierarchy of modules is instantiated. TRequestFactoryand RequestFactory-
Managermodules are used to determine the request rate of the tresismiamong the
physical nodes, while thehysicalNodenodule encloses the core elements of the network
virtualization environment.

Inside thePhysicalNodehere are the modules that compose the third level of the hier
archy: VirtualManager Storage SelfOrganizationVirtualEntitiesMonitor VirtualNode
andVirtualPipe The elements illustrate in Figure B.1 with the “*” mark aret mstanti-
ated directly in the NED file, but they are deployed dynantycatcording to parameters
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Module: SelfOrganizationVirtualNetwork

Module: PhysicalNode

Simple: VirtualManager
Module: Storage

*Simple: StorageSlice

*Simple: SelfOrganization

*Simple: VirtualEntitiesMonitor

*Module: VirtualNode
*Simple: Virtual Application

*Simple: VirtualPipe

‘ Simple: RequestFactory ‘

‘ Simple: RequestFactoryManager ‘

Figure B.1: Illustration of the elements composing the mekwirtualization module
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Figure B.2: Instantiation of the network virtualization che

during the startup phase of the simulation. TWigualNodeand VirtualPipe modules
are optional and the others are mandatory insidePtmgsicalNodemodule. Figure B.3
depicts how the third level modules are organized.

TheVirtualManagerandSelfOrganizatioimodules are the core elements for the self-
organizing P2P approach proposed in this thesis. Basedanfdrmation extracted from
the VirtualEntitiesMonitorthe core elements can perform their tasks. The details of the
monitoring process are presented later on the text.
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Figure B.3: Virtual elements representation inside phaisiodes

Finally, the forth level of the hierarchy of modules regatiusVirtualNodeand Stor-
agemodules. The simple moduldsrtualApplicationand StorageSliceexist whenever
there is avirtualINodemodule deployed inside thehysicalNode The VirtualManager
controls eactStorageSlicassociated to eacVirtualNodedeployed inside &hysicalN-
ode An instantiation of the forth level modules is depicted igu¥e B.4.
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Figure B.4: Storage and virtual node modules representatio

Aiming at designing a very flexible and configurable simwatmodule, many pa-
rameters were defined to characterize the features of eabfdhe defined compound
and simple modules. Based on those parameters it is possibtanfigure: (i) number
of physical nodes, and inside each physical node it is alssiple to define the number
of virtual nodes and virtual pipes; (ii) physical and vidtnatwork links features, such as
bandwidth, delay, and error; (iii) the transmission rat&d of requests for each virtual
application inside the virtual nodes; (iv) monitoring intals and self-organizing evalua-
tion cycles. The flexibility on the configuration of the emnment enables that different
scenarios of simulation could be created without the négesikrewriting the Network
Virtualization module.

B.2 Monitoring Process

The self-organization of the virtual elements inside thesstate network is only pos-
sible if accurate monitored information is provided for thexision-making mechanism.
Therefore, an special monitoring process was developethéoself-organizing P2P ap-
proach. This process is composed of two phases. The firstsahe acquisition of raw



158

information that is illustrated in Figure B.5. The seconthis manipulation and storage
of such raw information (depicted in Figure B.6) so that it e later on handled by the
SelfOrganizationmodule.

PhysicalNode
VirtualNode - VN1 StorageSlice - VN1
onEs - E888 )

StorageSlice - VN2

VirtualNode - VN2 .
- Bes )

i
; : i

ssas VirtualNode - VN, ' I Storageslice - VN,
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D C] D A A A Size of Network Packets 8 88 Size of IO Packets - - = - » Monitoring Actions

Figure B.5: Gathering monitoring information insiBdysicalNode

VirtualEntitiesMonitor

Cj Timestamp ﬂmmA Statistical Information @ Monitoring Control Loop

Figure B.6: Monitoring control loop insidéirtualEntitiesMonitormodule

The raw information is actually the size of the network andoEakets that are trans-
mitted/received by the virtual elements (virtual nodesipep and storage slices). In the
substrate network provider perspective, the importarmdrimétion is the amount of data
being used by the virtual slice and not which kind of inforroatis inside each packet.
Based on this perspective, the substrate network provaeratso enable transparency
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between the management of the substrate network and whegbehing inside each vir-
tualized network. The size of each arrived/sent padket faw information) is stored in
temporary buffers calleBirst Level Monitoring Buffersas illustrated in Figure B.5.

The acquisition of raw information is an asynchronous pssdéat depends on the
activities of the virtual slices being monitored inside fite/sical node. Therefore, there
is not an specific monitoring cycle to gather the informatidrihe First Level Monito-
ring Buffers In contrast, Figure B.6 illustrates that the monitorinprmation inside
the Second Level Monitoring Buffers generated every monitoring cycle inside tie
tualEntitiesMonitormodule. Statistical operations are applied to the raw m#dron and
the result is stored in th8econd Level Monitoring BufferEinally, theSelfOrganization
module uses this statistical information to evaluate thedraf performing some reorga-
nization of the virtual elements.
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APPENDIX C - TOPICOS INVESTIGADOS

Esse apéndice tém como objetivo apresentar de forma coanpaprincipais topicos
investigados nesse tese. Inicialmente, a motivacao paliaagdo desse trabalho sera ap-
resentada. Em seguida, os principios da tese serdo defendissutidos. A metodologia
de execucéo da investigacao deste trabalho, baseia-sas@adkimento de estudos de
caso. Sendo assim, dois estudos de caso sdo examinadotesessapresentados nesse
apéndice. Para finalizar, as discussdes finais, conclusfasa¢hos futuros séo relatados.

C.1 Motivacao

Gerenciamento de redes é uma disciplina importante cujipal objectivo é a
manutengdo das infraestruturas de comunicacdo e o fumeesria correto de servigos
de rede. Ao longo dos anos, varios desafios foram enfrenaelascomunidade de
pesquisa em gerenciamento de redes. Exemplos de tais des@dtodefinicdo de pro-
tocolos de gerenciamento de redes padronizadgssSimple Network Management Pro-
tocol (SNMP) (HARRINGTON; PRESUHN; WIIJNEN, 2002)ommon Open Policy
Service(COPS) (PEREIRA; GRANVILLE, 2008), NETCONMgtwork Configuration
(BHUSHAN; SCHONWALDER, 2009); investigacdo de formas deaicao das oper-
acOes de gerenciamento de redesg, centralizado e distribuido (MARTIN-FLATIN;
ZNATY; HABAUX, 1999) (SCHONWALDER; QUITTEK; KAPPLER, 200)(PAVLOU,
2007). Embora as pesquisas propostas até agora tenhaduitto melhoramentos no
gerenciamento de redes, existem inUmeros novos desafqpséducao da intervencao
humana, heterogeneidade, escalabilidade, confiabijdpten&o estdo completamente
cobertos pelas formas de gerenciamento até entdo propAstamunidade de pesquisa,
dessa forma, comecou a investigar novas alternativas delagsin e desenvolvimento
de solucdes de gerenciamento de redes (SCHONWALDER e0ab)2

Uma das alternativas investigadas é o uso de computacaedauitta em gerencia-
mento de redes (SAMAAN; KARMOUCH, 2009). O termo Computagddonomica
(Autonomic Computing - Adoi usado pela primeira vez em 2001 (HORN, 2001) e sua
definicdo mais aceita foi apresentada por Kephart and CKES¥HART; CHESS, 2003).
As principais ideias por tras da computacdo autonémica s@&dwgdo da intervencao
humana e o aumento do comportamento autbnomo dos sistergasafto-configuracéo,
auto-monitoramento). Na visdo da comunidade de gerenoiande redes, existem tam-
bém evidéncias do uso de termos como comunicac¢des aut@g)maito-gerenciamento,
e propriedadeself-* para referenciar as ideais relacionadas com computagadamica
(SAMAAN; KARMOUCH, 2009) (STRASSNER et al., 2009) (BOUABH\:t al., 2010)
(MANZALINI; ZAMBONELLI, 2006). Outra alternativa explorda pela comunidade
cientifica € o emprego de tecnologias Peer-to-Peer (P2Rphages de gerenciamento
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de redes. O uso de P2P tem sido reivindicado como sendo uteaafternativa para o
melhoramento da conectividade entre dominios adminigieaheterogéneos, escalabil-
idade, confiabilidade, e cooperagéo entre os gerentes (MRAK et al., 2005) (XU

et al., 2008) (FIORESE; SIMOES; BOAVIDA, 2009). De fato, tetatura mostra que as
investigacOes sobre o uso de propriedasidls* e tecnologias P2P constituem as maiores
correntes de alternativas atualmente seguidas pela cdadende pesquisa em gerencia-
mento de redes.

Geralmente, as investigagdes relacionadas com propasdalfi* e computagéo au-
tondmica aplicadas ao gerenciamento de redes focam nacdefide modelos de alto
nivel (STRASSNER et al., 2008) (BERGLUND et al., 2008)(CHOH! al., 2009), tais
como ontologias (SERRANO; SERRAT; STRASSNER, 2007) (KENEEWIS; SUL-
LIVAN, 2007) (FUENTES; VERGARA; CASTELLS, 2006) e politisa(SIMMONS;
LUTFIYYA, 2005) (MEER et al., 2006) (ZHAO; CHEN; CRESPI, 280(HADJIANTO-
NIS; PAVLOU, 2008), que séo capazes de conduzir as acdes@ut’® do sistema. Em
contraste, pesquisas aplicando P2P ao gerenciamentosdes@mlbasicamente focadas na
definicdo de infraestruturas de comunicacao da solucaordeagamento (GRANVILLE
etal., 2005) (BARSHAN; FATHY; YOUSEFI, 2009), infraestaués de suporte a dissem-
inacdo de informacdo (YALAGANDULA et al., 2006) (BINZENH@R et al., 2006) e
a conectividade dos elementos de gerenciamentn gerentes, agentes, dispositivos)
(ZHOU; RENESSE, 2005) (FALLON et al., 2007). Sendo assinaliaando o caso das
propriedadeself-* vé-se o problema da falta de investimentos aproximando oelo®
de alto nivel as infraestruturas de gerenciamento, enguntaso de solucédo baseadas
em P2P experiencia-se o problema oposto. Neste sentiqujgadeself-* e P2P con-
stituem técnicas complementares, cujo uso conjunto deksestécnicas pode ser ex-
plorado como uma nova alternativa na modelagem e desemait® de solugbes de
gerenciamento de redes.

Atualmente, existem pesquisas mostrando a viabilidadetiizagdo integrada de
propriedadeself-* e tecnologias P2P. Por exemplo, existem propostas utiaamno-
priedadesself-* para prover um melhor gerenciamento da prépria rede P2PA(BEJ
GHOSH, 2004) (SACHA et al., 2006) (JONES et al., 2009). Qupeopostas, em-
pregam propriedadeself-* para melhorar o desempenho de sistemas P2P (NTARMOS;
TRIANTAFILLOU, 2005) (BISKUPSKI; DOWLING; SACHA, 2007) (XE; MIN; DAI,
2009). Entretanto, o emprego conjunto de propriedaeds* e P2P com o objetivo de
construir solugcbes de gerenciamento de redes néo foi, até,agxtensivamente inves-
tigado, e as potencialidades e desvantagens dessa unidauaam incertas. Por esse
motivo, essa tese visa introduzir novos conhecimentosias@svolvendo a integracao
de propriedadeself-* e P2P no contexto do desenvolvimento de novas alternataras p
a modelagem de solugfes de gerenciamento. Para condunicespo de introducéo de
novos conhecimentos, esta tese estabelece uma linha dtigagéo baseada em uma
hipétese e em perguntas fundamentais, que sédo apreseaisepsr.

Hipdtese.“A combinacao de propriedadesself-* e técnicas P2P habilita
a modelagem e o desenvolvimento de aplicacdes de gerenciatnale redes
verdadeiramente distribuidas e cooperativas.”

Perguntas fundamentais associadas a hipotese foram dsfimidsdo apresentadas
abaixo, com o intuito de guiar as investigacdes dessa tese.
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Pergunta fundamental |. Quais séo as caracteristicas introduzidas pelas propriksa
self-* e técnicas P2P na modelagem e execugéo de solu¢cbesatecimento de
redes?

Pergunta fundamental Il. Quais sédo os beneficios do emprego de técnicas self-* P2P
na construcéo de solucdes de gerenciamento de redes em iag@pas formas
self-* centralizado ou self-* hierarquico?

Pergunta fundamental Ill. Quais os custos impostos pelo uso da forma self-* de geren-
ciamento de redes?

A metodologia utilizada para executar as investigacoeseédua no desenvolvimento
de estudos de caso e na obtencaasksesle integracdo da modelagem das propriedades
self-* e P2P para o gerenciamento de rede. Dois estudos de casodefiamdos. O
primeiro investiga o uso da propriedade de auto-cura e P@Popgerenciamento de fal-
has de plataformas de gerenciamento. O outro explora o tesgréio da propriedade de
auto-organizacao e interacdes P2P com intuito de gereacjaantidade de trafego em
ambientes de rede virtualizados. Baseado na observac@amdaseristicas de cada uma
das solugdes desenvolvidas nos estudos de caso, foi datsivar resultados relaciona-
dos com o uso integrado das propriedasiel-* e P2P para o gerenciamento de redes.
Esses resultados sdo analisados de forma a responder astpsriyindamentais dessa
tese. Além disso, essas respostas também constituem abuwigdes dessa tese para a
area de gerenciamento de redes.

C.2 Principios da Tese

A literatura mostra que o desenvolvimento de solu¢des dmgmmento de redes tém
sido focada em aspectos ligados a protocolos, arquitefuaaseworkse APIs -i.e. as-
pectos morfologicos - enquanto a modelagem das aplicagdgsrénciamento tém sido
negligenciada. Pressionados pelos desafios da area, aidacteide gerenciamento de
redes comecgou a empregar solu¢cdes mais sofisticadas, caregguoplo propriedades
self-* e técnicas P2P. Entretanto, a maior parte dessas solu¢@esafisticadas ainda €
focada nos aspectos morfoldgicos do gerenciamento de. réshegaralelo, discussdes
sobre a falta de solucdes realmente distribuidas e coo@exahlém da falta de inves-
timentos em algoritmos, comecaram a ser enfatizadas pelarédade de geréncia de
redes (SCHONWALDER et al., 2006), mas nenhuma soluc&o fgigsta até agora.

Em vista de situac&o descrita acima, as investigacoes zmadnessa tese sao dire-
cionadas a explorar diferentes angulos e aspectos daguepeegados até entde., dos
aspectos morfoldgicos. Nesta tese, é de interesse espramalnar como as aplicacdes
de gerenciamento de redes podem ser modeladas quand@as$éswiisticadas como pro-
priedadeself-* sdo combinadas com a natureza distribuida de tecnologtasieas P2P.
O objetivo € investigar as capacidades de conectividad®gecacao de P2P como an-
cora para prover verdeira distribuicdo e cooperacao naieedae aplicacdes de geren-
ciamento de redes que utilizam propriedasielé-*.

A quantidade de ambientes de redes que poderiam ser iradstigessa tese € muito
grande. Entretanto, indiferentemente a natureza da reslenaua (cabeado ou néo
cabeada), mudancas dinamicas e a necessidade de redugderdancdo humana séo
algumas das caracteristicas mais presentes nas redes deata tese, acredita-se que
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a presenca dessas caracteristicas implica um conjuntoigspele requisitos de geren-
ciamento, e esse conjunto justifica o emprego de aplicagbgem@nciamento de redes
baseadas erself-* P2P. Osrequisitos de gerenciamentale redes considerados nessa
tese sdo:(i) uso eficiente dos recursp§ii) acbes gerenciamento ageifii) acoes de
gerenciamento devem ser transparentes para 0os usuariggntio os recursos da rege
(iv) explorar mais comportamentos paralelos e simultanmessagOes de gerenciamento

Com o intuito de desenvolver a alternatself-* P2P para o gerenciamento de re-
des, tornou-se necessario a definicdasseesde integracdodas propriedadeself-* e
P2P. Através da utilizacao dssuegle integracao pode-se desenvolver modelos, arquite-
turas, e algoritmos. Nesta tese definiram-se o0s segusstesgle integracaofi) gerentes
devem ter uma imagem comum sobre a tarefa de gerencianfentdilizacao de infor-
macdes locaig(iii) utilizacdo de algoritmos paralelos e distribuidosneo processo de
deciséao (iv) criacdo de self-elements simplds) reducdo da coordenacédo explicita e
global. Tendo como base o emprego dssuesde integracéo, os estudos de caso foram
modelados e desenvolvidos.

Nesta tese, dois estudos de caso foram examinados. O mrigsérrelacionado com a
investigacéo de auto-cura e P2P para o gerenciamento ds téhsistemas de monitora-
mento. O segundo estudo de caso explora auto-cura e intsrB@» a fim de gerenciar
0s recursos fisicos em ambientes de redes virtualizadagséigdo mais detalhada de
cada estudo de caso é feita a seguir.

C.3 Estudo de Caso | - Auto-cura de Plataformas de Monitorameto

Monitoramento € essencial no gerenciamento de redes pss#itar a identificacédo
de problemas na infraestrutura de comunicacao das orgéezanodernas. Entretanto,
0s sistemas de monitoramento atuais ndo sao capazes deregcgus proprios elemen-
tos que falharam, forcando o administrador da rede a reaupsnualmente o sistema
de monitoramento ocasionalmente em falha. Este estudosde par esse motivo, ataca
esse problema através da introducdo da propriedade awtarawsolugdo de monitora-
mento. A proposta desse estudo de caso combina a dispdadslie transparéncia de
comunicacao deverlaysP2P com a propriedade de auto-cura.

A modelagem e a avaliacédo da solucéo de auto-cura P2P fotaradss para a con-
strugcdo de um sistema de monitoramento de Controle de AedRede Ketwork Access
Control - NAC). A solucao é capaz de prover a propriedade de autoattamés da di-
visdo de processos distintos: as funcdes de deteccao ds maltecuperacao do sistema.
A deteccao de falhas € executada dentro dos servicos decgenemto que monitoram
dispositivos finais, enquanto a recuperacao € realizadagreicos especiais chamados
self-healing(o qual decide quando novas instancias de servigcos em falreardser ati-
vadas) eself-configuratior{que € responsavel por ativar as novas instancias dos@rvic
como reacado das decisOes tomadas pelo seseif¢dealing.

Através da analise dos resultados experimentais, poderstua que o numero de
instancias dos servigcaself-healinge self-configurationmn&o influencia tanto a perfor-
mance do sistema. Esses resultados também permitem afumasdalhas simultaneas
de servigos de gerenciamento ndo influenciam expressivaragoerformance. Sendo
assim, um administrador de redes que deseje empregar @&saegnonitoramento com
auto-cura ndo deve concentrar seus esforcos em encontratimero ideal de instan-
cias deself-healinge self-configuration Os experimentos utilizaram 2 e 4 instancias,
respectivamente, e o sistema respondeu satisfatoriani@fdéo que deve ser observado,
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entretanto, € a solugcédo de comunicacao em grupo disporavelde gerenciada: multi-
cast permite uma recuperacdo mais rapida com um consuma men@fego de rede.
Infelizmente, multicast IP nem sempre pode ser providojeashacaba sendo a solugéo
escolhida nessas circunstancias.

Os aspectos mais importantes que devem ser observadosigacsde auto-cura sdo
0 numero deeersutilizados nooverlayde gerenciamento P2P, e o nimero de instancias
dos servicos. Com um numero pequeno de instancias, nde eesessidade para uti-
lizacdo de muitopeers Entretanto, com um grande numero de instancias, o nimero de
peersdeve aumentar consistentemente, caso contrario, na oc@arréde falhas o tempo
de recuperacdo ird aumentar e mais largura de banda setdrédasem vista do intenso
trafego P2P gerado. Além das consideracdes relacionadaa performance da solucao
de auto-cura P2P, existem importantes aspectos ligadosl@agem do comportamento
cooperativo dessa solucdo. A solucao proposta apreseatpastura de cooperacao in-
tencional, e para atingir tal postura utiliza os seguintétonios de cooperacdo: uso de
grupos, comunicacao, especializagéo, colaboracéo atdavéompartilhamento de infor-
macoes, e coordenacao de tarefas.

C.4 Estudo de Caso Il - Auto-organizacao de Recursos Virtuai

De acordo com pesquisas recentes, virtualizacdo é um éépromissora para o de-
senvolvimento de redes futuras (CHOWDHURY; BOUTABA, 20QN)EBERT et al.,
2008)(FEAMSTER; GAO; REXFORD, 2007)(BERL et al., 2008).d®ia chave esta na
identificacao e separacao de dois papeis: o provedor daatthgtie possui e mantém a
rede fisica, e o provedor virtual que constroi sua infradsta através do aluguel de fatias
de recursos do provedor do substrato. Considerando o povethal como um entidade
que vende servi¢os, a vantagem da virtualizacdo esta nddagoe os custos de execu-
tar uma infraestrutura fisica podem seitsourcecpbara um provedor externo. Um desafio
importante em virtualizagdo de redes é o gerenciamenteedassos do substrato da rede.
Técnicas de gerenciamento sofisticadas devem ser utiizsdaal gerenciamento. Algu-
mas dessas técnicas oferecidas por alternativas de awocgeanento destacam-se como
apropriadas para resolucéo dos desafios de gerenciar &finiEmte o uso dos recursos
do substrato. Esta tese, desta forma, mostra como a indegdacpropriedade de auto-
organizacao e técnicas P2P podem ser utilizadas no garerdia dos recursos da rede
do substrato.

Na solucdo proposta, ao invés de utilizar somente as cauisdde conectividade
das infraestruturas de P2P e manter a forma de gerenciaaemnéale baseada em hier-
arquias e delegacao, sédo fortemente utilizados modelostei@¢des P2P cooperativas
para realizacdo da tarefa de auto-organizagdo. O modgostmesta fundamentado na
identificacdo de elementos gerencidveis com perspectiraplementares. A unido da
propriedade de auto-organizacdo com iteragOes P2P resultana alternativa de auto-
organizacdo P2P capaz de reorganizar os elementos da mreahkeediempo de execucao.
Essa alternativa pode ser empregada se as seguintes @mntbgdm atendidas: (i) os
elementos que precisam ser movidos estdo gerando/recetrafedjo de rede; (ii) existe
um trafego decut-throughdentro da rede; (iii) existe uma abstracéo entre a rede de mai
baixo nivel e a infraestrutura de mais alto nivel onde os efeas que devem ser movi-
dos estdo executando; e (iv) € possivel identificar perspsatomplementares para um
mesmo evento que possa estar acontecendo nos elementividasvoa reorganizagao.
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De fato, as perspectivas complementares séo a principahganodelagem da solucéo
de auto-organizacao P2P, porque elas criam as condi¢Ges pasenvolvimento de um
postura cooperativa. A ideia de compatrtilhar a respondabié da tomada de decisao
(entre as entidades que querem mover Seus recursos e assgjardesceber tais recur-
sos) forma a base da construcédo dos seguintes métodos deragip uso de grupos,
comunicacao, colaboracao através do compartilhamentofdienacoes e decisoes, e a
coordenacdao de tarefas. Complementando as considerat@esisnodelagem, os exper-
imentos mostraram que os beneficios da utilizacdo da soldeauto-organizacdo P2P
sd0 mais expressivos em termos de reducéo da carga de tdéfege quando compara-
dos com a laténcia dos pacotes. Na realidade, a alta lat@ssvada durante o processo
de reorganizacao é um importante aspecto que deve ser atlsgpois ela pode se tornar
uma questao que previna a utilizacao da solucao proposté@emndes cenarios.

C.5 Discussao dos Principais Resultados

A alternativaself-* P2P foi concebida para ser uma solugéo de gerenciamentdete re
e servigos completamente distribuida e cooperativa. A thasel alternativa esta no fato
de que ela explora o desenvolvimento de aplicacdes de gamegtto mais sofisticadas,
que utilizam caracteristicas paralelas, distribuidasne@wentes dos ambientes em que
estainserida. Por essa razaoisssiesle integracdo agem como um guia de como se deve
atingir o desenvolvimento das aplica¢des sofisticadagatise Esta tese mostrou que ex-
iste um casamento entre os atributos de concorréncia defipor Zomaya (ZOMAYA,
1996) e ogssuede integracéo estabelecidos para a modelagem de solsgipe2P.
Esse casamento prova a forte tendéncia da alterrsli<i P2P em empregar mecanis-
mos paralelos, distribuidos, concorrentes, e cooperatlesde a fase de concepcédo das
aplicacdes de gerenciamento.

A analise dodssuesde integragdo mostrou que existe uma clara distingédo estre a
estratégias empregadas em cada estudo de caso. O primeir@uto-cura P2P - uti-
liza uma estratégia mais distribuida para resolucdo ddgrabde recuperacdo do sis-
tema. Grupos self-elementsom papéis distintos sdo orquestrados a fim de prover a pro-
priedade de auto-cura. Diferentemente, a solucao de agémi@aacdo P2P possui uma
estratégia mais individualizada com a interacdo baseadaegoenos grupos formados
por vizinhos para prover a propriedasigf-*. Embora as estratégias sejam muito difer-
entes em sua forma, o objectivo final da modelagem e deseémesito de solucdes de
gerenciamento completamente distribuidas e cooperdtivaingida em ambas estraté-
gias. A comparacdao isolada dos métodos de cooperacadadtipelas solucdes de auto-
cura P2P e auto-organizagcéo P2P, poderia levar a conclesgioedas duas solugdes séo
muito similares. A partir dessa conclusdo, poderia-segreqsge uma mesma estratégia
de obtencédo de comportamento cooperativo foi adotada poassolucdes. Entretanto,
como provado pela discusséo anterior, as estratégias asatemodelagem das solucdes
sdo completamente diferentes em sua esséncia, e uma Btéon& surge a partir dessas
duas analises.

Essa inconsisténcia entre 0 que pode ser esperado dos sé®adooperacdo e as
formas evidenciadas de modelagem da cooperacdo levam ls@mae que existem
relacionamentos implicitos entre @suesde integracdo, as caracteristicas para prover a
propriedadeself-*, e os métodos de cooperagdo. O ponto inicial para efetuaanéise
mais detalhada desses relacionamentos esta no fato de Qoe tipos de propriedades
self-* podem ser modeladas com quase 0os mesmo métodos de cooperdiEtanto, as
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caracteristicas para prover a propriedsele-* sdo completamente diferentes.

A concluséo retirada dos fatos citados acima é que existimedtes niveis de coop-
eracdo associados com as alternatseds* P2P propostas nesta tese. Além disso, esses
niveis estdo intimamente relacionados com o tipo da nawapropriedadself-*, i.e.,
se elas podem ser divididas em multiptedf-elementsu se sao indivisiveis e providas
por um unico tipo deelf-elementCom base no raciocinio descrito, foi possivel identificar
duas dimensdes associadas com alternasgtis' P2P: a natureza da propriedasdf-*

e 0s niveis de cooperacdo. A dimensao na natureza das plegesself-* € composta
pelas categorias divisivel e indivisivel, enquanto a dsderdos niveis de cooperacao &
composta pelas categorias elemento, tarefa, e sistema.

O processo de modelagem de uma propriedatfe* pode comecar pela definicdo de
qual o nivel de cooperacao sera empregado ou por qual tipatdeema da propriedade
self-* deseja ser utilizada. No momento em que uma das dimensfead@ fxoutra
serd uma consequéncia direta da primeira. Além disso, aigifinla modelagem de
propriedadeself-* implica indiretamente em quais tipos de capacidades P2enpsér
exploradas. E importante ressaltar que capacidades R&Roreldas com infraestrutura
podem ser exploradas por quaisquer modelagens das pregegdEntretanto, essa afir-
macao tende a ndo ser valida para capacidades P2P relasatad aplicacoes.

C.6 Conclusdes e Trabalhos Futuros

A investigacdo conduzida nessa tese mostra a unido dositosnde alto nivel de
propriedadeself-* com capacidades P2P tanto de infraestrutura como de gicRara
guiar essa investigacdo, uma hipotese foi definida e a megideempregada para ver-
ificar essa hipotese baseia-se na definicdo de requisitosrdeaiamentoissuesde in-
tegracdo para a modelagem conjunta de propriedselé$ e P2P, e a identificacéo e
desenvolvimento de dois estudos de caso. O primeiro exaloradelagem de auto-cura
P2P para a manutencgéo de plataformas de gerenciamentoede eaduanto o segundo
investiga a auto-organizacao P2P para o gerenciamentoutsos em ambientes de redes
virtualizadas. Os resultados experimentais mostram qu® entegrado de propriedades
self-* e P2P minimizam a interveng¢éo humana e melhoram a perfomdasctarefas de
gerenciamento de redes. As principais contribuicbes dessaao listadas abaixo.

e A alternativaself-* P2P possibilita a definicdo de um comportamento completa-
mente distribuido e verdadeiramente cooperativo nas@edutde gerenciamento de
redes.

e A alternativaself-* P2P muda o angulo de desenvolvimento das solucdes de geren-
ciamento de redes dos aspectos morfolégicos para os medalcie com os algorit-
mos. O foco passa ser explorar comportamentos paralelasperativos dopeers
de gerenciamento que executam os algoritmos de gerend@men

e O gerenciamento pode ser embutido dentro dos elementosgeries sem a neces-
sidade de gerentes externos. Dessa forma, existe um supater para execucao
simultanea e paralela de acdes de gerenciamento.

e As duas contribuicdes do primeiro estudo de caso. Primeméma definicdo de
uma plataforma de gerenciamento capaz de recuperar iregatecgerenciamento
sem a intervengao humana. Segundo, a determinacao denedastietrade-offs
entre o tempo de recuperacgéo e o trafego de rede associado.
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e As contribui¢cdes do segundo estudo de caso sdo: definicAmaearquitetura de
gerenciamento distribuida para virtualizacdo de reddizamdo para tanto apli-
cacOes de gerenciamento de redes baseadas em perspextipdsneentares e in-
teragcbes P2P; introducao de interacOes gesrsvizinhos representa uma quebra
de paradigma das solucdes até entdo desenvolvidas no carmgrugdnharia de
trafego; definicdo de heuristicas para identificacdo degoafut-throughna rede
de substrato utilizando somente informacao local sem gé&pde pacotes.

Nesta tese, também foram identificadas outras oportursddel@esquisa a partir da
investigagao conduzida. Dois exemplos principais degsagunidades de trabalhos fu-
turos séo: (i) investigar quais sdo as consequéncias dalagede de multiplas e difer-
entes propriedadeself-* utilizando a alternativaelf-* P2P para o mesmo cenario de
gerenciamento de redes; (ii) identificar maneiras de famaabs conceitos introduzi-
dos pela alternativaelf-* P2P para definicdo de aplicagdes de gerenciamento de redes
distribuidas e cooperativas, de forma que o método formedgeer aplicado ao desen-
volvimento de diferentes tipos de propriedadel-*. Para concluir, através do que foi
dito anteriormente, é possivel constatar que o trabalhengel/ido nessa tese mostra
possibilidades de repensar a forma como gerenciamentaddse gemodelado e execu-
tado.



169

APPENDIX D - SCIENTIFIC PRODUCTION

This appendix presents the scientific production achiewsohd the development of
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2. CLARISSA CASSALES MARQUEZAN, Giorgio Nunzi, Marcus Broar, Lisan-
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e Paper category in relation to the ThesBirectly related.

e Description.This paper presents details of the self-organizing P2Poagpr,
such as the heuristics, the distributed algorithm, andhakiation scenario.
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e Status Approved and published.
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approach. The focus of this paper is the motivation why thigvosk vir-
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4. CLARISSA CASSALES MARQUEZAN, André Panisson, Lisandaabenedetti
Granville, Giorgio Nunzi, Marcus Brunner. Maintenance obmitoring Systems
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(DSOM 2008) 22-26 September 2008, Samos Island, Greece, ISBN: 97283-5
85999-4, pp. 176-188

e Status Approved and published.
e Paper category in relation to the ThesIBirectly related.

e Description.This paper presents the self-healing P2P approach applibe t
case study of a P2P-based network monitoring overlay.

5. CLARISSA CASSALES MARQUEZAN, Carlos Raniery Paula dost®a, Jéfer-
son Campos Nobre, Maria Janilce Bosquiroli Almeida, Lianarg&rida Rock-
enbach Tarouco, Lisandro Zambenedetti Granville. Selfiagad services over a
P2P-based Network Management Overlayoceedings of the 2nd Latin Ameri-
can Autonomic Computing Symposium (LAACS 2007)12-13 September 2007,
Petropolis, Brazil

e Status Approved and published.
e Paper category in relation to the ThesBirectly related.

e Description.This paper brings the first insights related to the self-rgangent
elements that later influenced the definition of the sellihgd2P approach.

6. CLARISSA CASSALES MARQUEZAN, Carlos Raniery Paula dos®a, Ew-
erton Monteiro Salvador, Maria Janilce Bosquiroli Almegi&ergio Luis Cechin,
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Web Services and P2P-Based Network Management Ovdtlageedings of the
31st IEEE International Computer Software and Applications Conference
(COMPSAC 2007) 23-27 July 2007, Beijing, China, ISBN: 0-7695-2870-8, pp.
241-250
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healing P2P approach.
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ABSTRACT

WiMAX is a connection-oriented wireless network that pro-
vides guaranteed QoS requirements. One importante com-
ponent in WiMAX QoS provisioning is the Connection Ad-
mission Control (CAC). In order to analyze the admission of
a connection, CAC systems must be aware of the character-
istics of the network. We define such characteristics as ver-
tical and horizontal aspects of WiMAX networks. Current
researches focus on handling vertical aspects, and neglected
the horizontal ones. In this paper, we introduce a self-
adapting CAC design able to handle both aspects. Our de-
sign incorporates self-* properties in order to autonomously
select the most appropriate CAC algorithm, according to
changes on the characteristics of the network. We present
the architecture of the self-adapting CAC system; two case
studies that can benefit from the proposed design; and, fi-
nally, the advantages and challenges of this proposal.

Categories and Subject Descriptors

C.2.1 [Computer Communication Networks|: Network
Architecture and Design

General Terms

Design, Management

Keywords

Connection Adminission Control, Mobile WiMAX, Self-*
Properties, Network Management

1. INTRODUCTION

Worldwide Interoperability for Microwave Access ( Wi-
MAX) has been considered a cost-effective alternative for
metropolitan broadband Internet access when wired solu-
tions are not geographically or economically viable [1]. Wi-
MAX follows the specifications of the IEEE 802.16 standard
[2] and, in practice, both are referred as synonyms. IEEE
802.16 defines five classes of services [2] as part of its strat-
egy to support Quality of Service (QoS). One key compo-
nent in WiMAX QoS provisioning is the Connection Ad-
mission Control (CAC), which is responsible for preventing
a WiMAX network of becoming overloaded by managing the
admission of new connections. In fact, IEEE 802.16 assumes
the existence of CAC but it does not define how it should

be actually designed or implemented, which opens research
opportunities in both academia and industry.

CAC solutions employ, inside each WiMAX base station,
an algorithm that decides whether new connections, reques-
ted by subscriber stations, can be admitted or not. Very
simple CAC algorithms take this decision based on the oc-
cupation of the bandwidth allocated to each WiMAX class
of service [3]; as long as a class of service can accommodate
the traffic of new connections, these new connections are
admitted. Recent investigations, however, take a step fur-
ther and propose more sophisticated CAC algorithms whose
decisions take into account also the dynamics of network
traffic requirements (e.g., maximum latency and tolerated
jitter) and wireless physical conditions (e.g., signal power
and channel bandwidth). In this paper, we call these the
vertical aspects that guide the decisions of a CAC solution.

Considering the current state-of-the-art, there are several
approaches to address the vertical aspects of a CAC decision
[3] [4] [5] [6]. For example, a statistical CAC mechanism
was proposed by Yu et. al. [7] where the CAC decision
considers two classes of services and channel bandwidth.
Bashar and Ding [8] describe an adaptive and cross-layer
CAC solution, where the decision is based on two classes of
services, Signal-to-Noise Ratio (SNR), channel bandwidth,
and signal power. Ghazalt ef. al. [9] present the design of a
probabilistic and self-configuring CAC algorithm that uses
non conventional fuzzy-based admission control method for
downlink connections and considers two classes of services
plus channel bandwidth to make the decision.

Observing the proposals of CAC systems above described,
it is possible to verify that they are designed having in mind
specific sets of network features. Indeed, these sets of fea-
tures are associated to the expected demands generated by
the users, and these demands create a network usage profile.
In this sense, each one of the aforementioned proposals are
associated to one specific network usage profile. However, if
the predominant demands of the users change, the current
CAC proposals are not able to change their behavior in fa-
vor of a more suitable profile. In this paper, we refer as the
horizontal aspects of a CAC solution those that are related
to different profiles. Thus, it is clear to notice that today’s
CAC solutions properly address the vertical aspects, while
partially or fully neglecting the horizontal ones.

Aiming at properly addressing both vertical and horizon-
tal aspects, we propose to rethink the design of traditional
WiMAX CAC. In this article we present a novel CAC design



where properties widely refereed as self-* [10] are incorpo-
rated into the CAC architecture in order to autonomously
select the most appropriate CAC algorithm according to
the predominant network usage profile. Our proposal intro-
duces in traditional CAC architectures three components:
(a) a repository of CAC algorithms from where the most
appropriated one can be chosen; (b) a knowledge base that
stores scheduler feedbacks, traffic requirements, and physi-
cal conditions; and (c) one algorithm devoted to adapt the
CAC system to different network usage profiles. Therefore,
the major contributions of this work are: (i) it addresses
WiMAX dynamics and heterogeneity beyond traffic require-
ments and physical conditions, and (ii) it supports changes
on WiMAX networks without manual intervention.

The remaining of this paper is organized as follows. In
Section 2 we provide the context of this research where the
WIiMAX and CAC are reviewed. The self-adapting CAC
design proposed in this paper is introduced in Section 3.
Two case studies that can benefit from the proposed design
are described in Section 4. The advantages and challenges
of this proposal are described in Section 5. Finally, Section
6 depicts the conclusion of this work.

2. BACKGROUND

WiIMAX is a connection-oriented wireless network, i.e.,
each connection must be first admitted by the base sta-
tion [2]. In order to admit a traffic flow, WiMAX base sta-
tions must receive information from the fixed and/or mobile
subscriber stations requesting a connection (hereafter, sub-
scriber is the term used for both requester stations). The
IEEE 802.16 standard defines ranging and register messages
(Figure 1) to provide such information to the CAC system.

Subscriber Station Base Station

MAC Layer Register
[Connection Manager + »  CAC System
Physical Layer Ranging |
- Messages .
Ranging Manager | |=f-=--=-"="" -

..... Continuous reports Associated to a connection request

Figure 1: WiMAX messages related to CAC System

As presented in Figure 1, ranging and register messages
are exchanged between the subscriber station (through the
ranging manager and the connection manager) and the base
station. Details about ranging and register messages, infor-
mation provided to CAC systems, and the characteristcs of
such systems are depicted as follows.

2.1 WIMAX Messages for CAC Systems

A ranging message is exchanged continuosly between the
subscriber station and the base station. This type of mes-
sage is not associated to a connection request, but to the
physical conditions of the wireless channel used by a sub-
scriber station. Ranging messages are divided in two phases:
initial and periodic ranging. The goal of the initial phase
is the negotiation of transmission power and time synchro-
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nization between the subscriber and the base station. In
this phase the subscriber station receives a basic Connec-
tion IDentification (CID). The periodic ranging phase, in
its turn, starts right after the initial negotiation between
subscriber and base station. In this phase the subscriber
receives a primary CID to exchange two types of messages:
Ranging Request (RNG-REQ) and Ranging Response (RNG-
RSP). These messages are used to handle time variant con-
ditions of the wireless channel between subscriber and base
station. Examples of information inside these messages are
signal power, modulation scheme, and coding rate. In ad-
dition, based on the content of these messages it is possible
to derive other physical information. For example, Signal to
Noise plus Interference Ratio (SNIR) is calculated based on
the signal power information inside the ranging message.

On the other hand, register messages are directly related
to requests to admit a new connection. In order to estab-
lish a new connection, the subscriber station needs to re-
quest a registration in the base station. The registration
is granted after exchanging two register messages: Register
Request (REG-REQ) and Register Response (REG-RSP).
The register messages enclose traffic descriptors that con-
tain information, such as QoS requirements, associated to
the traffic flow of the new connection. Moreover, these mes-
sages can assume three types of actions to manage the QoS
requirements of the connections: Dynamic Service Addition
(DSA), Dynamic Se rvice Change (DSC), and Dynamic Ser-
vice Deletion (DSD). Based on these actions, the subscriber
station can request modifications on its QoS requirements
to the base station in order to handle changes on traffic con-
ditions.

2.2 Providing information to CAC System

As presented above, inside ranging and register messages
there is information that can be used by the CAC system.
Indeed, this information can be used as input parameters for
the decision-making process of admitting or not a connec-
tion. Table 1 shows some information commonly retrieved
from the physical and traffic descriptors of the ranging and
register messages used as parameters in the CAC system.

Table 1: Partial View of Potential Parameters
Type Parameters

Power Level

Available Bandwidth

Physical Modulation and Coding
Descriptor | Handoff
Location Update
Signal to Noise plus Interference Ratio
Minimum Reserved Traffic Rate
Maximum Sustained Traffic Rate
Traffic Maximum Reserved Traffic Rate
Descriptor | Maximum Traffic Burst

Tolerated Jitter
Maximum Latency
Class of Service

The most important parameter, retrieved from the regis-
ter message, is the class of service. The CAC system an-
alyzes all other traffic parameters according to the class of
service informed by the subscriber station. Today, WiMAX
networks support five classes of services: Unsolicited Grant
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Services (UGS), extended real-time Polling Service (ertPS),
real-time Polling Service (rtPS), non-real time Polling Ser-
vice (nrtPS), and Best Effort (BE). Indeed, these classes of
services reflect the heterogeneity of network applications.

Current CAC researches use different combination of pa-
rameters. For example, Lee and Kim [11] uses UGS and
rtPS classes of services, considering minimum reserved traf-
fic rate for each class, modulation and coding scheme, and
SNIR. On the other hand, Qin et. al. [12] employ only
one class of service (rtPS) but they consider more physical
and traffic parameters than the previous proposal (minimum
reserved traffic rate, maximum reserved traffic rate, power
level, SNIR, available bandwidth, handoff, and modulation
and coding scheme). Actually, the parameters used in a
CAC system describe its characteristics.

2.3 Characteristics of CAC Systems

The core of a CAC system is the algorithm that analyzes
the parameters, calculates probabilities (e.g., Connection
Blocking Probability (CBP), Connection Dropping Proba-
bility (CDP), and Handoff Failure Probability (HFP)), and
decides whether a connection should be admitted or not.
The type and number of parameters, and probabilities used
by the algorithm are related to the objectives on running
the CAC system.

According to Ahmed [13] the major objectives on using a
CAC system could be classified into four groups: (i) guar-
antee parameters related to QoS; (ii) manage the network
revenue; (iii) prioritize some services/classes of service; and
(iv) provide fair resource sharing. In fact, an objective for
using a CAC system is related to the definition of a network
usage profile. Currently, CAC systems for WIMAX networks
typically support the execution of one or very few network
usage profiles, which transforms a CAC system into a static

solution that might be able to address vertical aspects but
that fails on properly handling horizontal aspects.

3. PROPOSAL

The main objective of the self-adapting CAC design is to
handle vertical and horizontal aspects associated to WiMAX
networks. To achieve this objective, the features of the net-
work environment (physical conditions and traffic require-
ments) must be constantly monitored by the base station.
Whenever necessary the CAC system must be adapted to
enhance the connection admission analysis on behalf of the
predominant features. The architecture designed to sup-
port execution of CAC decisions, identification of network
features, and adaptation are depicted in Figure 2.

The architecture of the self-adapting CAC design is com-
posed of: three monitors, a Knowledge Base, and two par-
allel levels of execution. The Traffic Monitor and Physi-
cal Monitor receive messages from the subscriber stations.
However, the nature of such information is different, once
the former receives register messages (associated to connec-
tion requests) and the later receives ranging messages (asso-
ciated to conditions of the wireless channel). The Scheduler
Monitor receives feedbacks from the scheduler system inside
the base station. This system is responsible for allocating
the resources (i.e. downlink and uplink bandwidth) for a
connection admitted by the CAC system. All information
received by these monitors is stored for a certain period of
time in the Knowledge Base, and is later used in different
ways by both Running and Adaptation execution levels.

3.1 Running Level

In the self-adapting CAC architecture, the Running Level
is responsible executing a CAC Algorithm that considers



information related to traffic requirements, physical, and
scheduler conditions to admit or not a connection. The
CAC Algorithm is composed of Analysis and Decision el-
ements. The Analysis element calculates the Probabilities
related to connection admission (e.g. CBP, CDP, HFP) and
sends them to the Decision element that evaluate the ad-
mission or not of a connection.

The information used by the Analysis element is retrieved
from both Traffic Monitor and Knowledge Base. When-
ever a request to connect (i.e., a register message) arrives
at Traffic Monitor it is forwarded to the Analysis element
of the CAC algorithm. Once this element has the traffic
requirements of the incoming request, it retrieves physical
information and the status of the bandwidth resources from
the Knowledge Base. The physical information retrieved is
specifically related to the subscriber station requesting the
connection. The Analysis element uses the primary CID of
the subscriber station inside of the received register message
to search the Knowledge Base and get the last ranging infor-
mation associated to the same primary CID. It is possible to
have an accurate information about physical conditions of
each subscribe station on the same coverage of the base sta-
tion and also about the consumed bandwidth, because the
ranging messages and the scheduler feedbacks are stored at
the Knowledge Base.

We believe that the Running Level encourages the devel-
opment of optimized CAC algorithms to manage the changes
on vertical aspects of the network. Meanwhile, the optimiza-
tion of solutions to handle the changes on the horizontal
aspects are delegated to the Adaptation Level.

3.2 Adaptation Level

The components of the Adaptation Level are presented in
Figure 3. The Collector, Predominant Detector, Evaluation,
and Configuration are components designed to execute the
adaptation analysis and enforcement of changes. External
(Knowledge Base and feedback from the Decision element
of the CAC algorithm) and internal (Pool of Network Usage
Profiles and Pool of CAC Algorithms) information are used
by those components to support their processes.

In this work, network usage profile is the term used to
characterize a set of the network features associated to ex-
pected demands generated by users. Most of current CAC
proposals for WiMAX networks consider that a network us-
age profile is defined by a class of service. However, for the
self-adapting CAC design, the network usage profile can be
defined according to classes of services, or traffic require-
ments, or physical conditions, or scheduler conditions, or by
the combination of any of these CAC parameters. Examples
of network usage profiles are shown in Table 2.

The rtPS_Profile is an example of profile associated to
real time applications (e.g., video conference), while Hand-
off-Profile considers all connections that are moving between
two base stations regardless the class of service of the traffic.
We defined that for each network usage profile there must be
an associated CAC algorithm that considers the parameters
specified on this profile. Thus, a network usage profile can
be supported by a base station only if it is stored at the Pool
of Network Usage Profile and its associated CAC algorithm
is stored on the Pool of CAC Algorithms.

Based on the network usage profile, the Collector compo-
nent starts the adaptation analysis. Indeed, the Collector
continuously monitors and processes information retrieved
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Table 2: Examples of Profiles
Network Usage Profile 1

Name rtPS_Profile

Class of Service | rtPS

Traffic Minimum Reserved Traffic Rate
Requirements

Physical Modulation and Coding
Conditions SNIR

Scheduler Available Downlink

Conditions and Uplink Bandwidth
Network Usage Profile 2

Name Handoff_Profile

Class of Service | UGS, ertPS, rtPS, nrtPS, BE
Traffic Minimum Reserved Traffic Rate
Requirements Maximum Latency

Physical Power Level

Conditions Handoff

Scheduler Available Bandwidth
Conditions

from the Knowledge Base following the parameters used to
characterize a network usage profile. During each cycle, sta-
tistical information about each parameter associated to the
network usage profiles are generated and stored in the “col-
lector buffer”. At the end of the cycle, the analyzed data
inside the Knowledge Base must be erased mainly to free
space of the buffers associated to traffic requirements, phys-
ical conditions, and scheduler feedbacks.

The “collector buffer” is then analyzed by the Predom-
inant Detector component to determine which is the pre-
dominant profile so far. This determination is conducted by
matching the statistical information of the “collector buffer”
with the different types of network usage profiles supported
by the base station. At the end of this process, the resultant
predominant profile is stored in a “detector buffer”.
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The FEwaluation component is responsible for analyzing
the content of the “detector buffer”. To determine whether
an adaptation is required, the Fvaluation component has
to go through four stages. First, it extracts statistical in-
formation from the “detector buffer” in order to determine
which is the predominant network usage profile. Second, it
is necessary to identify whether the chosen profile is different
from the current one. If the current and the new network
usage profiles are different, than an adaptation should be ex-
ecuted. In the third stage, the Evaluation component checks
the reliability of the chosen predominant profile by looking
for evidences on the feedbacks arrived from CAC decisions.
Finally, the costs involved to execute the adaptation are
evaluated, and in the end, the adaptation is performed only
if there is a favorable cost-effective tradeoff.

The Configuration component is the one responsible for
enforcing the new predominant network usage profile. Thus,
the Running Level is prepared to change the CAC algorithm
in execution by the one associated to the new predominant
network usage profile. The new algorithm will be retrieved
from the Pool of CAC Algorithms. The interruption of ad-
mitting or not connections must be avoided, and, in this
sense, the exchange process between the running and the
new CAC algorithms is of great importance for the overall
performance of the self-adapting CAC system.

In next section we present some case studies in which the
self-adapting CAC design can be applied in order to im-
prove the network QoS. We present scenarios that describe
ordinary situations observed in current WiMAX networks.

4. CASE STUDIES

In the following subsections we describe two case studies.
One considering vertical aspects of WiMAX networks, and
the other handling horizontal aspects. For each case study,
we show how the self-adapting CAC design can be employed.

4.1 From Fixed to Mobile Mode

In the first case study, imagine a worker listening to an
on-line radio station using for this an WiMAX device con-
nected to the Internet. In a first moment, the worker is at
home, thus, for the WiMAX base station “A”, his/her device
is operating as a fixed subscriber station. Then, in a second
moment, the worker moves from home to the office and keeps
listening to the on-line radio station using the same WiMAX
device. Consider also that the office of this worker is physi-
cally placed in the same coverage area of the WiMAX base
station “A”. In this case, during the movement from home
to the office, the WiMAX device changes its operation mode
from fixed to mobile subscriber in the perspective of the base
station “A”. Finally, when the worker arrives at the office,
he/she keeps being served by the same base station, and the
WIMAX device assumes again a fixed operation mode.

Now, consider that not only one worker is behaving as
described in the scenario above, but that several workers
are behaving like this within the same coverage area of the
WiMAX base station “A”. In this case, some workers might
be requesting new connections in a mobile mode, others will
be finishing their connections on fixed mode and new ones
are initiated, and the connections of those workers that were
initiated in the fixed mode must be kept. Moreover, this sce-
nario of movement usually occurs twice every working day
(i-e., at the time when most workers go to their offices, and
when they return to their homes). Thus, if the network us-

age profile employed during these periods of movement does
not consider important parameters to identify the changes
on the operation mode of the subscribers (e.g., signal power,
location update, and SNIR), than these dynamic changes
will be neglected. The consequence of ignoring these changes
will be the degradation of the QoS requirements of the con-
nections being established during the transition periods.

Fortunately, the self-adapting CAC design can identify
this kind of situation and exchange the network usage profile
on behalf of the new physical conditions of the network. The
components of the Adaptation Level are able to match the
changes on the network conditions with the network usage
profiles supported by the base station. Thus, if there is
a profile that takes into account the subscriber modes of
operation, than there is a CAC algorithm that is able to
analyze those important parameters for this context. In this
way, the CAC algorithm can be exchanged every time the
workers move from home to the office, and vice-versa.

The scenario discussed in this case study is related to
the wvertical aspects of WiMAX networks, where there is
no change on the network demands of the users, (i.e. the
users keep listening to the on-line radio station) but the
changes on physical conditions impact the decisions of ad-
mitting new connections. It is not easy to define a single
CAC algorithm able to analyze the very different and dy-
namic types of traffic and physical parameters. Therefore,
the self-adapting CAC design offers a better support to han-
dle vertical changes on WiMAX networks.

4.2 From Handoff to Service Priorization

In the second case study, we present an example of how
horizontal aspects of WiMAX networks can be treated by
the self-adapting CAC design. For this purpose, imagine a
base station that is physically placed nearby a village and a
highway. Consider that this base station is configured with
a CAC algorithm that prioritizes handoff pattern, i.e., re-
quests of subscriber stations exchanging from one base sta-
tion to another. Due to the placement of this base station,
it is reasonable to think that requests of the handoff pat-
tern should be served first, because such requests poten-
tially belong to mobile stations on the highway, and not to
the subscriber stations on the village. Now, consider that
the inhabitants of the village want to watch the matches of
the National League using their WiMAX connections. This
means that, probably, during more or less two hours the base
station should receive more multimedia connections requests
(i.e., rtPS class of service) than requests of handoff pattern.

Considering the scenario of this case a study, it is very
probable that the CAC algorithm prioritizing handoff ad-
mits any kind of traffic asking for a handoff pattern (e.g., BE
traffic like HT'TP of the users at the highway) regardless the
class of service of new requests. For example, new multime-
dia requests to connect from users in the village (with QoS
requirements) would be dropped or blocked. This situation
reveals an unfair use of WiMAX network resources, specially
if the multimedia has become the predominant traffic.

Despite the fact that there might exist intersections among
the parameters used by a CAC algorithm to prioritize the
admission of handoff pattern and another for multimedia
priorization, the essence of the decision is different. Such
essence is related to the relevant probabilities for each CAC
algorithm. Thus, for this scenario, it is not possible to think
of solely changing the parameters used by the CAC algo-



rithm. Indeed, the network usage profile has changed and
the current CAC algorithm needs to be replaced for another
one able to admit connections according to the new profile
of the network. In this case, the self-adapting CAC design
appears as a proper model to solve the unfair use of the
network presented in this case study.

In fact, both case studies discussed in this section are
typically faced by administrators of WiMAX networks. The
proposed self-adapting CAC design can be used in order
to detect changes in the predominant network profile and
consequently to choose the CAC algorithm that best fits to
the new network usage profile. Although it improves the
network QoS, there are some challenges that must be faced
by the implementation of such a CAC design.

5. ADVANTAGES AND CHALLENGES

The proposed self-adapting CAC design has advantages
but also introduces challenges that should be better investi-
gated. Thus, this section presents these aspects in details.

The first significant advantage of our proposal is to ad-
dress WiIMAX dynamics and heterogeneity beyond traffic
requirements and physical conditions, by using a network
usage profile. Indeed, this advantage creates new oppor-
tunities of researches, once it is necessary to define which
network usage profiles are relevant to improve QoS require-
ments on WiIMAX networks.

The second advantage is to support changes on CAC al-
gorithm without manual intervention. Currently, the CAC
algorithms are normally configured only one time in the fac-
tory, and whether changes are required they are executed
manually by the network administrator through firmware
update. Nevertheless, the self-adapting CAC design dis-
misses this manual intervention due to the fact that it is
able to on-line exchange CAC algorithms.

Moreover, our proposal opens some challenges that must
be investigated in order to guarantee that a self-adapting
CAC design can bring more benefits than drawbacks. The
first challenge is to define which are the characteristics of
a predominant profile, and how to calculate such predomi-
nance based on the match of the records inside the Knowl-
edge Base and network usage profiles supported by the base
station. For example, employing thresholds would be an
initial attempt to determine a predominant profile.

A second challenge is to identify when is the appropri-
ate moment to change the running profile for another one
that represents the new conditions of the network. One al-
ternative to help on identifying the changing moment is to
evaluate the costs to perform the change. In fact, this alter-
native opens news challenges because it is also necessary to
identify which are the relevant information to be considered
for the evaluation of such costs. Avoiding instabilities on the
system is also a challenge. For example, the self-adapting
CAC system should have a protection mechanism to avoid
successive changes in CAC algorithm that might degenerate
the overall performance of the system.

Another challenge that should be investigated is related
to the possibilities of implementing the system. The Run-
ning and Adaptation levels must run in parallel, therefore,
these levels may be implemented in different processors. For
example, the CAC algorithm inside the Running Level must
operate with a very low response time, thus being deployed
in a dedicated processor. However, this algorithm can be
exchanged during the operation of the CAC system. In this
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case, a re-programmable processor would be a better solu-
tion for deploying the Running Level. On other other hand,
the Adaptation Level does not require a fast response time,
so it can be implemented on a general purpose processor.
Finally, we believe that during the implementation of a
self-adapting CAC design several other challenges will ap-
pear and will contribute for the better understanding and
development of QoS support in WiMAX networks.

6. CONCLUSION

The self-adapting CAC design proposed in this paper is
able to adapt to both vertical and horizontal aspects of
WiMAX networks. Two major factors enhance the capa-
bilities of adaptation of this proposal. The first one is the
introduction of a Knowledge Base that temporary stores
the information that impacts the CAC decisions. Second
is the definition of network usage profiles to characterize the
network utilization beyond the simplistic classes of service.
Based on the match of supported network usage profiles with
the information in the Knowledge Base, the self-adapting
CAC system can determine which is the predominant pro-
file and change the CAC algorithm in execution for another
more suitable for the conditions of the network.

The proposed approach creates new opportunities of re-
searches. For example, studies about which are the basic
network usage profiles that must be supported by a base
station; how it is possible to deploy the Running and Adap-
tation levels; determine the relevant information for defin-
ing the costs of adapting the system; etc. Finally, as future
work, we will define the function that describes the predom-
inance of a network usage profile, and provide an implemen-
tation of the architecture presented in this paper.
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Abstract—Network virtualization is an emerging trend claimed One of the major benefits of network virtualization is to out-
to reduce the costs of future networks. The key strategy in source the operational costs associated to physical inias
network virtualization is of sllcmg physical resources (Inks, tures to a single provider. For example, multimedia prosgde
routers, servers, etc.) to create virtual networks composé of X . . . X R
subsets of these slices. One important challenge on network m_ay dgplqy their services, like IPTV Serches, without dregl
virtualization is the resource management of the physical o With high investments on the physical infrastructure [5p A
substrate networks. Sophisticated management techniquetiould a complement, a physical or substrate provider could mul-
be used to accomplish such management. The sophisticatedtiplex its physical network to enforce multiples multimadi
techniques offered by autonomic communications rise as an nroyiders. The resource management of a traditional paysic
appropriated alternative to address the challenges of marging L }
the efficient use of substrate resources on network virtuatiation. networks demands a lot of effort. So, it Is.reas_onalble td(th!n
Thus, this paper proposes a distributed self-organizing mdel to  that resource management on network virtualization reguir
manage the substrate network resources. An evaluation scario even more efforts in order to be successfully accomplished.
is depicted and simulations show that approximately 36.8% © For instance, consider the problem where two distinct sirtu
the network traffic load can be spared when the self-organizig  patworks require conflicting amount of resources in the same
model is enabled in the evaluated scenario. . .

substrate network area. If this problem were detected durin
the deployment phase, the substrate provider could employ
traditional techniques, like traffic matrix optimizationchload

Autonomic communications is a suitable approach to deahlancing, and achieve a successful usage of the substrate
with complex and dynamic networks. The key concept beesources after the deployment of the virtual networks. How
hind autonomic communications is of building sophistidateever, if this problem occurs during the lifetime of the vatu
networks capable of managing themselves in order to demltworks it becomes necessary to make dynamic and on-line
with changes from the surrounding environment. Among tfehanges on the environment. In this case, the employment of
researches employing autonomic communications, the oneslitional techniques present limitations because ineggn
related to virtual technologies deserve special atterdiomto they use a centralized, total-view, and off-line approactee
their complexity, dynamics, and potential to be econonyjcalmanage the network resources [3]. The major limitations are
exploited. Network virtualization is an example of virtualow responsiveness to network changes, overhead intrdduce
technology that is emerging as a promising cost-effectisy the management traffic related to the central entity, and
solution for future network deployments [1]. high latency of analysis and enforcement of changes.

Network virtualization differs from current virtual macta According to the aforementioned, we believe that more
and virtual network approaches. The difference relies @n thophisticated management techniques are demanded in order
type of resources that are virtualized. Virtual machine leyg to cope with changes on the amount of substrate resources use
multiplexing techniques to virtualize CPU, memory, st@sg by the virtual networks during their lifetime. The technégu
and device interfaces [2]. Virtual networks multiplex pitgd offered by autonomic communications, like self-awarenpess
links and build paths connecting edge customers [3]. In theglf-configuration, and self-organizing, rise as an appatgd
case, the network elements connecting the edge custonmtsrnative to address the challenges of maintaining the ef
(e.g, routers, switches, etc.) are not perceived as elementsfiofent use of substrate resources on network virtualinatio
the customers network, but they form a “tunnel” connectinghus, this paper proposes a distributed self-organizingeho
edges. Finally, network virtualization multiplexes albstrate to manage the substrate network resources. This model is
network resourcesi.e., physical links, routers, servers, baséased on parallel and distributed algorithms running msid
stations, etc.) [4]. The resultant environment is a setioéslof each substrate node, and thus dismissing any kind of central
substrate resources that forms an entire new network deghlogntity. Based on local information, the substrate noded#sci
on top of a physical infrastructure. Indeed, this set formsta self-organize the substrate network in order to cope with
virtual network capable of running its own protocols, rogti the changes on traffic loads of the virtual networks. The- self
process, services, and management solutions. organizing purpose is to reduce the overall traffic load ef th

I. INTRODUCTION
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substrate network by moving virtual nodes. of the virtual elements (the virtual pipe). The componerits o
The main contributions of this paper are: the definition of the self-organizing model are: self-organizing and maiigp
distributed management architecture for network virzaglon control loops, and local measurement points.
and the definition of a self-organizing model to maintain an Virtual element modules are the virtual nodes and the Mirtua
efficient resource usage of the substrate network. To walidpipes. There is a conceptual difference between these two
the proposed model, a scenario composed of virtual IPTWftual elements related to what is physically deployedhat t
networks is simulated and evaluated in terms of traffic loalibstrate network and what is perceived by the virtual ne¢wo
and packet latency when the self-organizing model is enlabl&n example that helps on clarifying this difference is presd
and disabled. The results show that approximately 36.8% iofFig. 2, where two virtual networks are deployed on top of a
traffic load can be spared when our self-organizing model ssibstrate network. More specifically, Fig. 2 depicts théuair
employed in this scenario. network topologies and the architecture of the substratiesio
The remainder of this paper is described as follows. Sectisnpporting these virtual topologies.
1l brings the concepts used in this work. The self-orgamjzin
model is presented in Section Ill. The evaluation scenarh a vmm_./-«__, __ w3 )
the associated results are, respectively, discussed dioBec ‘ e """‘\‘. i
IV and V. The related work is presented in Section VI. Finally
Section VII brings the conclusions and future works. ey D
> vz UN2#L3 Vi"“a:\;‘,f;‘)" ork2

Il. CONCEPTS

The high level concepts of the network virtualization model
of our research have been previously described [6]. Now,
we present the details of the modules and components of
the substrate node architecture and concepts that enable th
self-organization of network virtualization environmefig.

1 depicts the substrate node architecture that is compdsed o
three modules: substrate resources, virtual manager,igoélv
elements (virtual nodes and virtual pipes). Fig. 2 helps to
illustrate the concepts that motivates the self-orgagimiodel.

Substrate Network
Topology
&

Substrate Node
Architecture

Node C Node D Node E

Virtual Node
(O vituainode | | Substratenode === Virtual link [ Substrate link

Application

Fig. 2. Substrate and virtual networks perspectives

Virtual Manager

Self-organizing
Control Loop
Monitoring

Control Loop

The substrate network in Fig. 2 is composed of five substrate
nodes (“A’, “B”, “C", “D”, “E"), and six substrate links
(“SL#1", “SL#2", “SL#3", “SL#4", “SL#5", “SL#6"). The
Virtual Network 1 (VN1) is composed of three virtual nodes,
“VN1#NL", “VN1#N2", and “VN1#N3”, being each one re-
spectively mapped to the substrate nodes “C”, “A’, and “E”.
The second virtual network, Virtual Network 2 (VN2), is com-

Substrate Resources

Network
Interface

10 (Buffers,
Memory, Hard disk)

Data plane
mm— Management plane

@  Measurement point

B Virual clements

Fig. 1. Substrate node architecture

posed of 4 virtual nodes, “VN2#N1", “VN2#N2", “VN2#N3",
and “VN2#N4”", respectively mapped to the substrate nodes
“C", “D”, “B”, and “E”. A virtual node corresponds to a set
of physical resources from the substrate node that are wthpp
together and assigned to a virtual network.

Another virtual element is also deployed in the architeztur
of the substrate nodes “B” and “D”, but it is not illustrated
in VN1 topology. This element is the virtual pipe. While the

The substrate resources module comprises the physigalual node is designed to belong to both virtual network
resources of the substrate node, like network interfadg@s, topology and substrate node architecture, the virtual [Bpe
(Input/Output) systeme(g, buffers, memory, hard disk, etc.),designed to be part solely of the substrate node architctur
CPU, etc. The virtual manager behaves as a middlewaned transparent for the virtual network topology.
between the physical resources and the resources that adedeed, a virtual pipe is a “connection” between two non
attributed to the virtual elements. The virtual managep alphysically adjacent virtual nodes. As observed in Fig. 2,
contains the components of the self-organizing model ard omot always two virtual nodes are allocated in adjacent sub-
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strate nodes. For example, the virtual nodes of VN2 are albdes and virtual pipes, it becomes necessary to exectte bot
logically and physically adjaceni,e., logically due to the perspectives inside the same control loop. In this way, the
virtual topology, and physically because they are depldped cut-through traffic associated either to virtual nodes oiueail
adjacent substrate nodes. However, the tuples of virtudéso pipes can be properly identified and self-organizing astion
<VNI1#N1,VN1#N3> and <VN2#N1,VN1#N3> of VN1 are activated. An example of the high level execution of the
only logically adjacent, since the virtual links “VN1#L2'hd self-organizing algorithm is presented in Fig. 3. This fegur
“VN1#L3" connecting the virtual neighbors are mapped tdlustrates the stages of the self-organizing algorithndam
more than one substrate links. For example, “VN1#L2" ithe perspective of receiving and moving candidates. THe sel
actually mapped to substrate links “SL#5” and “SL#6", whil®@rganizing control loops depicted in Fig. 3 are part of the
“VN1#L3" comprises substrate links “SL#2" and “SL#4”.  substrate nodes “B” and “E” previously presented in Fig. 2.
In our view, there is an economical reason that encourages
the use of both virtual pipes and virtual nodes. The deplayme Execution Receiving _ Execution Moving
of a virtual node requires the assignment of more substral

First | Each substrate node makes the local
resources than the deployment of a virtual pipe, becaus S@e O O S
virtual pipes require resources solely for “tunneling”ffica second S S e
and no other complex infrastructure (like applicationgyeek Stage OIS
stacks, etc.). The assignment of substrate resources rtiedns e
costs will be charged to enable the use of these resource tia R M =D
Thus, the higher is the number of virtual nodes, the highe *** R e
are the total costs to deploy a virtual network. Moreover —
depending on the geographical demands, it is not costtiféec | Euh ggggé:{iﬁ}}g&é"ﬂ?ﬁﬂmmm
to deploy two physically adjacent virtual nodes, but someho -
the traffic of one virtual node must arrive in its logically | &, Virtual node is moved.
adjacent neighbor. In this sense, virtual pipes represéggsa — — —
expensive connection between logically adjacent virtoaas. o enizing O el aion O EE;;E%;" e e

Inside a virtual pipe runs essentially cut-through traffic,

i.e, a traffic that is not originated inside the substrate node Fig. 3. Self-organizing algorithm

itself, but it just passes through the network interfacethef

substrate node. This means that for each virtual pipe atsalci

to the traffic of a virtual network there is at least two sultstr ~ Five stages characterize the self-organizing algorithm. O

links that are being used but actually could be spared if tHee first stage, the capacity of the substrate links assatiat

logically adjacent virtual nodes were also physically adjzt. 0 @ substrate node are locally analyzed by both perspective

Thus, aiming to spar substrate link resources we propos@fathe self-organizing algorithm. The analysis starts vifta

self-organizing model that reduces the amount of cut-tijpouidentification of overloaded substrate links. Then, thdfitra

traffic inside the substrate network by moving virtual nodesassociated to each one of these overloaded links is inagstig

on the light of receiving and moving candidate perspectives

Ill. SELF-ORGANIZING MODEL Heuristics are used to identify the cut-through traffic a&sted

The self-organizing model is based on a parallel ari@ €ach perspective. So far, the output of first stage is a list
distributed algorithm that uses local information duririge t Of virtual nodes that should be received and moved by the
decision-making. This algorithm is executed by the selgubstrate node executing the self-organizing algorithm.
organizing control loop inside the virtual manager module On the second stage, if the list of receiving and moving
of each substrate node, as illustrated in Fig. 1. The logzndidates is not empty, the receiving candidate persgecti
information is retrieved from the measurement points by tiaslopts an active behavior while the other perspective adopt
monitoring control loop. Afterwards, the self-organizingd a passive behavior. The receiving candidate perspectivisse
the monitoring control loops exchange the measured inforn message to its substrate neighbor requesting to receive a
tion in order to verify whether a re-organization of virtuavirtual node it supposes that is deployed on such neighbor.
elements is required. Such re-organization is triggerethby Meanwhile, the moving candidate perspective waits for a
detection of an overloaded substrate link and the identifica message from a substrate neighbor requesting to receive a
of cut-through traffic inside this overloaded link. virtual node belonging to its moving candidate list.

A cut-through traffic can be identified under two perspec- The third stage is characterized by the decision of moving
tives: the virtual pipe where the traffic is passing by and virtual node. Whenever the substrate node executing the
the virtual node that is the source generating this traffimoving candidate perspective receives the request message
Analysis of traffic under the virtual pipe perspective isledl verifies if there is a match between the virtual node reqdeste
receiving candidate perspectivewhile analysis considering and its internal list of virtual nodes to be moved. Whether
virtual nodes is calleanoving candidate perspective Con- there is a successful match, the moving candidate perspecti
sidering the fact that inside a substrate node might exigiali calculates the costs of re-organizing the virtual elements
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If there is a favorable cost-effect relationship on this reen substrate node “E” considers “VN1#N3” as a moving
organization, the request to move the virtual node is aeceptcandidate, and waits for a request to move a virtual node
The forth stage is the announcement of the decision flwm VN1 coming from “SL#4”. When this request arrives in
move a virtual node and the reservation of resources to hesbstrate node “E”, there is a match between the virtual node
such virtual element at the substrate node that had its sequbat is requested to be moved (a virtual node of VN1) and the
accepted. Finally, at the fifth stage, the virtual node is @aov virtual node that should be moved from the substrate node

and during the moving process all packets associated to tHi$ (“VN1#N3”"). After this, the self-organizing algorithm
moving virtual node are buffered to be replayed after theafndinside the substrate nodes keeps executing until the kage st
the moving process. An example of the execution of the seffhe resulting environment is presented in Fig. 4(b), where
organizing algorithm is presented in Fig. 4, that is a phrti®VN1#N3" has been moved to the substrate node “B” and the
view of the network showed in Fig. 2. traffic from “VN1#N3” to “VN1#N2", that was considered the
cut-through traffic overloading “SL#4", is not there any m@or

(a) End of first stage

A. Identification of an Overloaded Substrate Link

An overloaded link is the element that starts the evalu-
ation of a possible re-organization of virtual resources on
the substrate network. So, whenever the use on a substrate
link sl overpass the threshold, the next step is to identify
which virtual link inside the overloaded substrate link gng
the major amount of bandwidth. The output of this step is
the list of virtual links overloading the substrate link;

Substrate Node A

Sy
- .

ﬂ SL#3 ‘ / ﬂ ﬁ

Substrate Node B

Substrate Node E

#

SL#1 SL#2 SL#4 SL#6

Ty

Analysis of SL#1
Not overloaded

Analysis of SL#2
Not overloaded

Analysis of SL#2
Not overloaded

Analysis of SL#4

Receiving Candidate - Virtual node

Analysis of SL#3
Not overloaded

Analysis of SL#4

Moving Candidate - VN1#N3

Analysis of SL#6
Not overloaded

(b) End of fifth stage

Substrate Node A

Substrate Node B

Substrate Node E

(OvV Link_sl; list), wherej is the index of thes! connected

to a substrate node. In the sequence, starts the process to
determine whether the flow associated to the virtual link
matches a cut-through traffic pattern. To determine thisl kin

of match, two heuristics were defined and presented below.

B. Receiving Candidate Heuristic

The receiving candidate heuristic identifies a cut-through
traffic when a virtual pipe is associated with the overloaded
virtual link inside si;. This heuristic is based on the com-
parison of the incoming traffic against the outgoing traffic
of a virtual pipe. Two conditions must be followed in order
to declare the substrate node hosting the virtual pipe as a
receiving candidate for a virtual node. First, the incoming
traffic of the virtual pipe must be predominant of;, that
is the virtual link vl of the virtual networkk inside the
substrate links/;. Second, the incoming traffic ari,; must be
. - . forwarded to one or multiple virtual links of the same viftua
The internal state of the self-organizing algorithm at thﬁetworkk on the same substrate node. Evety; belonging

end of the first stage is depicted in Fig. 4(a). The links th OuvV Link sl is analyzed under these conditions
are not considered overloaded (“SL#1", “SL#2", “SL#3", an vV Lank st | yzedu “ '

“SL#6") are discarded from the analysis of the self-orgamjz C. Moving Candidate Heuristic
algorithm, while the overloaded one “SL#4" has its traffic The moving candidate heuristic verifies if a virtual node
investigated. When substrate node “B” analyzes the substr generating the outgoing traffic ari,;. Thus, we compare
link “SL#4", it discovers that this link is overloaded by thethe outgoing traffic against the incoming traffic of eachuait
incoming traffic associated to the virtual pipe of VN1. Basefihk viy; inside theOvVLink si; list. We assume that a virtual
on this, the self-organizing algorithm on substrate nodeé “Bhode uses not only virtual link resources to originate ditraf
declares itself as a receiving candidate for a virtual node flow in vy, but it also uses 10 capacity. For example, before
VNL1. During the first stage there is no communication betwe@ransmitting packets, the application inside the virtuati®
neighbors, and thus the self-organizing algorithm on satest needs to buffer these packets and for doing this it needs
node “B” supposes that a virtual node of VN1 is deployed @& use the slices of 10 resources assigned to itself. The
substrate node “E” and then proceed to the next stages. moving candidate heuristic identifies a relationship betwe

In parallel, the substrate node “E” also analyzes and difve outgoing traffic of linkvl;; with the amount of 10 used
clares “SL#4” as overloaded link, and considers the outgoiby the virtual network {Ov;,) inside the substrate node. After
traffic associated to “VN1#N3” as the traffic overloadinghis analysis, the list of moving candidates is created to be
this substrate link. In this case, the self-organizing atbm used during the second stage of the self-organizing algorit

SL#1 SL#2 SL#4 SL#6

7

SL#3

Fig. 4. Execution of the self-organizing algorithm
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VN1#L3 Virtual Network 1
‘ VN1#L1 - VN1#L2 ‘
I 7. Virtual Network 2
H |
D //N12.#\] 2 7
- VN2#L1 VN2#L2

SL#9
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= =) ——

Node A Node B Node C Node D Node E Node F Node G Node H Node |

<

Substrate Network

Substrate Link ~~~~~ Virtual Link == VN1 Data Flow == VN2 Data Flow

Fig. 5. Evaluation scenario

D. Implementation Two sets of flows are running inside the substrate network.

The first one is associated to user’'s requests of the Virtual

To validate the substrate node architecture, concepts, Awork 1 (VN1). For VN1, the users connected to the VHO
the self-organizing model proposed in this paper, we hav\?Nl#Nl" (inside node “B':) are requesting movies that are

to chqose a sgbstrate network model to be used: De§pite g%%ociated to “VN1#N3” (inside node “H"). The movies are
potential to gain a large market-share, network virtuaiira transmitted over the virtual link “VN1#L3", which is mapped

imposes large enhancements on the current network mod? Sthree substrate links “SL#1”. “SL#8" and “SL#9". As

like new devices, transmissions management, etc. Given eepicted in Fig. 5, the flows of VN1 start at node “H” and

problems on current models, we decided to work V\."th a C|e.%'?rive at the node “B”. The second set of flows is associated
slate approach. Thus, we developed a network wrtuahzatl?o the Virtual Network 2 (VN2). The users connected to the
module based on Omnet++ simulator that uses a pack@

. o : : : . ho “VN2#N1” (inside node “B”) are requesting movies that
oriented transmission mechanism with traffic-shaping.

) ) S are stored at “VN2#N2" (inside node “E”). The transmission
One important aspect of the implementation is the mog;

I ) . . ccurs through the virtual link “VN2#L1", which is mapped
itoring process, since the self-organizing algorithm dejse to substrate links “SL#2", “SL#3", and “SL#4”. The flows of
on this process to make decisions. A two-stage monitoriRg» are originated at node “E” and arrive at node “B.
process was defined. The first stage is always active and thepe pandwidth of each virtual link is 500 Mbits while the
size of data passing through the measurement points is fa,q\idth of each substrate link is 1 Gbits. The size of the
monitored information buffered. The second stage is periodya| storage associated to the VHOs of the virtual nodes
ically activated and for the experiments the interval of 1.5 50 GB and the storage capacity of each substrate node
minutes is used. The monitored information on the firststag ;g Gé. The size of the packets to be transmitted in the

buffer is summed and stored in a second-stage buffer. Tstrate links is fixed to 1 MB. The threshold to identify an
self-organizing control loop uses the information of the®® erj0aded link is the equivalent to 60% of the virtual link

stage to determine the average amount of resources consu width. The amount of traffic inside virtual networks is
within two self-organizing cycles. A sliding window keepsrp  mainly influenced by the number of movies requested by the
of the information of the second-stage and the data from tigq s of the virtual networks. For this scenario, the refyaes
first-stage is always erased. The sliding window helps ta&aVgq; each virtual network is fixed to 400 requests of movies
that punctual high loads trigger constant reorganizatams$ o nour (400 reg/h), and the interval between each request
lead the substrate network to an unstable state. is given by an exponential distribution (this request mdgel
based on [7]). The request rate is kept constant and active
IV. EVALUATION SCENARIO during the whole simulation. When a request arrives, theé nex
. L . . action is the transmission of the movie. All movies in the
Network topologies and the initial mapping of the V'nuabxperiments have the same size (4 GB).
IPTV networks are depicted in Fig. 5. The substrate netwsrk i
composed of 9 substrate nodes and each virtual IPTV network V. RESULTS
is composed of 3 virtual nodes (physically separated by 2The evaluation shows the efficiency of using the self-
virtual pipes). Each virtual node in Fig. 5 is an IPTV Videmrganizing model in terms of spared network traffic. Using
Hub Office (VHO) [5] able to store and transmit movies. the scenario described above, almost 10 hours of user'ssequ
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Fig. 7. Traffic load of each substrate link used by the testbed

were simulated, being the self-organizing cycle activaegty and for this reason the traffic load of those substrate lisks i

5 minutes. Traffic load of the substrate links and the averatiee same. However, when the self-organizing model is edable

latency of the packets are measured every second stage ntog- 6(b), the traffic load of some substrate links changes.
itoring interval (1.5 minutes). The self-organizing model reallocates the virtual resesiio

A. Traffic Load two distinct cycles. The first one happened after 4 hours of

simulation and reorganized the virtual resources of VNle Th

The traffic load curves presented in the experiments showgé’bond cycle happened near 5 hours of simulation, and the
ascending behavior until 4 hours of simulation, and aftes thvirtual resources of VN2 were reorganized.

the traffic load reaches the maximum average load per virtual
link for the request rate of 400 reg/h, i.e., around 0.325<bi To understand how the self-organizing model changes the
During the simulations with the self-organizing model distraffic load of the substrate links we present Fig. 7, that
abled, Fig. 6(a), the substrate links used by VN1 (lighedh shows the traffic load of each substrate link when the self-
have their curves overlapped because they have the saffite trafganizing model is enabled and disabled. The traffic load of
load. The same overlapping occurs with the traffic load of theach substrate link associated to the VN1 is presented & Fig
substrate links used by VN2 (dark-lines in Fig. 6(a)). Thé(a) - 7(c), and the traffic load of the VN2 substrate links is
traffic of both virtual networks follows a cut-through patte illustrate in Figs. 7(d) - 7(f). Analyzing the traffic load dfe
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substrate links presented in Fig. 7 it is possible to discovi® managed the traffic load of the substrate network, there
which virtual nodes moved during the self-organizing cgcleare issues regarding at least (i) the interruption time ef th
In the case of the VN1, the traffic load of substrate linkpplications inside the virtual networks and (ii) the latgof
“SL#8", Fig. 7(b), indicates that virtual node “VN1#N3"the packets when a virtual node migration is required during
moved from substrate node “H” to “I”, because after 4 houtke self-organizing cycle. The first issue was addressed in a
of simulation the traffic load changes from 0.32 Gbits tprevious work [6], and it mainly depends on the efficiency of
0.46 Gbits and right after this it is interrupted (drops tthe moving mechanism and the amount of data that has to be
zero). Associated to this fact, the traffic load of substrateoved. The second issue this investigated as follows.
links “SL#1”, Fig. 7(a), and “SL#9", Fig. 7(c), also incress B. Latency
from 0.32 Gbits to 0.36 Gbits after 4 hours of simulation:”
This increase occurs because the virtual node “VN1#N3”, This experiment shows the average latency of packets
now placed at the substrate node “I’, processes all pack@f§ved in the destination virtual node of each virtual nerte
queued during the moving phase. In the sequence, the traffighin the monitoring interval (1.5 minutes). Fig. 9 showet
load of “SL#1” and “SL#9” drops to 7.4 Mbits and starts td°acket latency measured for each virtual network.
rise again as soon as the virtual application inside theiafirt
node “VN1#N3" restarts to transmit movies in response to new ‘ ‘ ‘ T
requests. Progressively, the traffic load of those suleslirgks 055
increases until it reaches the maximum average load (0.325
Gbits) after 8 hours of simulation. The same traffic behaigor
observed for the VN2. In this case, the virtual node “VN2#N2"
moved from the substrate node “E” to “D”, and this caused the
elimination of traffic load on the substrate link “SL#4", Fig
7(f). The pattern of increasing, dropping, and increasiggjra

ouslf

Latency (s)

is also observed in traffic load of the substrate links “SL#2" 0
and “SL#3”", respectivelly in Fig. 7(d) and Fig. 7(e).

The graphics of Fig. 7 show that using the self-organizing 03 5 n . v 2
model it is possible to reduce 1/3 of the traffic load when sramentne®
the transmissions on substrate links “SL#8” and “SL#4” are (@) Self-organizing disabled
eliminated. Now, to have an entire picture of the amount of e e

N2

network resources spared with the self-organizing model, w
present Fig. 8, where the traffic load of all substrate nodes o
the scenario is summed and graphically presented. Coirsider
the scenario used on the evaluation, the total traffic loatief
network is approximately 1.9 Gbits when the self-orgargzin
model is disabled, and when the model is enabled it reaches
the stable state using 1.2 Gbits. This means that 36.8% of the
network resources of this scenario were spared when the self
organizing model is applied to managed the network ressurce

st

Latency (s)

o 2 4 6 8 10
‘Simulation time (h)

(b) Self-organizing enabled

25

Self-organizing disabled E
Self-organizing enabled —_

Fig. 9. Latency of virtual networks flows

The latency of the packets for both virtual network is ap-
proximately 0.51 s when the self-organizing model is digepl
as illustrated in Fig. 9(a). The same average latency isrebde
in Fig. 9(b) until the moment that the first reorganization is

Traffic load (Gbits)

o5 ] executed. It is not illustrated in Fig. 9(b), but the average
latency during the period of reorganization associateché t

0 . I . . VN1 reaches 50.04 s, and during the reorganization related
’ !  Smitionine 0 ’ “ to VN2 it is approximately 50.84 s. After the reorganization

of the virtual resources the average latency remains stable
around 0.48 s for both virtual networks. This value represen

a reduction of 5.9% of the average latency if compared to the
Despite the advantages on using the self-organizing motktency before the reorganization.

Fig. 8. Sum of traffic load from all substrate nodes
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The self-organizing model can reduce the latency of theeasurements and neighbor information. The experiments
packets but the cost associated to this benefit is a highciateshowed that the benefits in terms of reduction of traffic load a
(around 50 s) during a period of at least 1.5 min. (as predenteore expressive than the results in terms of latency. M@aeov
in Fig. 9(b)). This high latency might become a problem whethe high latency observed during the reorganization pgces
the applications running inside the virtual network requirmight reduce the range of types of virtual networks that
strict QoS (Quality of Service) guarantees. comply to our self-organizing model.

During the development of this research some issues raised
as future investigations. For example, there might exist an

Network virtualization is an emerging research area. Mbst economical model to determine the number of virtual pipes
current researches in this area focus on defining an efficiamd nodes associated to a virtual network. This model ac-
mapping or embedding process of virtual networks into thteally represents a trade-off between costs on buying sslice
substrate network [8][9][10]. of resources versus the flexibility on managing the sulestrat

Houidi et al. [8] presented a distributed and autonomiaetwork resources. Other investigations go towards deyss-
mapping framework responsible for self-organizing théwat interaction to improve the resources management.
networks on top of the substrate network every time a new
deployment request arrives. Despite the fact this appreach
ploys autonomic features and distribution, the self-oigtion ~ This work was partly funded by the CNPq Brazilian
is subjected solely to the changes on the number of virtUdesearch Agency and by the European Union through the
networks running on top of the substrate network. ThudWARD project in the 7th Framework Programme. The views
changes on the amount of resources used by the virtggpressed in this paper are solely those of the authors and
networks during their lifetime are not explicitly consiger ~ do not necessarily represent the views of their employhes, t

The work presented by Yugt al. [9] deals with dynamic 4WARD project, or the Commission of the European Union.
requests for embeddi_ng/removing virtual networks. The au- REFERENCES
thors map the constrains of the virtual network to the salpstr . o
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Abstract—Network virtualization is an emerging technology wants the accomplishment of the contracted resources (SLAs
for cost-effective sharing of network resources. The key sitegy  must be maintained), while the later regards to the physical
in network virtualization is of slicing physical resources (links, infrastructure provider, who wants to save as much as pessib

CPU, memory, and storage) to create virtual networks that its physical . der t -
are assigned to different operators. One important challege Its physical resources In order to maximize revenues.

on network virtualizatipn is the e_ffi_cient use of the physica Being this, efficient algorithms to allocate physical re-
resources. To accomplish such efficient use the managemertt o 5oyrces (links, CPU and storage capacity) must be put in
the physical resources should be transparent to the appli¢gons place by physical providers, otherwise punctual high loaus

running within the virtual networks, and should be executed at . . .
runtime in order to deal with the variation on the load requests Multiplexed physical resources may create resource $garci

of different virtual networks. Traditional resource allocation that can prevent the deployment of new virtual networks.
schemes use offline, centralized, and global view strategio  Traditionally, physical resources are allocated in thighi

manage the use of physical resources. In contrast to thesepjanning phase: a planning tool [4] provides the estimated
strategies, we propose a runtime, distributed, local view gproach dimensioning of network components given a certain SLA and

to manage physical resources. In this paper we introduce a X .
virtual network architecture and an associated self-orgaizing 'esources are allocated based on this output. This appeaach

algorithm to reallocate virtual network resources along diferent be applied for small virtual environments, but in large ecal
physical nodes in order to equalize the bandwidth, and storge deployments a static allocation cannot take in account thesm

consumption on the physical nodes. We developed a virtual jmpalance of users requests between different locations.
network model based on Omnet++ to simulate the designed self

organizing algorithm. An IPTV testbed scenario is presentd and In order to efficiently consume resources of the physical
initial experiments, about the interruption time of the application  infrastructure, this paper proposes a real-time realiocadf
inside the IPTV virtual network, are described. virtual network resources. The main contribution of thipga

is twofold. First, we propose a new approach to the deploymen

The increasing demand of mulimedia services over tr?f services of virtual networks: with this approach, resesr
9 &n be dynamically moved within the virtual layer to maxieniz

Internet is pushing for new methods to allocate resources in_ = .. : h
ver time the consumption of physical resources. Second,

future networks. For example, IPTV serylces are expected_cf% define a distributed algorithm based on self-organizing
become more and more popular and integrated offers, Ilkye

. . f ; echniques to implement a real-time reallocation scheme fo
the triple-pay packages, require cost-effective stratedor virtual networks.

resource allocation. In fact, a typical IPTV network infras . . )
tructure requires significant investments for the distiiou  1he Proposed virtual model was implemented in the Om-

network, in terms of guaranteed bandwidth as well as availat€t++ simulator and we defined an IPTV scenario with virtual
storage capacity. Normally, these resources need to bagdanProviders in order to test the self-organizing realloaatio
and well dimensioned in advance, before upper services &gfieme. The objective of the simulation, in this paper, is
be actually deployed [1]. !dentlfylng the impact o_f the moving process in terms of
The costs of deploying a physical infrastructure may prevefiterruption of IPTV services.
many service providers to get into the market, like in theecas The reminder of this paper is organized as follows. Section
of IPTV services [2]. Nevertheless, recent works in the field brings the related work on self-organization and virtual
of virtual networks offer a viable alternative that pronsige networks. Section 3 presents the proposed virtual network
cut costs by sharing the infrastructure among differentiser model and section 4 presents the designed reallocatingwche
providers [3]. The key on network virtualization is of diidg ~ Section 5 presents the implementation of the proposed model
the physical network infrastructure into several slicesl arusing the Omnet ++ simulator, while section 6 describes the
associating them to different virtual providers. The dgpilent testbed scenario. The evaluation and the associatedsesalt
of virtual networks must observe two different perspedivediscussed in Section 7. Finally, the conclusions and future
The former is the perspective of a virtual provider, whavork are presented in Section 8.

I. INTRODUCTION
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Il. RELATED WORK that this paper presents the minimal assumptions, andefurth

On a first sight, the proposed self-organization reallocati details can be _found in specific projects like (‘3ENI‘or 4WARD
scheme might be seen as an extension of existing virtd&l- The physical resources of a node are sliced into differ
machine live migration. Recently, self-organization teiguies virtual nodes: e_ach virtual nod_e is assigned to a different
have been employed on server virtualization scenarios][5][ customer. Physical resources include CPU power, memory
In these cases, the virtual machines are self-organized 8Race, storage capacity, network interfaces and bandwidth
cording to the workloads of the physical nodes, and gener_An important aspec_t in the architecture of virtual networks
ally, this self-organization is accomplished migratingtwal 1S the transparency: virtual nodes cannot see or exchange an
machines to physical ones with lower workloads. HowevePe Of information, in order to assure isolation of the et
the metrics traditionally used to determine the workload & different providers. Additionally, the data exchanged i
virtual machines are CPU and memory, and in a virulfl® virtual network is transparent to the physical provider
network the bandwidth consumption is one major metric {9 Preserve the privacy of the customers. Neverthelessesom
be considered in the migration process. Beyond these metrfinimal primitives to inspect the activity of the differeslices
virtual network live migration is different from virtual nchine @ré normally available: as an example, primitives to allbe t
migration because it has also to deal with virtual topologgPntroller of the physical resources to know the actual esag
issues and routing connections reconfigurations. of computatlona'll resources and traffic consumption. Fidure

The research presented by Yuichi Ohsita et al. [7] is abdOWs the architectural view of a node, where resources are
to make the reconfiguration of the virtual network topolog§'iced and assigned to different virtual providers.
in order to cope with the traffic demands. The authors use T P T
traffic matrix estimation, and partial view of the virtualdes
to make the reconfiguration decisions. A sub set of the asthor o'
from this first paper, Takashi Miyamura et al. [8], enhanced Vil s | || (Wl |
the previous research and defined a centralized serveretkevot vanager Co ] N |

l . l

l

|
|
T |
I I
L - |-|-JdL - - L _JL__.

to identify traffic on demand fluctuation and network failgire  physical f
Based on this, a virtual network reconfiguration is actidate "°*°""*

Both cases, the re-configuration is just restrict to linksaof

virtual network and does not consider that this process migh Vitual v

involve migration of an entire virtual device, like a router Provider #1 Provider #2
A recent research on virtual router migration is presented

by Yi Wang et al. [9]. In this paper the authors proposed a Fig. 1. Virtual node

virtual router migration mechanism, where virtual inteda of
the routers are not directly mapped to physical ports ankign t A physical node is composed of: physical resources, virtual
sense it is possible to migrate a router among different-phyBanager, virtual nodes, and virtual pipes. The virtual ngana
ical devices. The authors presented the migration meamani§ responsible for receiving the requests for deploymerd of
itself and the advantages of using this approach to deal wititual node or pipe and managing locally the connectiorts an
management Changes’ p|ar|nir‘|gY and new service dep|oym&ﬁpurces associated to virtual network. The virtual manag
However, nothing was mentioned about the analysis to triggedn be seen as the “hypervisor” concept used on virtual
the router migration, and how this approach can help to redu®achines technologies, for instance.
punctual high loads on the physical infrastructure. A virtual node is a slice of the physical node compre-
Based on the aforementioned we believe that current Rending: CPU power, memory space, application(s), storage
searches do not address the problem of reallocate virtual ¢@Pacity (if necessary), network interface and bandwidi m
sources at runtime, using local view, and based on a disédbutiPlexing. A virtual pipe regards all virtual node features

approach. The next sections present the proposed solutionPut application and storage capacity. The introductionhef t
virtual pipe concept supports the creation of virtual links

. VIRTUAL NETWORK MODEL between non-adjacent virtual nodes. Figure 2 illustrae th

According to recent researches, virtualization is a promis differences of using virtual nodes and virtual pipes coeisid)
technique to deploy future networks [3][10][11]. Its keye@ the physical view and the virtual views.
is the identification and separation of two roles: a physical The technology for creating virtual links is already avai&
provider, who owns and maintains the physical network, amth current routers [9], but we believe that it is necessary
a virtual provider, who builds its own infrastructure by tieg to have some mechanism to determine the amount of traffic
slices of resources from the physical provider. If we lookatpassing by physical connections that compose the virtaok) li
virtual provider as an entity selling services, the advgataf in order to enable a better management of the virtual netsvork
virtualization relies on the fact that costs in running agibgl resources. For example, the employment of virtual pipes
infrastructure can be outsourced to an external provider. allows the virtual manager to identify forward traffic insid

For this paper, it is important to describe the main charaa-physical node without inspecting the packets belongirg to
teristics of an architecture for virtualization; it shound noted virtual network associated to this traffic. In our model, the



189

Virtual
Provider #1

Virtual

Node
Virtual
Node

(a) Before reallocation (b) After reallocation
Virtual

VP#1 vP#1 4
m_ B VR1_B VR1_A VR1_B
Provider #2 D_D_D VP2 D—D—D vPH#2 4
/

/ Physical Y, PP/ [
/ o // /// g g E //
/ / y 4
/ L, L, / y L L, y
Physical ction = = = Virtual link 5 /
ysical connection irtual lin = T T B o T
= Physical connection == == Virtual link VP - Virtual Provider PP - Physical Provider

Fig. 2. Virtual link representation

Fig. 3. Reallocation scheme
information associated to this kind of traffic is one of the

inputs used to analyze the necessity of reallocating Mirtua . . .
resources. In the next section we present our solution f3ger analyzes the existence of some traffic associated to a

efficient resources reallocation. virtual node with characteristics to be moved. We defined
heuristics to identify traffic patterns overloading linkthe
IV. DISTRIBUTED REALLOCATION SCHEME substrate network. These heuristics correlate informatib

As mentioned before the major contributions of our proposkical resources, such as incomming/outgoing traffic and the
are the employment of distribution, local view, and onlin@mount of memory/storage read and write to determine if
features on the reallocation of resources of virtual nekaor there is some cut-through traffic that should be eliminated
Some assumptions must be observed in order to provide stishmoving/receiving a virtual node On the second stage,
features in the new scheme, and they are described belowthe physical neighbors exchange information about theiafirt

. The initial deployment of a virtual network is not ag-hodes that must be received or moved. Locally, on the third
dressed by this work, and we assume that a differeff2ge, ach neighbor analyzes the exchanged informatidn, a
external planning tool analyzes the conditions of physicHle Physical node that must move a virtual resource decites t
resources and then choose the best initial placement yypom the virtual resources might be moved. The forth stage is
the slices of the new virtual network. the decision and the reservation of the resources at thettarg
We assume that the virtual topology defined by the firBhysical neighbor. Finally, the virtual resources are niove
placement will not change during the lifetime of the During the third and fifth stages the application(s) running
virtual network, even after the reallocation of virtuainSide the virtual node are suspended, and all packet®celat
slices among physical nodes. to this virtual n_ode are qugued by th_e virtual manager. As
The reallocation of slices must be as transparent 8@0N as the virtual node is reestablished on the physical
possible for the virtual node. In the current stage dtéighbor the packets are unqueued and sent to the virtual
this research, the reallocation of the virtual slices R0de on the new physical location. As aforementioned, the
transparent in the sense of avoiding to exchange any kiRtPPosed reallocation scheme imposes an interruptiondime
of information between the virtual application inside théhe application running on the virtual node. This interiapt
moving slice and the virtual managers of the physiclMme depends on the nature of virtual node that is being
nodes involved in the reallocation operation. Howevefoved. For example, if the virtual node is an IPTV router,
we introduce an interruption time on the execution of th#€ interruption time might be higher because the storage
application running inside the moving virtual slice. assom'ated to .the IPTV router must be also moved.'On the qther

Based on these assumptions, and inspired on seﬂﬁnd' if the virtual node'ls”acommon router the interruption
organization techniques presented in [13] we defined a fime should n_ot be _prohlbmve because_ less resources_ethoul
allocation scheme that is executed locally by each virtu§f Moved. Discussions about the routing process during the
manager inside the physical nodes. The main objective rgfgratlon_of virtual router_s are out qf the scope c_)f_th|s pape
this mechanism is to approximate the virtual node that iSAccordlng 0 the description provided above, it is possm_le
generating a great amount of traffic to the destination airtu© observe ‘that our propos_al do_es not need a global view
node. The approximation is done moving the source virtuQJ the phys_lcal_topology t_o identify th_e overloadeq phyblca
node from its physical device to another physical devica né&SOUrces. like links or devices. Just using the local mftfon
the destination virtual node. Figure 3 illustrates theloeaition retrieved from the controllers of network interfaces, CPU,

of a virtual router of an IPTV virtual provider (details atioumemory, anq disk, our heuristic is able to identify possible
the IPTV infrastructure can be found in [2]). virtual candidates to be moved. Moreover, we also do not

~ The algorithm used to accomplish the reallocation schemepe o space limitations the heuristics developed to ifieritie virtual
is divided in five stages. First, locally each virtual mansodes to be moved will not be presented in this paper.
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need any centralized entity to make the decision of rediloga users connected to the virtual router “VBY to the virtual
resources. Our approach is completely distributed anddbaseuter “VR1_B” is higher then any other traffic on the network
on information exchanged among the physical neighbors theesented in Figure 3. So far, after the local execution ef th
reallocating scheme is triggered. On the next sections weallocation schema by the virtual managers of each physica
present the implementation, testbed, and evaluation of ttlevice, the virtual node “VRIB” (at physical device “PR-
proposed reallocation scheme. 111") is identified as the candidate to be moved to the phyisica
device “PR-II".
To run the simulation some main parameters are required
To validate our reallocation scheme we implemented a newd Table | presents these parameters and the associaied val
module for Omnet++ Simulator. This new module is presente@ed on the simulation.
in Figure 4. The network presented in this figure is composed

V. IMPLEMENTATION

of 5 physical nodes and 2 virtual IPTV providers (“vnetA’ g:l’tzr:;‘féegf S— Associated valug
and “vne_tB"). Most_ of the parameters of this virtual modL_JIe to each virtual network 1 Gbps
are configurable, like for example the number of physical Delay of of links associated
devices, virtual nodes, and pipes, and also the featurdmoét t[‘)) fad: V";“i' network 10(1) Ei

- . atarate or storage pSs
elements. Howg\{gr, the cprrent version of this quule doésn Delay of Storage TS
support the definition of different network topologies, amdy TABLE |

ring network topology can be described in this version. PARAMETERS OF THE SIMULATION

(= (sonvnet) son vnet [=[Cx][= (PhysicalNode) son vnet.physical-not[~ [0 ][X] e 2o uneF
2| = | ol eu Wb [ @) | P 2| o ] & ru ) | ©) 2 T
e e Being this, the initial experiments proposed in this paper
_ investigate the interruption time to move the virtual route
= & “VR1_B” and the storage directly connected to it, when the
@ & size of the storage varies from 1GB to 10GB. We also discuss
g the compromise between maintaining a low interruption time
and the number of virtual resources necessary to keep th fixe

interruption time.

physcal_nacez

VII. EVALUATION

Figure 5 presents the graphic of the interruption time
associated to the scenario described above. The intesrupti
time is composed of time to: (a) exchange the control message
between the physical neighbors in order to reserve the redjui

Fig. 4. Virtual module for Omnet++ simulator resources for the reallocation process; (b) read and setad da
from one storage to the storage of the physical neighbor; and

So far, in this paper we show the execution of the proposée) write data on the storage of the new physical location
distributed virtual reallocation scheme in the light of thef virtual router “VR1B". The interruption time increases
reallocation of virtual resources from an IPTV virtual piger. linearly with the increase of the storage size, as expected.
To accomplish this we defined a virtual network where an

sles_meta

IPTV provider deploys the required infrastructure to atten Interruption time (s)
the requests for movie streams of their costumers, and the 900
associated testbed is described in the sequence. jgg
-
VI. TESTBED ggg =

We consider a scenario where the IPTV provider requires 400
routers connecting costumers, and the planning tool, respo 300
sible for defining the first placement of the virtual resosice fgg g g
has allocated two virtual routers in different physical tevs. -
Furthermore, storage slices have been attached to eaghlvirt 1 2 4 6 8 10

router. These two virtual nodes are connected through aalirt Storage size (GB)

link and belong to the virtual provider #1 (VP#1) illustrdte
in Figure 3. Fig. 5. Interruption time

In the evaluated scenario, users from both virtual progder
(VP#1 and VP#2) are requesting movies and thus generating he analysis of the interruption time is not so interesting
traffic in the physical links L and L,. The experiments when it is done in an isolated fashion. However, the analysis
consider that the traffic load imposed by the requests fram tbf the interruption time in the light of the amount of virtual
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resources used by a virtual provider can become a businksks after the execution of the reallocation scheme. We als
metric at the moment that a virtual provider is contracting iatend to test the behavior of other kind of applications on
virtual network. For example, let's consider the scenatfieme top of the virtual model, for instance, network management
an IPTV provider requires a storage capacity of 20 GB, aragpplications. Furthermore, we intend to investigate holfv*se
the features described in Table | are being used. In this, cafgatures, like self-healing, self-configuration, selfa@ness,
the smallest interruption time (i.e, 80s considering thw t self-monitoring, can improve the management of the virtual
minimum storage slice is 1GB) is guaranteed when 20 virtuaktworks on top of the physical network.

nodes are used.

In this sense, the maintenance of low interruption time dur-
ing the reallocation scheme imposes the deployment of morel his work was partly funded by the Brazilian Ministry of
virtual resources to a single virtual provider. This infation Education (MEC/CAPES, PDEE Program, process 4436075),
can be used by both sides, physical and virtual providefd)d by the European Union through the 4WARD project in
to determine the behavior of the reallocation process. Fe 7th Framework Programme. The views expressed in this
instance, if the virtual provider contracting a virtual wetk Paper are solely those of the authors and do not necessarily
does not desire high interruption time on the applicatiori§present the views of their employers, the 4WARD project,
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running inside the virtual network, it can force the physic®r the Commission of the European Union.

provider not to employ the reallocation scheme to this airtu
network. However, the physical provider can increase the
prices for virtual providers that want more fixed constrains [
the maintenance of the virtual network operation. We believ
that this tradeoff is a metric to be agreed on the SLA betweeldl
the physical and the virtual providers before the deploymen
of the virtual network. 3]

VIIl. CONCLUSION

This paper presented the definition of a distributed reals
location scheme for virtual network resources, a high level
architecture for virtual networks, and first experimentsgs
the reallocation scheme on IPTV scenario. The main objesgtiv [
of the experiments were presenting the correct execution of
the reallocation mechanism, identifying the interruptione
of the applications (inside the virtual nodes) imposed g th(g
resource reallocation process, and analyzing the rekdtipn
between interruption time and virtual resources compotirg
virtual network. 7

The major outcome of this initial experiment is the utiliza-
tion of the interruption time and number of virtual resowrce
in order to determine the terms of the SLA between the
physical and virtual providers. If application outagesaoéa  [8]
constrain for the virtual provider, it is possible to firm ab/S
giving more flexibility to the physical provider reallocatéhe
virtual resources, and this flexibility might be translatetd a
reduction on the price of the virtual network deploymenteTh
major benefit in this case stays with the physical providet t
can reallocate the virtual resources in order to efficientg
the physical resources. On the other hand, virtual provtaigts
require restrict reallocation policies and low interraptiime, [11)
would not allow the employment of the reallocation scheme,
as a consequence the costs for the virtual provider might be
increased. [12]

As future work we intend to extend the experiments usin
the IPTV virtual networks, and employ a user request modg
to verify the full operation of the reallocation scheme. The
next evaluation scenario aims to identify the costs of mov-
ing virtual resources, considering the relationship betwe
interruption time and the saved bandwidth on the physical

[0

[10]
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Abstract. Monitoring is essential in modern network management. Hewe
current monitoring systems are unable to recover theirmatdaulty entities forc-

ing the network administrator to manually fix the occasifynlatoken monitoring

solution. In this paper we address this issue by introdueisglf-healing moni-
toring solution. This solution is described consideringergrio of a monitoring
system for a Network Access Control (NAC) installation. Titeposed solution
combines the availability provided by P2P-based overlaiis self-healing abil-

ities. This paper also describes a set of experimental atrahs whose results
present the tradeoff between the time required to recoentbnitoring infras-

tructure when failures occur, and the associated bandwiatibumed in this pro-
cess. Based on the experiments we show that it is possibiepive availability

and robustness with minimum human intervention.

1 Introduction

Network and service monitoring is an activity essentiaddentif problems in underly-
ing IT communication infrastructures of modern organi@asi. Monitoring is typically
materialized by systems that periodically contact eleséng, network devices and
services) to check their availability and internal statsnonitoring system may be
simple (like the Multi Router Traffic Grapher (MRTG) [1]) oomplex, being com-
posed of as diverse entities as monitors, agents, and ewiéfiers. The information
collected and processed by monitoring systems enablesrhadmainistrators, respon-
sible for managing the IT infrastructure, to identify (anaspibly predict) problems,
and thus react in order to keep the managed infrastructetipg in a proper way.
Monitoring systems must run uninterruptedly to ensurefdiatres in the managed
elements are detected. Problems in the monitoring systeeadk bhe monitoring pro-
cess and can lead the human administrator to believe thah#maged elements are
working properly even when they are not. Robust monitorysiems should thus em-
ploy mechanisms not only to identify failures on the manaigédstructure, but also
to recover the faulty monitoring solution itself. Currgnthowever, most monitoring
systems force the administrator to manually recover thasiooally broken solution.
Such a manual approach may not drastically affect the mongof small networks,
but in larger infrastructures the approach will not scale stmould be replaced efficient



alternatives. The self-managed approach is one alteenatierging as a solution for
the manual approach. Typically, a self-managed systemiltsooLtop of self-* features
capable to reduce the human intervention and provide méogeet results.

In this paper we address the problem of monitoring systewrusdlck self-healing-
ness feature by considering the example of a Network Accessr@ (NAC) [2] in-
stallation. A NAC secured network is composed of devicessartices €.g, routers,
firewalls, RADIUS servers) that control how users and devjoin the network. Tra-
ditional monitoring systems.é., without self-healing support) fail to protect NAC, for
example, in two situations. First, consider a crashed RABD$drver whose associated
RADIUS monitor crashed too. In this case, the administragaicts to the RADIUS
problem only when users complain about unsuccessful laggmgpts. Worse than that,
however, is the second situation. Suppose a failure imdbee userservice responsi-
ble for detecting unregistered devices, and another ailuthe monitor associated to
it. In this case, unregistered devices will silently joire thetwork without generating
user complains. In contrast to the first situation, the tgililure” remains because
no signal is issued either by network users or, and mostisgyioby the now broken
monitoring system.

Recent researches on autonomic management certainlynpsese* concepts that
could be used to address the aforementioned problems. 8sedrches, however, take a
mostly abstract approach and rarely touch concrete impieatien issues. In this paper,
in turn, we investigate the employment of self-* featureadtually implement, deploy,
and evaluate a self-healing monitoring system able to ctem internal failures
without requiring, at some extend, human intervention. gbal of our research is to
understand the advantages and drawbacks of using selftirésan a real scenario of
a service monitoring system.

The monitoring elements of our solution implement two maiacgsses: regular
monitoring (to monitor final devices and services) and recpyto heal the monitoring
system). We evaluate our solution in terms of recovery tinmenmvfail-stop crashes
occur in the monitoring system. In addition, we also meathe¢raffic generated by the
communication between the elements of our solution. Thkiddeaus to the contribution
of showing the tradeoff between the recovery time and aasstinetwork traffic. The
determination of such tradeoff is important because it shasien a faster recovery
process consumes too much network bandwidth. On the otterisalso shows when
excessively saved bandwidth leads to services that rennaivailable longer.

The remainder of the paper is organized as follows. In Se@iwae review network
monitoring systems in terms of self-* support, distributiand availability. In Section
3 we introduce our self-healing architecture for NAC moriitg, while in section 4
we evaluate our proposal in an actual testing environmeasgmting associated results
and their analyses. Finally, the paper is concluded in Seé&i

2 Related Work

Although network and service monitoring is widely addrelsisg current investigations
[3] [4] and products on the market [5], we review in this sectsolutions that are mainly
related to the aspects of self-monitoring and self-heaimdistributed monitoring.
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Distributed monitoring are specially required in largedscnetworks, like country
or continental-wide backbones [6] [7]. Most of the researcthis area propose com-
plex monitoring system that generally identify internalifees and employ algorithms
to reorganize itself without the failed components. In 8gase, the solutions present a
certain level of self-awareness and adaption, althoudthselling is in fact not present,
i.e, failing entities are not recovered or replaced. It meaasithscenarios where most
of the monitoring entities crash, the monitoring systerap storking because no mech-
anism is employed to maintain the execution of the monitpeintities.

Yalagandulaet al.[8] propose an architecture for monitoring large networésdzl
on sensors, sensing information backplane, and scaldbleite engine. The commu-
nication among the entities relies on a P2P managemeneguesing Distributed Hash
Tables (DHTSs). Prieto and Stadler [9] introduce a monitppnotocol that uses span-
ning trees to rebuild the P2P overlay used for the commupitaamong the nodes of
the monitoring system. Both Yalagand@gal. and Prieto and Stadler work can reor-
ganize the monitoring infrastructure if failures are degedn monitoring nodes. After
such reorganization the failing nodes are excluded fronctine of the rebuilt monitor-
ing infrastructure. Although reorganized, with a few numbgnodes, the monitoring
capacity of the system is reduced as a whole. Again, adaptatithe form of infras-
tructure reorganization is present, but proper self-heatiis not.

Few investigations in fact explicitly employ autonomic qmuing concepts in sys-
tem monitoring. Chaparadza al.[10], for example, combine self-* aspects and moni-
toring techniques to build a traffic self-monitoring systérhe authors define that self-
monitoring networks are those that autonomously decidehvimformation should be
monitored, as well as the moment and local where the monga&sk should take
place. Nevertheless, such work does not define how the miomgjtsystem should react
in case of failures in its components. The meaning of selfiitooing in this case is
different than the one of our work. While self-monitoring@haparadza’s work means
autonomous decision about the monitoring process, in @ur self-monitoring is about
detecting problems, through monitoring techniques, imtleaitoring system itself.

Yangfan Zhou and Michael Lyu [11] present a sensor networkitadng system
closer to our view of self-monitoring. The authors’ conttion resides on the use of
sensors themselves to monitor one another in addition fonmeing their original task
of sensing their surrounding environment. Although setfaitoring is achieved, given
the restrictions of the sensor nodesy limited lifetime due to low-capacity batteries)
the system cannot heal itself by reactivating dead nodes.

Considering the current state of the art, there is a negdssinew approaches for
self-monitoring systems. New proposals should expliditiglude, in addition to self-
awareness already available in the current investigatieglé-healing support on the
monitoring entities in order to autonomously keep the naimg service up. In the
next section we thus present our self-healing approach émitoring infrastructures.

3 Self-Healing Architecture for Monitoring Infrastructur es

The self-healing architecture built in our investigatienmhs a P2P management over-
lay on top of the monitored devices and services. The usag@Bffunctionalities in
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our architecture provides a transparent mechanism to erashmunications target
to publish, discover, and access management tasks ingdevélay. In this way, the
control of such basic communications is delegated to thefR@fRework used to imple-
ment our architecture. Furthermore, in a previous work we lpaiesented that network
management based on P2P can aggregate benefits, likelitgliabd scalability, on
the execution of management tasks [12]. Now, we use P2Paysetd have the trans-
parency on basic overlay operations, to distribute thetifiemtion of failures and also
to provide scalability on the recovery process.

The overlay proposed in previous work is called ManP2P amdrithitecture has
been described in the work of Panisseiral. [13]. In this current paper, we extend the
ManP2P functionalities in order to explicitly support se#faling processes. We believe
that combined, self-healing and P2P overlays can bringthege self-monitoring in-
frastructure able to address current problems on mongaystems. In this section we
review the ManP2P architecture, present self-healingwsides, and exemplifies their
employment in the concrete scenario of a NAC installation.

3.1 P2P Management Overlay and Services

The collection of management peers forms the ManP2P maregewverlay. Each peer
runs basic functionse(g, granting access to other peers to join the overlay or datgct
peers that left the P2P network) to maintain the overlaycsiine. In addition, each peer
hosts a set ananagement servicésstances that execute management task over the
managed network. In our specific case, such tasks are miogit@mote equipments.

A management service is available if at least one singleutst of it is running on the
overlay. More instances of the same service, however, neustdtantiated in order to
implement fault tolerance. Figure 1 exemplifies a scenaher& management services
(LDAP monitors, Web servers monitors, rogue user monitfsjp NAC installation

are deployed on the ManP2P management overlay.

P2P management overlay
Peer 3 Peer 5
Peer 1 @ Self-healing service
© Configuration service
Peer 6 A LDAP monitoring service
= Peer 2 . Peerd i 7 Web server monitoring service
. E : O Rogue user monitoring service
9 LDAP server
= web server

3 Rogue user

=

Managed services and devices

Fig. 1. NAC meta-monitoring infrastructure
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In Figure 1, peers #1 and #2 host service instances, picasradriangle, that moni-
tor an LDAP server. Peer #4, on its turn, contacts both the $&eler and the rogue user
service because it hosts management services to monise tlements. The special
services of self-healing and configuration, depicted askbéand gray circles respec-
tively, will be explained farther in this paper. Each peeisummary, may host different
services at one. In the extreme cases, there could exist pitrno management ser-
vices (thus useless peers) or peers hosting one instaneeloBeailable management
service (this possibly becoming an overloaded peer).

We consider that the a management service is able to hdélfitater the crashing
of some of its instances (possibly due to peers crash), nearines become available,
thus recovering the service and guaranteeing its avatiabii order to cope with that,
two functions must be supported: failure detection andisetinstance activation.

3.2 Failure Detection

Failures in a management service are detected by a selftoniogi procedure where
each service instance, in intervalstadeconds, sends a signal (heartbeat) to all other
instances of the same service to inform that the former isingn Self-monitoring, in
this sense, means that there is no external entity mongidhie instances of a man-
agement service deployed inside the overlay. Indeed, gtarines of the management
service themselves can monitor their liveness througlieeartbeat messages. So, if
one instance crashes, the other instances will miss theeftsimeartbeats and then will
initiate the process to recover this instance, as it will ganed later on this paper.

Heartbeats that get lost in the network may wrongly sugdestinavailability of a
service instance. Instead of immediately assuming anrinstas down given the lack
of a heartbeat, it first becomes suspect by the other insgahterder to double check
the availability of the suspicious instance, one of the odfige instance tries to contact
the suspicious instance back. If no contact is possiblesubpicious instance is finally
declared unavailable. Assumiraas the time spent to double check the availability of
a suspicious instance, the maximum detection tinté is ¢ + s.

The distribution of heartbeats from one service instanedl tithers is accomplished
using group communications. At the network level, in thetlbase, group communi-
cation is supported by multicast communications. In thiec¢éhe number of heartbeat
messages issued byi service instances ihseconds will beé: = i. However, if mul-
ticasting is not available, the notifying service instaieéorced to send, via unicast,
copies of the same heartbeat to all other instances. Indkis ¢the number of messages
will be h = 2 — 4. In this way, the presence of multicasting directly influesithe
network traffic generated by the failure detection function

Failure detection is essentially a consensus problemtiSokion this topic, com-
ing from the dependability field, could be employed and fdrsnas used to model
and validade our detection approach. Instead of that, henvese preferred to use the
practical approach of actually implementing the aforernoemd function. Although no
formal proof is provided, our experiments have shown thiatapproach is effective in
detecting failures in the management service instances.
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3.3 Service Instance Activation and Policies

Instance activation is crucial to recover the managememicgethat just lost some of
its instances. It is on instance activation that the sedflihg and configuration services,
presented in Figure 1, play a key role.

Once an instance detects a remote crashed one, it notifieelfhleealing service
that determines how many, if any, new instances of the fagltyice must be activated.
To do so, the self-healing service internally checks a répgsof service policies that
describes, for each management service, the minimum nuoffiestances that must
be running, as well as the number of new instances that muattieted once the
minimum boundary is crossed.

Table 1. Service policy repository

Management servi¢Minimum instancqﬂctivate instances

LDAP monitor 2 1
Web server monito 2 2
Rogue user monitqr 2 1

Table 1 shows the service policy repository for the NAC iliatan of Figure 1. As
can be observed, the LDAP monitoring service must have at Bastances running.
In cause of failure, another new one instance must be agtivéit the case of the Web
server monitor, on the other hand, although 2 instancesiargig, whenever activation
is required 2 other new instances will be initiated. If thenter of remaining running
instances of a services is still above the minimum boundheyself-healing service
ignores the faulty service notifications. For example, ethse of the rogue user mon-
itor from Figure 1, if a single instance crashes no actiot el executed because the
remaining 2 instances do not cross the minimum boundarko@fyh it is outside the
scope of this paper stressing the administration and udagamagement service poli-
cies (refer to the work of Marquezaat al. [14] for that), we assume that policies are
defined by the system administrator and transferred to théseling service instances
long before any failure occurred in the P2P managementayerl

Once required, the self-healing service tries to activeenumber of new instances
defined in the service policy by contacting t@nfiguration serviceSuch configuration
service is then responsible for creating new instanceseofthity service on peers that
do not have those instances yet. A peer hosting solely a eoafign service can be
seen as an spare peer ready to active new instances of argesarfailure.

Different than the failure detection function, instancéwation is performed out-
side the group of instances that implement the failing mansmt service. That is so
because decoupling the instance activation function flwvservices that require them
allow us to more flexibly deal with the number of componentsefach function. That
directly impact on the number of message exchanged in thdagve

So far, we have defined a self-healing architecture thanestéhe ManP2P func-
tionalities. However, to ensure that the failure detectiod instance activation func-
tions work properly, two requirements must be filled on th® R2anagement overlay.
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First, each management service (including the self-hgaim configuration services)
must run at least 2 instances in order to detect and recooklgms on the management
service. That is so because a single faulty instance caeaot itself if it is crashed,
then at least another instance is required. Second, eachmese not host more than
one instance of the same management service in order to saxedal instances of that
service crashing if the hosting peer crashes too. We adsat¢hie maintenance of the
monitoring infrastructure can be accomplished while thresgirements are fulfilled.

3.4 System Implementation

As mentioned before, our architecture extends the ManP&Brsy The implementation
of our architecture in an actual monitoring system is thaseldan the previous code of
ManP2P. Figure 2 left depicts the internal componentes efea pf our solution.

Components are divided by tteore peer planeand management service plane
The core peer plane’s components are responsible for diamgréthe communication
mechanisms between peers. At the bottomJik€Aandnetwork multicastomponents
implement group communication using unicast (via JXTA) etwork multicast. On
top of them, thegroup managerandtoken managecomponents control, respectively,
group membership and load balancing (via a virtual tokeg)riNessages are handled
by themessage handl@omponent that interfaces with Axis2 to communicate with th
management service plane’s components. A ManP2P componémé top of the core
peer plane is used to implement complementary functioeslihat are not inside the
scope of this paper.

At the management service plane the regular monitoringiceshare found. Al-
though located in this plane, monitoring services thenesello not monitor remote
instances for fault detection; this verification is in faetformed by the group manager
component. That is so because we wanted the self-monitfuimgtion to be native
in any peer, freeing the developer of new management sarticeoncentrate their
efforts on the management functionalities he/she is codiitgout worrying about
self-monitoring. At the management service plane the Isedfing and configuration
services are also found. As mentioned before, they are nefigie for activating new
instances of monitoring services when required. The bliité square inside the self-
healing service represents the policies that define thenmiimi number of instances of
each managementservice, as well as the number of new iesttirat must be activated.
Peers and internal monitoring services have been codedaruding Axis2, JXTA, and
ManP2P previously developed libraries. Monitoring sezsibave been specifically de-
veloped as dynamic libraries that can be instantiated weguired be a hosting peer.

4 Experimental Evaluation

In our experimental evaluation we measured the recovery &énd the generated net-
work traffic when fail-stop crashes occur in peers of the psggl self-healing monitor-

ing infrastructure. We evaluate the effects of such fadwensidering variations on: (a)
the number of simultaneously crashing peers, (b) the numibgeers in the manage-
ment overlay, and (c) the number of management servicesmyon the overlay.
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Fig. 2. Meta-monitoring architecture

We have run our experiments in a high performance clustdedccaabTec from
the GPPD research group at UFRGS [15], from which we used tiésto host the
management peers of our architecture. The recovery timéhangkenerated traffic have
been measured capturing the P2P traffic and timestampirgjrig . packet capture
t cpdunp software. Traffic volume is calculated considering the leeaénd payload
of all packets generated by the system operations. Rectwezhas been measured 30
times for each experimental case and computed with a comiédaterval of 95%.

Although the size of P2P systems is typically of scales mughdr than 16 nodes,
we emphasize here that we do not believe that, in an actushgeament scenario of
a single corporation, administrators would use a large rerrabmanaging nodes. We
thus assume that 16 peers are sufficient for most actual reeme&ag environments.
Over the P2P management overlay we deployed up to 12 diffét®@ management
services (namely, monitors for LDAP, DNS, DHCP, Radiusadadse, Web servers,
rogue user, firewall, proxy, access point, switches, anters)y in addition to the self-
healing and configuration special services required inglevery process. The single
service policy enforced in all management services of opegments defines that at
least 2 instances per service must be running and, in casslafels, just 1 another
instance must be activated per crashed instance.

Considering the above, two main sets of experiments have daeied out: multi-
ple crashing peers, and variable number of peers and serdibese experiments and
associated results are presented in the next subsections.
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4.1 Multiple Crashing Peers

The first experiment was designed to check the performantieedself-healing moni-
toring architecture when the number of simultaneouslytgraspeers hosting manage-
ment services increases until the limit where half of themkaoken. In addition, we
want to check whether the number of instances of the selfigeand configuration
services influences the recovery time and generated traffic.

For this set of experiments, we used to following setup: 18agament services are
always deployed, each one with 2 instances running on thiegv@&he total 24 service
instancesi(e., 12 x 2) are placed along 8 peers, each one thus hosting.324 + 8)
service instances. The number of crashing peers variesifto. Since each peer hosts
3 instances, the number of crashing instances varies froh2.3%) to 12 (50%), out
of the total of 24 instances. Additional 4 peers have beed tss@ost the self-healing
and configuration services. Their varying number of inséaritas been organized, in
pairs of self-healing/configuration, as follows: 2 and 4amges, and 4 and 4 instances.
Finally, we consider that group communication support iglemented interchangeably
using multicast and unicast.

Figure 3 shows in seconds the time taken by the monitorintgsy$o detect and
activate new instances of the crashing services using fiegés cluster nodes that host
the configuration service. The first occurrence of 3 crask@rgices correspond to the
situation where 1 peer fails; 6 crashing services corredpor? failing peers, and so
on. No value is provide in O (zero) because with no failingrpekere will not be any
crashing service. Figure 4, in its turn, presents the nétvwmffic generated by the
management overlay in this recovery process. In this casé (zero) there exists an
associated network traffic because, in the self-monitgpirngess, heartbeat messages
are constantly sent regardless the presence or not of afailu
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Fig. 3. Recovery time with multiple crashing Fig. 4. Traffic to recover crashing peers

The recovery time as a function of the number of crashinggpsterlyed mostly con-
stant. With that we can conclude that the system scales wediidering a management
scenario of 16 nodes. There is a little variance on the regdirae as a function of the



self-healing and configuration services. In fact, suchedéfhce is the result of employ-
ing multicast or unicast. When peers use multicasting thegkty become aware of
changes in the system, and can rather react faster. Usisgsinhowever, more mes-
sages are sent, delaying the communication and, as a camsguhe reactions. In
summary, the recovery time is not strongly influenced eithethe self-healing and
configuration services or by the number of crashing servitiesre is, however, a little
influence from the use of multicast or unicast in the group momication support.

Network traffic, in its turn, presents a stronger influencerafiticast or unicast
support. As can be observed in Figure 4, multicast-basedrzoritations saves more
bandwidth, which is expected. The important point to be olesk however, is that
with the increasing number of crashed services the traffiegeed to recover them is
closely linear, but with doubling the number of failurese thhaffic generate does not
double together. Although not so efficient as in the case ofwery time, the band-
width consumption is still scalable in this case. Puttingstiantwo parameters together
and observing the graphs, if multicasting is used the numobself-healing and config-
uration services and the number of crashing peers do noeimdkithe recovery time,
and slightly increase the bandwidth consumption. In the edsunicast, however, the
option of employing 2 self-healing instances instead of Better, because this setup
reacts slightly faster yet generating less traffic.

4.2 Varying Number of Peers and Services

The second experiment shows the relationship between eectime and generated
traffic when single crashes occur (which tends to be moreifetthan multiple crashes)
but the number of peers and services varies. We considegtbgery process when the
number of management services increases (from 1 td.e.Zrom 2 to 24 instances)

over three setups where 2, 6, and 12 peers are used to hosatizgement services. In
addition to single crashes, we also fixed the number of 2tesdfing and 2 configura-

tion services instances, hosted by 2 peers. We did so beasisbserved before, the
number of such instances few impacts on the recovery time.
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Fig. 5. Recovery time for multiple peers Fig. 6. Recovery traffic with multiple peers
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In Figure 5, where the recovery delay is presented, serdoesmunicating via
multicast are depicted with dashed lines, while serviceégusnicast are depicted with
solid gray lines. The recovery time when only 2 peers are eyaul is usually higher
because each of the 2 peers hosts more service instancesoWhef the peers crashes,
more instances need to be activated. On the other extrertte 1®&ipeers, each peer
hosts less services, leading to the situation where a crgugger actually triggers the
activation of less service instances.

The fact that more instances need to be activated as theé oéauhore load peer can
be observed in Figure 6, that shows the traffic generatecctives the system. Again,
multicast communications save more bandwidth than unieastxpected. However, it
is important to notice now that the number of services in geegr influences too. For
example, 6 instances running on the same peer (line “6 sarficast”, with 2 peers
in the x axis) despite being multicast still takes longer gederates more traffic to
recover the system than the case where, via unicast, onlyitegis deployed (line “1
serv. unicast”, with 2 peers in the x axis).

This confirms that the number of peers and service instances be similar in
order to recover more promptly the system without genegatio much traffic. If an
administrator is restricted in terms of peers availabldste must try to restrict the
number of services employed as well. If new services areiredthowever, the option
of also increasing the number of peers should be considered.

Now considering the whole picture, administrators showldworry about simulta-
neous crashes nor the number of self-healing and configarsgirvices. Increased mul-
tiple crashes are more scare, and even if they happen trensisable to recover rea-
sonably fast. As observed, the number of serf-healing anéigaration services does
not affect the overall performance of the system. Howedmiaistrator should do pay
attention to the number of available peers and servicerinet® as mentioned before.
Finally, the employment of multicast and unicast in the greommunication mecha-
nism influences in the recovery time (less) and the genetedéfit (more). Choosing
multicast whenever possible helps to improve the respamsedf the system. Unfortu-
nately multicasting is not always available, which fordesadministrator to use unicast
to implement group communication.

5 Conclusions and Future Work

We have presented in this paper the design and evaluatioR®Pzbased self-healing
monitoring system employed in a NAC environment. The soluéichieves self-healing
capacity by splitting in two different processes the funes of failure detection and
system recovery. Failure detection is executed inside gemant services that monitor
final devices, while system recovery relies on special ses/called self-healing (that
decides when new service instances must be activated) afidwation (that activates
the new service instance as an reaction for the self-heséingce decision).

The results of our experimental evaluations allow us to katethat the number
of instances of the self-healing and configuration serdceat a major player in the
performance of the system. They also permit us to state ithattsneously crashes on
the management services does not influences so expressieelystem performance



either. A network administrator willing to employ a selfélieg monitoring solution
should not concentrate his/her efforts in finding an ideahber of self-heling and con-
figuration services. Our experiments employed 2 and 4 ins@mespectively, and the
system response was satisfactory. The fact that must bevellséowever, is the group
communication solution available on the managed networktioast turns recovery
faster while consuming less network bandwidth. UnfortetyatP multicasting can not
always be provided, and unicast ends up being chosen in guekiens.

The most important aspects that must be observed in a saifRgenonitoring so-
lution is the number of peers employed in the P2P managemenay and the number
of service instances deployed. With few instances, then®ireed for several peers.
On the other hand, with a large number of instances the nuoflers should grow
consistently, otherwise, on the occurrence of a failure rétovery time will be higher
and more network bandwidth is consumed by the intensive RZfittgenerated.

Currently, we are working on the optimization of the detetnechanism because
the current version of it is responsible for a considerableuant of generated traffic.
Another future work is the investigation about how servioéigies impact on the con-
sumed network bandwidth and recovery time of our system.

Acknowledgement

Thanks to Dominique Dudkowski and Chiara Mingardi for cémiting with this paper,
and also to the Network and Support Division team at the Datdad®sing Center of
UFRGS for the experience exchanged on the development ffR&GS NAC system.

This work was partly funded by the Brazilian Ministry of Ediion (MEC/CAPES,
PDEE Program, process 4436075), and by the European Uniougth the 4WARD
project in the 7th Framework Programme. The views expreissits paper are solely
those of the authors and do not necessarily represent thws wietheir employers, the
4WARD project, or the Commission of the European Union.

References

1. Oetiker, T.: MRTG - The Multi Router Traffic Grapher. In:3A '98: Proceedings of the 12th
USENIX conference on System administration, Berkeley, O8A, USENIX Association
(1998) 141-148

2. Lopez, G., Canovas, O., Gbmez, A.F., Jiménez, J.riM R.: A network access control
approach based on the AAA architecture and authorizativibates. J. Netw. Comput.
Appl. 30(3) (2007) 900-919

3. Perazolo, M.: A Self-Management Method for Cross-Analgé Network and Application
Problems. In: 2nd IEEE Workshop on Autonomic Communicatiand Network Manage-
ment (ACNM 2008). (2008)

4. Trimintzios, P., Polychronakis, M., Papadogiannakis, Poukarakis, M., Markatos, E.,
Oslebo, A.: DiIMAPI: An Application Programming InterfacerfDistributed Network Mon-

itoring. In: Proceedings. 10th IEEE/IFIP Network Operai@nd Management Symposium,

2006. NOMS 2006. (2006) 382 — 393
5. Packard, H.: Management Software: HP OpenView (2008)lade in ht t p: / / ww.
openvi ew. hp. con .

203



204

10.

11.

12.

13.

14.

15.

. Agarwal, M.K.: Eigen Space Based Method for Detectinglfyadiodes in Large Scale En-

terprise Systems. In: IEEE/IFIP Network Operations and &fg@ment Symposium (NOMS
2008). (2008) CDROM.

. Varga, P., Moldovan, I.: Integration of Service-LevebMtoring with Fault Management for

End-to-End Multi-Provider Ethernet Services. |EEE Tranisms on Network and Service
Management(1) (2007) 28-38

. Yalagandula, P., Sharma, P., Banerjee, S., Basu, S.SL&e,S3: a scalable sensing service

for monitoring large networked systems. In: INM '06: Prodiegs of the 2006 SIGCOMM
Workshop on Internet Network Management, New York, USA, A@kss (2006) 71-76

. Prieto, A.G., Stadler, R.: A-GAP: An Adaptive Protocal @ontinuous Network Monitoring

with Accuracy Objectives. IEEE Transactions on Network &sivice Managemenr(1)
(2007) 2-12

Chaparadza, R., Coskun, H., Schieferdecker, I.: Addrgsome challenges in autonomic
monitoring in self-managing networks. In: 13th IEEE Inttional Conference on Networks,
2005. (2005) 6 CDROM.

Zhou, Y., Lyu, M.R.: An Energy-Efficient Mechanism forlS&lonitoring Sensor Web. In:
2007 IEEE Aerospace Conference. (2007) 1-8

Granville, L.Z., da Rosa, D.M., Panisson, A., Melchjogs, Almeida, M.J.B., Tarouco,
L.M.R.: Managing Computer Networks Using Peer-to-Peehfietogies. IEEE Communi-
cations Magazind3(10) (2005) 62—68

Panisson, A., Melchiors, C., Granville, L.Z., Almeid4,J.B., Tarouco, L.M.R.: Design-
ing the Architecture of P2P-Based network Management 8ystdn: Proceedings. IEEE
Symposium on Computers and Communications (ISCC’'06), Uasos, CA, USA, IEEE
Computer Society (2006) 69-75

Marquezan, C.C., dos Santos, C.R.P., Nobre, J.C., Ame¥.J.B., Tarouco, L.M.R.,
Granville, L.Z.: Self-managed Services over a P2P-basad/dtk Management Overlay.
In: Proc. 2nd Latin American Autonomic Computing Symposi(trAACS 2007). (2007)
GPPD: Parallel and Distributed Processing Group — GPRID8) Available inht t p:

/1 gppd.inf.ufrgs. br/new .



205

Self-managed services over a P2P-based Network
Management Overlay

Clarissa Cassales Marquezan, Carlos Raniery Paula dossSdaferson Campos Nobre
Maria Janilce Bosquiroli Almeida, Liane Margarida Rockaob Tarouco, Lisandro Zambenedetti Granville
Institute of Informatics — Universidade Federal do Rio Giaulo Sul
Caixa Postal 15.064 — 91.501-970 — Porto Alegre — RS — Brazil
Email: {clarissa,crpsantos,jcnobre,janilce liane,granyifénf.ufrgs.br

Abstract—The increasing complexity of IT systems requires potentially enables highly distributed management sohsti
sophisticated management solutions. Autonomic computinas Based on these two approachesq our research group has devel-
been pointed as a_possib_le s_olution for the management of thi oped a new network management model [8]. Analyzing P2P
modern IT scenario, which includes the management of the . .
underlying communication infrastructure. This paper focuses in management ov_erlays, W? be“e_ve _that they form enwronmem
how to provide proper network management in the light of Where autonomic computing principles could be employed in
complex IT scenarios. Since we believe that traditional netork  order to enable distributed, autonomic network management
management approaches are not sufficient, one alternativehat  systems.
is rising as a potential solution is the employment qf peered- " \\e propose in this paper an ANM architecture based on
peer (P2P)-based network management. Based on this scerari P2P overlays. This paper describes the architecture debsign
we have proposed an architecture for building autonomic net S : B
work management services on top of a P2P-based management0 maintain the network management services of a P2P-based
overlays. NMS executing with self-healing, self-configuration, amdf-s
protection features. The main contribution of this paper-co
cerns with how we have explored the native features of P2P

Network management is an important discipline whoseverlays in order to provide the autonomic features. The
one of its main goals is to maintain the IT communicatiobasic features explored were group communication, theeati
infrastructures working in a proper manner. In the IT arenayupport for content distribution, self-organization sogpand
some investigations already predict that in few years th@vareness about the elements that compose the P2P overlay.
complexity of IT systems will be such that even experiencadlith the combination of P2P and autonomic computing is
system administrators [1] will not be able to properly adsre possible to define mechanisms to configure local peer and also
IT management issues. Since IT and networking tends remote peers without human explicit intervention, as wsjl a
be more and more managed in an integrated fashion, define self-healing algorithms to repair failures on theays
strongly believe that human network operators will face se- The remainder of this paper is organized as follows. Section
vere difficulties in managing future IT supporting netwarks2 surveys the related work. Section 3 brings the description
Even though several network management solutions have beérautonomic P2P-based network management architecture
widely proposed, implemented, and deployed, the questiproposed in this paper. Finally, section 4 contains some
here is that such management solutions have been desigoeatlusions and future work.
considering management scenarios different than those to b
posed by the near future. Il. RELATED WORKS

One alternative that is believed to have the potential to There are few initiatives investigating the integration of
properly address this issue is the employment Aufto- P2P and autonomic computing features in order to solve
nomic ComputindAC) features in Network Management Systhe complexity problem of network management. There are
tems (NMS), thus creating Autonomic Network Managemeattempts to build autonomic systems, but most of them are
(ANM) systems. A generally accepted concept from the A@ot directly devoted to network management. Generallyh suc
research is that an autonomic architecture is composedefforts are designed to manage specific scenarios such as
autonomic element®hose communication may be providedpecialized servers [9] [10], grid and pervasive environtsie
by a distributed, service-oriented infrastructure [2].s@tving [11] [12] [13], wireless sensor networks [14] [15], or to
the established network management architectures [3B[4] [provide more general frameworks [16] [17] [18]. On the
however, one can easily conclude that most (if not all) ofrtheother hand, there are a litle more researches trying to energ
are not based on the service-oriented approach. network management systems with P2P features. This section

The recent researches on Web services for network mamesents some efforts that have been carried out to develop
agement [6] have fortunately suggested the possibility afitonomic network management systems, P2P-based network
real service-oriented management systems. In additiam, thanagement systems, and the convergence of ANM approach
introduction of P2P-based network management models gfjd P2P-based network management systems.

I. INTRODUCTION
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A. Autonomic Network Management Systems was not developed to naturally integrate P2P and autonomic

One of the first proposed autonomic network managem(gﬂmputing principles in order to build a network management
system is Focale [19]. Its architecture is built on top of &YStem.
currently established network management environmerg. Th The approach proposed by Kamienski et al. [28] merge
solution adopted in Focale was the usage of information ati@ditional PBNM architecture with P2P architecture, tesg
data models, as well as ontologies, to provide self-knogdedin a P2P Policy Management Infrastructure (P4MI). As an
for the autonomic system. The major strength of this propogpplication of PAMI they had developed a PBM solution for
concerns with the fact that it does not require changes émbient Network, called PBMAN. PBMAN enables scalable
already established management systems. However, thsois &nechanisms for network composition inside the AN, as well
its drawback, since complex information and data model a#& policies distribution and retrieval. P4MI is composed of
necessary to describe the actions. Policy Decision Networks (PDNs), Policy Enforcement Psint
Another interesting approach is Service Clouds [20]. Th(PEPs) and users agents. Through this approach it is pessibl
environment intends to provide an infrastructure for gegvito establish policies to manage devices or services. Until
deployment in an autonomic fashion. It is not as generic #¢ present moment, according our awareness, there are no
Focale, but it presents an autonomic alternative for maintainitiates to endow P4MI with autonomic features.
ing communication channels where services are deployed. It
brings the idea of gutonomic _ser\_/ices ba_sed_ on network_ OVE™ Autonomic and P2P-based network management systems
lays. The autonomic communication service is deployedisi
the overlay and the communication service is able to self-Ambient Network (AN) [29] is one of the first works
adapt according to the network overlay conditions. Desfsite that has called attention to the convergence of AC and P2P-
interesting vision of autonomic services, Service Clouts abased network management. The key concept behind AN is
restrict to autonomic management of communication chaineietwork composition, which means that the establishment of
The policy-based approach is also explored by Morimoigter-network agreements must be performed on demand and
et. al [21], Bahat et. al [22], and Meer et.al [23]. Thesgithout the intervention of human administrators during th
systems employ a policy-based architecture to describe, pfocess. The authors argue that an AN management system
a high abstraction level, the overall behavior of the systemmust be dynamic, distributed, and self-managed, since an
thus the autonomic elements of the network should maintaiN itself is composed of hierarchical overlay. Thus, among
the policies inside the infrastructure. Another interegtivork  other alternatives to build AN management systems, P2P-
is presented by Ouda et.al [24], where autonomic featurggsed management is one of the possible approaches used to

are used to allow dynamic changes not only on the managegintain the hierarchy of the system by executing managemen
resources but also in the policy itself. and control tasks [30].

B. P2P-based Network Management Systems However, this AN P2P management approach does not
(r:l?nsider, explicitly, well known and accepted features of

utonomic computing. Indeed, it is possible to say that self
figuring could be achieved by the network composition
echanisms described in this paper. Thus, we believe that
ere are several aspects of P2P overlays that can be investi
ed in order to provide an autonomic network management
em.

One of the first initiatives on developing P2P-based netwo|
management has been carried out by State et al. [25].
authors proposed a Java Management Extensions (JM
encoded system based on the JXTA P2P framework [2
Managed entities announced their management interfaces
remote management peers on the P2P network. Even tho
the authors discuss about the possible integration with * g
facto” TPC/IP management solution, i.e., the Simple Nekwor
Management Protocol (SNMP) framework [27], the proposedll. AuToNOMIC P2PBASED NETWORK MANAGEMENT
architecture is not completely integrated with establishe PROPOSAL
management agents found inside current devices (i.e emout
switches, servers, etc.). This fact restricts the employroé The main objective of our approach is to provide a
this management system to a reduced set of resources. self-managed infrastructure to maintain the execution of

The work of Binzenhofer et al. [7] was designed employingervices inside a P2P-based network management overlay.
P2P overlays to address fault and performance managem@éntthis moment, our focus is to provide self-healing and
Their architecture aims at providing generic connectivitgelf-configuration features, but we also address some self-
tests and QoS monitoring in a distributed and self-orgahizprotection aspects at some elements. In our vision, to aelaie
system composed of Distributed Network Agents (DNAskelf-optimized system it is necessary first to provide thenfer
The authors argue that their architecture can facilitate tthree autonomic features. Thus, based on what the system is
construction of autonomic communication, since they praware of and based on its self-configuration capacity, it can
vide QoS-enabling solutions and self-organization (based predict the best choices to improve its performance andyappl
DHTSs). Although being a P2P-based management system aneim. For this reason self-optimization is not addressehisit
foreseeing manners to insert autonomic features, the mysteoint of the research, but is a future work.
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Fig. 1. Peer service architecture

A. Basic Principles is responsible for managing the execution of the self-djpeci

One of the lessons presented by Mortier and Kiciman [31] f€rvices. The second one, self-specific service, is tatgete
the necessity of making explicitly assumptions about therop CONtrol the management services of the overlay. Figure 1 (b)
ation environment when defining an autonomic control systefflustrates two self-specific serviceSelf Monitoring Service
Thus, we made both generic and specific assumptions. Self Configuration SerwpeEach one manages different
generic ones are related to the overall environment ojperatiCl2sses of management services. The former manages the mon-
and are listed below. |tor|ng service class and the Igﬁer manages the configurati
ervice class. Each self-specific service can handle a set of

1) The P2P-based network man_agement overlay must erlay policies that must be applied for each management
able to operate based on service oriented approach._ Fvice or for the entire service class. Actually, the self-
means th"?“ the peers wil prowde. and consume SeIVIGESsic service is also controlled by a default, simple policy
deployed_lns@e Fhe P2P overlay; . The description of policy support and autonomic services is

2) The services inside the P2P overlay must be d|scoverr§,\l%sem‘_:‘d in the following sub-sections.
somehow;

3) The P2P overlay must be able to deal with peer grogp policies
interactions; ) ) .

4) The overlay must be able to deal with the managementWe have defined two.types of possible policies: netyvork
of services with or without autonomic support. In orde?nd overlay. The formerlls treated by management services to
to build the autonomic support for the services, th ontrol the network Qewces managed _by the overla_y system.
developers will have to implement the set of operation ne example qf this type of pohcy |NenNork policy A .
we have defined: presgnteq in Flgqre 2 The_ latter is used with autonomic

5) The overlay services managed by the autonomic servigggvices n o situations: (i) _management of one type of
must be as less conscious as possible about the fact fvice inside t_he overléy service class, such as _presamted

the Overlay policy A or (ii) management of all services from

they are being managed; . | overl licy B
6) The management of the overlay will be driven based ghservice class, @verlay policy Bpresents.

condition-action policies;
7) Our approach is designed using a timed asynchrong Network policy A _
model [32] to address the fault tolerance aSpeCtS tlﬁex(lsource_lp = 156.34.90.23) AND (destination_net = 143.54.12.0)

Based on these assumptions, we have defined differpnt

mark DSCP 46

types of services, each one playing defined roles on our § Overiay policy A @ity el =
tonomic P2P-based network management architecture.elngiéf (service_class = monitoring) | if (service class = monitoring)
N . AND (service_type = DNS) then
the overlay there are management services and autonopmien keep 3 monitors for each
keep 3 DNS monitor services service of the class

services. Figure 1 (a) shows the peer service architechde a

how these services are instantiated is presented in Figure 1

(b). The management services comprise the common network Fig. 2. Policy examples

management services, such as DNS monitoring service, fire-

wall configuration services, QoS configuration service, and The major idea behind our policy support is the combina-

so on. The autonomic services are designed to control tfien of policy-based network management (PBNM) [5] with

management services. P2P concepts. Traditional PBNM architecture comprises fou
In our approach, there are at least two autonomic servicestities: policy tool, policy repository, policy decisiqoint

self-basic and self-specific, as presented in Figure 1 (a§. T(PDP), and policy enforcement point (PEP). We redefined

first one is name&elf Basic Servicand each peer, interestedhese entities considering explicitly P2P features. Thgoma

to provide autonomic features, must provide this servite.dhanges are related to the manner that policy repository,
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PDP, and PEP entities are treated. These entities became
management services inside the overlay.

We defined a management service caffeticy Storewhich
is responsible for storing all type of policies. This seevinust
be running in several peers in order to form a peer group that
share the same policy information. This restriction allasgo

(a) Self Basic default policy

if management_service with
autonomic support
then
instantiate management_service

(b) Self Basic service tasks on peer start up

01. for each management_service

build a decentralized policy repository. This service [des T
operations to receive policies and also to provide the retgde 04. if there is not a self_specific_service executing
policies. There are several aspects comprehending owypoli 05. then o
. . 06. instantiate the self-specif_service
based model that will not be addressed at this moment, becaus
this is not the focus of this paper. (c) Self Basic service tasks during the live time of the peer

At this moment, we are interested in showing the relation- | 01. while peer executing ‘ ,
. . . . 02.  check Presence_service events for this default_policy
ship between the overlay policy actions and the operations |3 if new management service provided

supported by the autonomic services. This relation is esgae gg thenf — )
by an algorithm that describes the required steps to impieme | oz jihere s autonomie suppor
the action. This algorithm is implemented Sﬁlf Basicand 04. if there is not a self_specific_service executing
self-specific services. So far, we have defined the following | % then = S
.. . . . . instantiate the self-specific_service
overlay policies actionskeep, use, i nstanti ate and 07.  if some self_specific_service failed
ki | | . However, as the system evolves it is possible to build |0 ten . )
.. . . . . 09. re-instantiate the self_specific_service
more sophisticated overlay policy actions. But, in this grap 10, if re-instantiation failed
we will just present the algorithms to providest anti at e . then
. . . PO 12 for each management_service controlled by
action, implemented by th&elf Basicservice; andkeep self_specific.service in faiure
action implemented by the self-specific service. 18. check available peer
14. if there is some peer available
C. Self Basic service 15; then o
16. instantiate the management_service in remote peer
Every peer of the P2P overlay must provide ®elf Basic 17. else

. f h . f h d 18. kill management_service
service Iif the management services of this peer are suppose 19. wait for the contact of the peer group service in failure

to be controlled in an autonomic fashion. This service is
responsible for the self-configuration feature on our model
hence its major task is to deal with the initialization offsel
specific services. This task is represented in the defalittypo
of the Self Basicservice. Figure 3 presents the default policy
and its associated algorithm. services. On a first moment, thgelf Basicservice tries to
This autonomic service does not need to search for ft@ndle the problem locally. However if it is not able to re-
policy in the Store Policy service. The default policy is instantiate the service in failure or cannot find another pee
already present since the service initialize its execytiord re-instantiate the orphan management services, then i wai
is illustrated in Figure 3 (a). The algorithm that specifieis t for the contact of the peer group of the self-specific service
policy comprises two moments. The first one is related hen the peer group contacts it, then it informs that the peer
the initialization of self-specific services of the peer,ilwh group will have to relax their restrictions involving theljpges
the second one regards to the maintenance of the self-gpe@fisociated to the management services of the self-specific
services during the life time of the peer. service in failure. In order to accomplish this negotiative
Figure 3 (b) presents the first part of algorithm. It shows th@ave developed a restriction policy relaxation protocdtisT
just necessary self-specific services are instantiated,gven protocol is inspired in the same kind of mechanism found in
if there are management services of different classesidrise negotiation protocols from multi-agent research area,rashe
peer the algorithm will initialize self-specific serviceslpfor the agents must obtain an agreement on which resources
management services with autonomic support. This reistrict they can or cannot release [33]. Our current restrictioncpol
avoids wasting resources with services that are not regjuirerelaxation protocol defines that the system will keep exagut
Figure 3 (c) shows the second part of the algorithm. TH#espite of the occurred problem, but in background it will
Self Basicservice is able to identify whether some newgontinuously try to find another peer to re-instantiated the
management service was introduced inside the local pegr, &iphan services.
according to the capacities of this service, it will be cotiéd It is important to notice that in this failure case, we
by some self-specific service already running inside the peetroduced some self-protection features. WhenSke# basic
or the Self Basicservice will instantiate the appropriatedservice is not able to re-instantiate the orphan management
autonomic service. services, it will kill the local ones and the responsibility
Another feature addressed in the second part of this aldgmd a solution is transferred to the self-specific peer group
rithm is the ability of solving local failures on the selfespfic ~ With this restriction we can prevent malicious peers that ar

Fig. 3. Default policy and its algorithm foBelf Basicservice
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trying to damage the overlay execution, or the 0Nes that try| oy e smcees cauice ovents for this keep_polcy
to attack the devices controlled by the management setvices, g oce! management senice down .
In the first case, without killing the management services, t | os. instantiate new management_service Local Peer Actions
overlay can be flooded with many unnecessary managemeroy. o
services, hence this will introduce communication and Pro-| e iaome e ssesiis s doun -
cessing overhead in the peers_ of the overlay. lOn the secqn 10- then aloctone sef specfc sonice as eader Peer Group Actions
case, if the management services were not killed, they will| 2. ifthis s the self_specific_service leader
keep communicating and executing their management task: n e verlty if the peer containing the failed self_specific_service has crashed
over the devices, and this can cause deny of service attacks g j R
bizantine failures on the devices. @ ,,  cooe peer gaup incanitocy

Other relevant feature dbelf Basicservice concerns with 19. contact self_basic_service of failed self_specific_service peer
fact that it does not belong to any peer group. We decided 5 g aSIo-SonEo 8ot anSwetng
to impose this behavior because their tasks are restricted t| 2 g DRI AR
local control of self-specific services. On the other haetf: s 2. call restriction policy relaxation protocol
specific service is targeted to form peer groups in order to @
control the management services spread along the overlayi. solve iocal failure { i._solve_peer_group_inconsistency(
These autonomic services are presented in Next Sub-SBCHON i finer i same poor vt . e 1 e por vl
D. Self-specific service :7 me"w‘r:‘s:r':i;t: pn;::agemsm,ssrvioe C, me?;s:x:«: pn;:r:agemem,servme

. . P g . . Vi if there is no other management_service || vi. else

The adjectivespecificin the self-specific service name is for local self_specific_service Vi, call restrction policy relaxation protocol
related to the idea of different classes of services indige t [V ™" L eic soncokilisat |-
overlay. In Figure 1 (b), we present two classes of services)X et T ©
monitoring, and configuration. The idea behind the special- . relaxation protocol

ization of self-specific services, is allowing the definitiof
peer groups, whose main objective will be maintaining the
policies applied to the service class. Using the concept of
peer groups, it is possible to restrict the number of peers  Fig. 4. Algorithm for the implementation dfeep action

inside the overlay that will receive the messages relateal to

policy overlay action. Thus, considering the example iruFéy

1 (b), the self-monitoring service will not receive the aoht autonomic support will also have a self-specific servicesTh
messages related to the policy overlay actions of configurat assumption restrict the capacity of self-specific servites
service class. control management services from remote peers.

One of the responsibilities of a self-specific service is to As mentioned before, one relevant aspect related to self-
retrieve the policies associated with the service classs Tispecific service is its direct relationship with the policfian.
element will contact thePolicy Storageservice and handle For example, consider the following scenario: there is qure
the appliance of the policy. For each type of service, thepeer with theSelf Monitoringservice and th®NS Monitoring
could be different policies. We have defined that one of tigervice (Figure 1 (b)) inside the network management oyerla
policy attributes will be its appliance priority. Based drist and this overlay service downloa@verlay Policy A(Figure
information, the self-specific service will be able to cheos2) from the Policy Storageservice. It means that inside the
which policy must be first deployed. We are aware thaverlay there will must be at least 3 peers that have the
there are conflict problems involved in this kind of solutionDNS Monitoringservice. Based on the assumption described
Considering the scope of the policy, this conflict can beeulv previously, and on th©verlay Policy A we must instantiate
internally by the self-specific service of the peer. Howeifer two more Self Monitoringservices to handle the two extra
there is a peer group managing the same set of policies, thi§S Monitoringservices inside some peers of the overlay.
conflict must be solved by the entire peer group. In order fdheseSelf Monitoringservices will have to form a peer group
solve this problem, we also use the restriction policy rafepn  where they will exchange information in order to maintain
protocol. the policy. In order to achieve this goal, self-healing aelf-s

Another responsibility of this service is the maintenanggonfiguration features must be defined by kieep algorithm.
of the policies, which means that it must implement eadFigure 4 presents the algorithm written in pseudo code.
algorithm associated with the overlay policy actions it inus As presented in Figure 4 (a), the self-specific service can
ensure. As the assumptions madeSilf Basicservice, we as- handle problems locally or together with the peer group. In
sume that the implementation of the supported overlay poliboth cases, the self-healing feature is achieved basedeon th
actions is already placed inside the peer. Another assomptinformation retrieved from th®resenceservice. This service,
we have made regards the relationship between self-spedifssically, follows a publish/subscribe model, where aerint
services and the management services they control. So &sted user subscribes in a service what information he wants
we assume that each peer that has management services bethotified and the service, based on the information gesetrat

(b)
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by an element (i.e., person, device or software), sends theAlthough we have defined self-configuration, and self-
correct presence information. The definition of autonomiwealing features in our model, these features can be im-
requirements folPresenceservice enables the detection angiroved. In order to improve the self-configuration aspect,
diagnosis of local and peer group problems. According te thive intend to develop two new overlay services. The first
information thekeep action algorithm is able to repair theone will be responsible for storing and delivering the self-
problem. specific implementations to the peers that does not provide
It is possible to notice that the repair procedures impléhem. This service will be accessed mainly by Belf Basic
mented by this algorithm are based snlve local failure service The second one will store and deliver the policyoacti
(Figure 4 (b)) andsolve peer group_inconsistency(Figure 4 implementations to the self-specific services that do neeha
(c)) methods. When the problem must be solved by the pemmpport for such implementation. The self-healing suppitt
group, it is first necessary to decide which peer of the grolye better explored improving the restriction policy reléom
will drive the situation. For this reason, they have to elbet protocol. We are researching negotiation mechanisms that d
responsible peer, which tries to verify if the peer of thd-selnot introduce too much communication and processing costs
specific service in failure has totally crashed or if at lehst for the overlay, but that also can better treat the intemgsti
Self Basicservice is still running. Based on this verificationconflicts of each policy.
the elected peer can decide which actions it will take to healMoreover, as a future work, we intend to implement these
the overlay service. architecture using different P2P technologies. Currenhiis
Summarizing, we can say th&elf Basicservice provides architecture is implemented based on JXTA framework and
self-configuration features to our architecture, while sef- the system is named Autonomic ManP2P (AManP2P). We
specific services provide the self-healing feature. As ar&ut also intend to make performance evaluations concerning the
work, we intend to introduce self-optimization featuresds bootstrapping process, reaction time in case of failure, an
on what the system could learn from the behavior of thie overhead introduced by the protocols that maintain the
autonomic services already defined. autonomic management of the services inside the overlay.
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Abstract—Notification service on network management is an considering traditional technologies and the managedarétw
essential tool that helps to save network resources, such hand- jtself; there is also the necessity of taking into account al
width. A management notification is basically an event messg remaining systems that run on top of the managed network
that reports a resource’s internal state to an interested maager. . ’
A complete notification support is not accomplished via simfe l.e., thg ma”agemef_“ of both net\/\{ork and systems need to
tasks anymore, for example, restricted to notifying manages e carried out in an integrated fashion. Unfortunately, SNM
from the same administrative domain of the managed devices. does not consider this important integration, which leas t
Due to huge changes on current network usage, this managenten the sjtuation where SNMP is seen as an obsolete protocol in
topic needs to be reviewed in the light of modern technolog®e gayeral modern IT scenarios.

_and require_ments. In this paper we present a notificatio_n sarice Recently, two other important technologies have been cap-
integrated in a P2P-based network management solution caitl i ' - X .
ManP2P. We also present an experimental evaluation regardg turing the industry and academia attention as alternatives
propagation delay and processing costs. We believe that witour ~ for integrated network management: Web services (WS) and
solution it is pqssible to gnhance P2P-based network managent peer-to-peer (P2P). WS [2] is a general solution to enable
advantages without paying a great performance cost. the communication among processes located along the Web
by using eXtensible Markup Language (XML) documents
transported on top over widely deployed Internet protocols
Network management is a critical discipline to support theuch as HTTP, SMTP, and FTP. WS specifically designed for
IT infrastructure of modern organizations. Often, orgatians network management have been investigated in academa sinc
with a poorly managed network eventually face problen®003, with relevant results being published so far [3]. la th
associated to the provisioning of their final services, Whidndustry, two important efforts specify WS standards far se
may easily evolve to financial losses too. This leads to tléces management (which encompasses network management
essential observation that having a healthy network isiafucas well): OASIS Management Using Web Services (MUWS)
for the organizations’ businesses. [4], and DMTF Web Services Management (WSM) [5]. These
Performance has always been a key issue of managentemt efforts are still active and some reports indicate thayt
solutions. Several mechanisms have been defined to improsed to converge in a single standard in the near future.
the performance of management processes, or to reduce the2P for management [6], on its turn, started to be inves-
impact of a management protocol over the managed resourdigated more recently, in 2005 [7]. The general assumption
In this paper we will concentrate on investigating one a§ that P2P typical characteristics such as distributiseal-
such mechanisms: management notifications. Notificatioms ability, and reliability could “naturally” enhance the dua
essentially an event message issued by a managed resolitgesf current network management solutions. One impor-
towards one or more interested managers that describes-theant advantage of using P2P technologies for management
source’s internal status. Notifications can be used, fomgte, is that a management overlay, potentially crossing differe
to report a device failure or an attack attempt. administrative domains, can be dynamically formed intégga
Early key network management technologies have bebBaman administrators that share a common goal and, most
defined in the 1980’'s, when the Internet Engineering Tagkportantly, integrating diverse systems and networkd tha
Force (IETF) standardized the first TCP/IP management seeed to be managed in an integrated manner, as mentioned
lutions. One of the main results from that effort was thbefore.
Simple Network Management Protocol (SNMP) [1], which Itis not reasonable to assume, however, that WS and/or P2P
ended up becoming thde facto management standard inwould immediately become replacements to SNMP. SNMP is
the computer networking industry. Nowadays, however, omevery light protocol that consumes few network resources
cannot plan the management of a computer network sol€g.g., bandwidth) if compared with the verbose XML-based

I. INTRODUCTION
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protocols employed by WS, and requires very few contrplossible integration with the SNMP framework [13], very
when compared with the P2P control messages neededfe considerations about integrating SNMP notifications. (i
maintain the P2P overlay. Being lighter, the processing tfps) into the management solutions has been made.
SNMP messages is supposedly faster than the processing d@inzenhoferet al. [14], in turn, designed a P2P overlay
XML-encoded messages. In summary, the performance of WS address fault and performance management. Their archi-
and P2P tends to be worse than the performance of SNM#ture targeted to provide generic connectivity tests and
despite their advantages listed before. QoS monitoring in a distributed and self-organized system
In SNMP, notifications (the focus of this paper) are mazomposed of Distributed Network Agents (DNAs). Although
terialized through thérap message. WS communications, irthe architecture is a P2P-based one, notification suppsrt ha
turn, are based on the Simple Object Access Protocol (SOAR)t been addressed.
[8] and WS natifications can be implemented using either Brunneret al. [15] has introduced the use of P2P for the
“plain” SOAP messages or specific notification standardd sumanagement of Ambient Networks (ANs). The authors argue
as WS-Event [9] or WS-Notification [10]. Notifications in P2Rhat an AN management system must be dynamic, distributed,
systems can be implemented using native P2P protocols, sackl self-managed. The P2P-based management is then one
as those available in the JXTA P2P framework [11]. In thisf the possible approaches used to maintain the hierarchy of
paper we investigate the use of WS and P2P technologas AN system by executing management and control tasks.
for management notifications through the introduction of AN elements are able to form Ambient Virtual Pipes (AVPSs),
management overlay named ManP2P. Over this P2P overlafich expose a management service overlay channel. Through
management notifications are delivered to interested neasagAVP and AN composition one can provide management ser-
using “plain” SOAP messages running on top of a JXTAices for different domains. In fact, this approach reaidee
infrastructure. Final managed systems (e.g., networkceésyi management at a very high abstract layer, leading to a isituat
are integrated into the management infrastructure thraligh where the management of devices and basic services are not
employment of intermediate gateway peers (called midtleveasily accomplished.
managers), whose main responsibility is to translated SNMPGranville et al. have presented in 2005 [7] a P2P man-
traps to P2P notification, i.e., SNMP is not replaced buteiadt agement overlay called ManP2P. The initial version of our
integrated. solution addressed three main management aspects: human-
The main contribution of this paper is that it presents theentered cooperation for management, increased conitgctiv
advantages and drawbacks of using WS over P2P for mémetween management entities, and balancing the management
agement notifications considering a real network manageméad using groups of peers. The authors have checked the
system. We believe that our results can guide future dewsid®2P traffic required to retrieve a router’s routing tablet bu
of network administrators aiming at employing WS and/aat that time no considerations about notification suppost ha
P2P in their management environments as either substiutedeen provided.
complements of SNMP. To present our research, the remaindeAlthough not always connected to P2P-based management,
of the paper is organized as follows. Section 2 review P2fe use o WS for notifications has been presenting its own
based management in the light of notifications necessity. dievelopment. The WS-Event [9] and WS-Notification [10]
Section 3 we present our ManP2P management overlay, uspécifications, for example, define SOAP messages tailored
to perform the evaluation experiments. These experimertts, transport notifications from one WS-enabled process to
and associated results and analysis, are discussed iriBeanother considering the Internet as the underlying commu-
4. Finally, the paper is concluded in Section 5, where finalcation infrastructure. Although WS are independent oP,P2
remarks and future work are presented. we believe that WS notifications running over P2P overlays
is a quite interesting solution for today’s needs: WS previd
a widely accepted, supported, and employed protocol (i.e.,
SOAP), while P2P enables sophisticated communications on
The general assumption behind using P2P technologies foe Web that are impossible to be provided by traditional
network management is that typical P2P advantages coulint-server protocols, such as HTTP.
be incorporated into the management discipline. Since P2PThe investigation work carried out up to today by the
generally provides enhanced connectivity, better scitiabi research community have mainly focused on introducing P2P-
self-organization, and possible support of fault toleefi?], based management, but notifications have typically negflect
bringing these features to the management of modern enviréma second plane. Integration with SNMP has been addressed
ment is clearly of great interest. at some extend, but usually limited to delay and bandwidth
One of the first investigations on P2P-based managemenhsumption observations, and rarely considering SNM#stra
has been carried out by Staeal. [6]. The authors proposed aln a previous stage of our own research, we have initially
Java Management Extensions (JMX)-encoded system base@ealuated the P2P support for notifications checking some
the JXTA P2P framework [11]. Managed entities announcedalability, bandwidth consumption, and response timeetsp
their management interfaces to remote management peerdnThe work to be presented in the next sections of this paper,
the P2P network. Even though the authors discuss about Hoevever, complements that very initial evaluation preisgnt

Il. NOTIFICATIONS IN WS AND P2P-BASED
MANAGEMENT



important additional and more conclusive results. Iritiale Mid-level managers (MLMs), different from TLMs,
present the ManP2P management overlay, to then evaluateghresent no GUI to the network administrators. A (MLM) is

notification support through a set of experiments. solely an auxiliary management peer that exports managemen
services to the management overlay and forwards device

[1l. NOTIFICATION SUPPORT IN THEMANP2P notifications to TLMs. In this last case, a MLM can be seen
MANAGEMENT OVERLAY as a protocol gateway that translates SNMP trap messages to

In this section we introduce the ManP2P managemeﬁDAP-based notifications delivered through the management
overlay initially focusing on the entities that may mostffeat overlay.
the performance of the notification support, i.e., focusingo A key concept in ManP2P is ahanagement service A
called top-level and mid-level managers. We also presenesomanagement service is an abstract entity hosted by MLMs
architectural details of these ManP2P entities that impiera  that offers management functions to remote peers (TLMs
publish-subscribe notification mechanism. Finally, thetpcol and MLMs). One single MLM can host several management
stacks required to integrate SNMP-enabled devices in thervices at the same time, and one single management service
ManP2P overlay are discussed. These stacks are imporgai be implemented by several MLMs belonging to the same
because they also affect the performance of the notificatipaer group. In this last case, the service is available to the

support. management overlay while at least one MLM is present in
) the group. This strategy increases the availability of isess
A. Top-Level and Mid-Level Managers by including new MLMs in a peer group that exposes a

Top-level and mid-level managers are entities already @itical management service. In addition, the employment
use by several network management solutions, some of thefnpeer groups allows balancing the management load by
in research projects or even in commercial products [1@]{istributing service calls among the MLMs of a peer group.
In ManP2P, top-level and mid-level managers additionalijhe notification support of ManP2P is implemented as a set
incorporate new functions and became dual-role entitrezy t Of management services.
are managers when controlling the system to be managed, but ) -
they are also communicating peers of the management overfay Sevices for Notification Support

Top-level managers(TLMs) are management peers that The ManP2P notification support is based on the publish-
implement the management front-end used by human netwstiscribe model [17], where TLMs interested in specific
administrators. Through a TLM's graphical user interfaceotifications subscribe to the management overlay to receiv
(GUI) a network administrator can, for instance, contadhe notifications they are interested in. In fact, a subsorip
other administrators located in remote domains, request tiequest is sent to a MLM that will, in the future, forward
execution of management tasks to mid-level managers, dghe notifications back to the TLM. In order to discover which
receive and visualize management notifications forwarded MLM the subscribing TLM must contact, a P2P discovery
mid-level managers. This last feature is of special inteires process is triggered using the JXTA discovery support. &inc
this paper. Figure 1 presents a snapshot of the ManP2P Ghs details of this discovery process is out of the scopeief th
highlighting the reception of notifications. paper, we will concentrate only on the subscription actions

performed after the TLM has found the MLM to be contacted.
Manpzp. Il The ManP2P components that support the publish-subscribe
R ety B model are presented in Figure 2.

4 Services ' Notification Receiver |
: Dew:e}us.sa 12 71” Find Notifications | TLM
@ [ Coldstart Notification || Registration (1)
[l LinkUp Subscriber
= [] warmstart o
=5 = L | | | Linkbown Notification | Notification (3)
/\_\ ¥ [/ AuthenticationFailure Receiver

g g g g NotificationDescriptor.xml Notifying

device

Notification
Broker '

I Trap (2)

TrapReceiver.xml

Debug ' Notifications |

NGTIFICATION RECEIVED: LinkDown from 145 541271 [a . .
NOTIFICATION RECEVED: LinkDown from 143.54.1271 Fig. 2. TLM and MLM architecture

NOTIFICATION RECEIVED: LinkUp from 143.54.12.71

ol | || Subscribe

At the TLM, the notification subscribecomponent request
its subscription to the remoteotification brokercomponent
at the MLM. All successful subscription requests are also
Fig. 1. ManP2P front-end snapshot logged in the TLMNoti fi cati onDescri ptior.xmn

ManP2P started
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file for future use, for example, when the TLM re-initiateslanmessages are run on top of UDP and uses IP routing to reach
wants to subscribe to remote MLMs again. At the MLM sidehe MLM.

the notification broker stores the subscribing TLM identity Once the MLM receives an SNMP trap, it checks its inter-
in the TLMkNot i fi cati onMappi ng. xm file, which is nal registries (controlled by the publish-subscribe metm
accessed when forwarding new SNMP traps to interestpresented before) to learn about the TLMs interested in the
TLMs. notification. For each TLM interested, the MLM sends the

The notification forwarderis the MLM component respon- notification now using SOAP and the JXTA P2P infrastructure.
sible for receiving SNMP traps and forwarding them to the irin this case, the protocol stack additionally includes t@AB
terested TLMs. Since this component works as a trap receiesvelope as well as the JXTA protocols. Routing is performed
on its own, some basic SNMP configurations are requirdaly peers at the JXTA application level. Figure 3 presents
such as the UDP port used to listen for new traps, as well e life-cycle of a notification since its source device unti
the IP address used in the networking interface, which méyreaches the destination TLMs with the intermediation of
happen to be a regular unicast address as well as a multiddsMs.
one (more details in the next subsection). This configunatio
information is stored in th@&r apRecei ver . xni file, which
is read by thenotification forwarderin its initialization. ;;ﬁa'gezf'A '

Once an SNMP trap is received by MLM, tmetification ;
forwarderreads th&LMkNot i ci at i onMappi ng. xn file
in order to identify the interested TLMs. For each TLM, a
SOAP notification message is forwarded and received by the
notification recei ver component at the TLM side.
The actions performed by the TLM in reaction to the just
received notification depends on the other TLM components,
who are independent of the notification mechanism.

It is important to highlight that all these publish-subberi
components are implemented as management services ac-
cessed by SOAP messages transported over the JXTA P2P
overlay. Each notification itself is a SOAP message too, as . . . i
mentioned before. Although specific definitions for SOAP- I this example, a single network device notifies two MLMs.
based notification exist (e.g., WS-Event and WS-Notificgtio This natification can be realized by sending two‘coples of the
we do not employ these definitions in our evaluation becau$@Me SNMP trap, each copy delivered to a different MLM
the current implementation of the JXTA-SOAP frameworkSIN9 _regular unicast TCP_/'P communications. The problem
used in this work implements neither WS-Event nor waith this approach is that with an increased number of MLMs a

Notification, which forces the use of “plan” SOAP messagd@rger number of trap copies will be required, which conssime
in all communications. more bandwidth and processing power at the notifying device

to create the additional copies. A more scalable altereativ
however, is to use IP multicasting to issue a single trapviilat
still be delivered to all destination MLMs. This mechanism
Our implementation of ManP2P is based on two maiconsumes less bandwidth and processing power but requires
frameworks mentioned before: JXTA [11] and JXTA-SOARhe underlying TCP/IP network to support IP multicasting,
[18]. IXTA is a popular open source and generic framewoukhich is not always possible. In our experiments we have
to build P2P solutions. JXTA-SOAP is an implementation afsed this last option, placing the MLMs and notifying desgice
SOAP [8] over the JXTA P2P infrastructure, which enablea the same IP network with multicast support enabled.
the development of WS deployed on top of JXTA protocols. At the second communication stage we see the notification
ManP2P management services are implemented as WS aadeling from the MLMs towards the TLMs. Notice that
can be accessed using the JXTA-SOAP libraries. Such sgr-this case the MLM #1 is responsible for forwarding the
vices, in turn, are advertised in the ManP2P overlay usimgtification to the TLM A, while the MLM #2 is responsible
JXTA service advertisement messages. TLMs then learn tfa@ forwarding the notification to the MLMs B and C. All
set of management services available on ManP2P either dgsociations between TLMs, MLMs, and managed devices
actively querying the management overlay or by receivirgge dynamically defined by auxiliary components omitted in
management service advertisements. this paper because the maintenance of these associatieas do
As presented before, once a network device needs to issu¢ affect the evaluations to be presented. In a management
a notification, the device does so by sending an SNMP trapvironment similar to the one presented in Figure 3, we
message to a MLM. The network infrastructure required teerformed a set to experiments to understand the impact of
transport such notification is a traditional TCP/IP networlVS-based notifications over P2P against SNMP traps, as will
connecting the notifying device with at least one MLM. SNMmPe presented in the next section.

Mid-level
manager 1

Top-level

Mid-level
manager 2

Notifying
device

Top-level
manager C

<« SNMPtrap
«——— JXTA-SOAP notification

Fig. 3. Notification transport

C. Protocols for Notification Transport
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IV. EVALUATION until the destination TLMs. The evaluations carried outhis t

In this section used to perform the evaluation tests are ptcg_esent work allows to d't“’_‘W more precise'analysis about the
sented showing the hardware and network setup. The resi/i@act of MLMs over notification propagation.
show the performance of P2P-based notification in terms of '€ first results have been collected considering the man-
processing time at the MLMs and notification delivery dela! gement scenario where a single device needs tg r;)otfn‘y up
from the source network device up to the TLMs. These resulfs 12 TLMs using up to 3 MLMs, as presented before.

can guide the decision on the number of MLMs to be uségd)r_ a proper balancing_of TLMs among MLMs we strictlly
according to a management system necessities. efined that each MLM in the same setup must be associated

to the same number of MLMs. This however turns some
A. Evaluation Scenarios setups impossible, for example, 4 TLMs notified by 3 MLMs:

Our evaluations has been performed in a high-performa”%rée of the MLMs will be responsible to nofify 2 TLMs,

cluster where TLMs and MLMs has been deployed. T aving the other MLMs associated to a single TLMs. Table
cluster is composed of 20 homogeneous nodes ea'chrjig esents the processing delay for each notification in the

composed of a Pentium Ill 1.1GHz processor, 512 MB cac ,LMS c_on5|der|n_g several setips. For those “|mp053|b_le" se
and 1 GB of RAM. tups an interpolation of values has been performed. Ndtiae t

In order to evaluate the processing and forwarding delaystg? setup 1-TLM/2-MLMs, 1-TLM/3-MLMs, and 2-TLMs/3-
Ms are note presented because not all MLMs are required

the MLMs, two evaluations scenarios have been used. In M tifv all TLM t
first one, a single network device was responsible to notif? notify al S present.

TLMs issue SNMP traps forwarded by intermediate MLMs. TABLE |
The number of MLMs in this scenario varied from 1 up to MLM s AVERAGE NOTIFICATION PROCESSING DELAY
3, while the total number of TLMs varied from 1 up to 12. TLMs [ TMLM_| 2 MLMs | 3 MLMs
The target TLMs has been associated to the MLMs in balance 110091146
. 2 0,100734 | 0,002718
way. For exa_mple, wnh 12 TLMs and 3 MLMs, each MLM 3 0110740 | 0,097300| 0,093278
was responsible to notify 4 TLMs. 4 0,113827 | 0,101881| 0,097023
In the second evaluation only 1 MLM and 1 TLM have 2 %Egigg 8’13353 g%g%gg
been _used, but the number of notifying‘net_work deyice has 7 0136451 | 0.111527 | 0106099
been increased, from 1 up to 12. The objective of this second 8 0,143494 | 0,114369| 0,107684
scenario is to stress the intermediate single MLMs in order 190 8&383;2 8%32;‘ g:ﬂg%g
to observe its behavior. Figure 4 present these two evaluati 11 | 0202471| 0124930 | 0114935
scenarios. 12 | 0,214006 | 0,126602| 0,117767
D The values from Table | has been used to create the graph
presented in Figure 5, where the average processing delay is

presented according to the total number of TLMs. The three
lines correspond to the setups where 1, 2, and 3 MLMs have
been used.
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_— — —» SNMP trap
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Fig. 5. Processing mean time

B. Notification Propagation

In a previous work [19], as mentioned before, some resultslt is possible to observe that the processing delay in the
concerning the propagation delay of notifications in ManP2tup with 1 MLM is sensibly greater than in the setups
has been presented. The main conclusion of those preliyninaith 2 and 3 MLMs (these last two setups present very
results was that the processing delay at MLMs was tisémilar delays). In fact, regardless the TLMs consideréé, t
most significant one, corresponding to 99% of the wholgrocessing delay is always greater using 1 MLM than using
propagation delay of a notification, since its source devi@or 3 MLMs. This values confirm the expected behavior,
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where the introduction of additional MLMs to handle the same, where the increased number of TLMs always leaded to
notification load (same number of target TLMs to be notifiedjn increased processing delay. In conclusion, the grelager t
leads to a decreased load in each MLM individually. number of TLMs to be notified the more efficient will be the
The single observation of the processing delay, althougdditional MLMs employed.
accurate, does not provides a clear view about performancdhis conclusion can in fact be further refined. Figure 6
improvements achieved with the inclusion of new MLMs. Ishows that both speedups are in fact quite similar, which may
order to have a better perspective on this issue, we check ksads one to reason whether the setup employing 3 MLMs
speedupwhich in this work represents the relative improvewould not be wasting computing resources. Why should one
ment on the notification performance, i.e., the relatiomieen use 3 MLMs if the speedup for 2 MLMs is almost the same?
the time to sequentially execute a process and the timeltoorder to answer this question we propose the observation
execute the same process in parallel [20]. In our case, thfean additional value: the relative speedup. This valuegak
process in question correspond to the activity of notifyang into account not only the “regular” speedup considered fgefo
certain number of TLMs. Let; be the time in the sequentialbut also the maximum speedup possible for a given setup,
execution (i.e., 1 single MLM forwarding all notifications) which corresponds to the number of MLMs employed. Thus,
andt¢y be the time in the parallel execution (i.e., N MLMsthe relative speedupr;) is defined according to the equation
forwarding all notifications). The speeduN) of N MLMs 2.
is given by:

or(N)=o(N)/N @)

The relative speedups for 2 and 3 MLMs are presented in
Given the previously values presented in Table | it iBigure 7.

possible to compute two speedups: one for the setup with

2 MLMs and another for the setup with 3 MLMs. The: 1
speedups are calculated by dividing the column of 2-MLMs 5 |
the column 1-MLM (speedup 2), and by dividing the colun

of 3-MLMs by the column 1-MLM again (speedup 3). The: _ 06+
speedups are presented in Figure 6. The setups using 1 ¢ °
TLMs have been suppressed because there were no value
2 and 3 MLMs in these cases in Table I. 02

o(N) =ty /ty 1)

--+--- SpeedUp 2 Fig. 7. Relative speedups
—=— SpeedUp 3

From Figure 7 it is possible to observe an inverted behavior:
while Figure 6 the setups with 3 MLMs looked like the better
option, in Figure 7 the opposite happens. Besides this teder

0+ T T T T T T i T T TLMs behavior, the lines become farther to each other and it is
8 4 5 6 7 8 9 0 1 W2 possible to observe that minimum values do#(2) correspond
to the maximum values farz(3).
Fig. 6. Speedups of including new MLMs The explanation for this inversion is simple: speedup con-
siders only the relationship between the sequential arallpbr

We can take two main conclusions from Figure 6: thgrocessing delays, but it does not consider the cost to &hie
speedup of using 3 MLMs is greater than using 2 MLMhe reduced parallel processing delays. On the other haed, t
and both speedups increase when more TLMs need to regative speed (as defined in the equation 2) considers such a
notified. A greater speedup for 3 MLMs than for 2 MLMs wagost when it includes the maximum possible speedup.
expected: with more computing resources a better perfatean . o
can be achieved. At the same time, however, the increasfng Propagation Delay Variation
speedups as a function of the number of TLMs should beEvery time a network device issues an SNMP trap, this trap
surprising, since with more TLMs more notification load exean be sent to several MLMs, which in turn will forward the
ists, which should supposedly decrease the total perfacenartrap as a notification to various TLMs. In an ideal situatiaih,
The increasing speedup is explained in this case becauseTh#ls should receive the notifications at the same time allow-
speedup indicates how efficiently the process is executed, iing all TLMs to have the exactly same view of the managed
with more TLMs more efficient become the MLMs employeddevices. However, due to variations on the propagatiornydela
This is different than the processing delay presented inréig one TLM view may be different than another TLM view. In
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o . TABLE Il
order to evaluate the degree of variation in the propagation  NoriricATION PROPAGATION DELAY FOR A TRAP OVERLOAD
delay, additional experiments have been executed. . Devices | Minimum | Maxmum | Average

Figure 8 presents the minimum and maximum propagation 2 0,175231 | 0,175232 | 0,175232
delay considering the several setups previously presented 4 0,350290 | 0,350300 | 0,350295
8 0,730155 | 0,730170 | 0,730161
035 - 16 1,534265 | 153429 | 1534279
034
> 025 1 o [ M) 16
£ . ~-m- 1 MLM (A) = 14
§ 2— 2 MLMs () %‘f
© o
g =— 2 MLMs (A) S 08
j —x— 3 MLMs (j) T 06
! —e— 3 MLMs (A) g 04
0 & 02
L L LA 11 OHHHHHHH‘DeviceS
3 4 5 6 7 8 9 10 11 12 2345678 910111213141516

Fig. 8. Propagation delay variation Fig. 10. Graph of the notification propagation delay for @ texerload

Itis possible to observe from Figure 8 that, for a small num-
ber of TLMs, there is almost no variation in the propagation where N is the number of notifying devices ang(N)
delay, but once the number of TLMs increases the variatigfthe average propagation delay of a trap from the notifying
increases as well. The degree of increase when using 3 ML¥vice up to the TLM.
does not exist. The relative difference between the maximumThe analysis of the variation in the propagation delay for
and minimum in each setup are listed in Figure 9. the second scenario will be similar to that used in the first
scenario. Observing the values previously presented iteTab

35% o h . ;
Il it is possible to observe that the minimum and maximum

§ S0% 1 propagation delays are quite similar regardless the number

§ %% «—1MM | of notifying devices, which indicates a very deterministic

S 20% § [ 2MWIMsE hahavior.

S 15% —+—3MLMs

2 o oy V. CONCLUSIONS AND FUTURE WORK

s 59 In this paper we have evaluated the use of WS and P2P
0% powe e ami 1 —— TiMs technologies to transport notifications in a management-ove

3 4 5 6 8 9 10 1 12 lay that integrates SNMP-enabled devices in the system-arch

tecture. Through the ManP2P solution, a set of experimental
evaluations has been carried out in order to understand the
impact of the P2P overlay over the notification performance.
Again, for fewer TLMs, almost no variation exist, but after First we conclude that with the introduction of additional
8 or more TLMs the variation increases, except when usingM-Ms in the management overlay the load of notifying a
MLMs. set 0 TLMs is properly decreased. In order to understand the
Another aspect that needs to be analyzed is the effect o$ealability of the notification support, two values need ® b
trap overload at the MLMs, mainly when we remember th@onsidered: the processing delay at each MLM, and thevelati
the MLM processing delay dominates the propagation delapeedup. The processing delay presented in this paper leads
of a notification. To proceed with this another analysis, thés to conclude that the greater the number of MLMs the less
second management scenario, where an increasing numbehefpropagation delay. On the other hand, the relative sgeed
devices will notify a single TLM using a single intermediaténdicates that the cost of including new MLMs increases with
MLM, will be used. the number of MLMs, which limits that total amount of MLMs
The values measured for this second scenario are presegle used. Choosing a specific setup to manage a production
in Table 1I. Columns minimum, maximum, and average presegvironment should then take these two value into account.
values for 2, 4, 8, and 16 notifying SNMP-enabled devices. The analysis of the factors that could lead to increased
The values from Table Il are depicted in Figure 10 thagariations in the notification propagation delay shows that
shows that the relationship between the average propagafior the setups used in our evaluations, the variations dtaye
delay and the number of notifying devices are linear. confined inside acceptable values. Even in the case with 8p to
Using the values to depict the Figure 10, the propagatidflLMs notifying up to 12 TLMs, where the relative difference
delay can be estimated according to the equation: reach 30%, it is possible to notice that the absolute valtes a
small, around 0.2 seconds, which probably will not affeet th
human perception on the notification arrival at the TLM side.

Fig. 9. Relative difference of propagation delay

tp(N) =0,097535N — 0, 03402 3)



evaluations are planned to be performed using the Planetll&8

For future work we plan to execute additional evaluationgo]
considering a network communications infrastructure more
hostile than the one provided by the high-performance efust
used in this paper. For example, we will observe the behaviao]
of notifications if the Internet is the mean to connect MLMs
and TLMs. In addition, we will execute tests with a largef;q)
number of TLMs executing in the global Internet. These next

infrastructure.
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Abstract— Service composition is a technique that may help  The current researches and standards for service composi-
the development of management systems by aggregating snll  tion are mainly focused on coordinating the interactionsagn
services to produce more sophisticated ones. Service conston  \yep services deployed along the Internet [3] [4] [5]. One of
can be realized by using traditional management technologs, these standards - WS-BPEL (Web Services Business Process
although these technologies have not been conceived takin ! -
composition support as one of their main aspects. Current Execution Language) [6] - is strongly based on the workflow
service-oriented architecture (SOA)-related efforts, hwever, de- approach to provide properly orchestrated communicatibns
fine specific standards for Web services composition, such ése  \Web services participating in a composition. One of the most
Web Services Business Process Execution Language (WS-BREL jmnortant aspects about such standards, and particulaolyta
Web services for network management have been investigatezy WS-BPEL  is that th llow the definiti f it ]
the management community at least in the last four years, but o IS that they allow the definition compo§| ons in
up to today no research evaluating Web services composition an easier and more proper way when compared withathe
applied to network management has been carried out. In this hoccompositions that have been carried out so far in network
paper we present such an evaluation where compositions bake management.
on the IETF Script MIB, ad-hoc Java Web services, and WS- 1pig ease of use, however, is achieved with the price of
BPEL are compared against one another in a managed network . - .
where BGP routers are investigated in order to identify route m_creased processing delays an_d additional network band-
advertisement anomalies. width consumption, due to extensive exchange of XML-based

messages. Considering the network management field, Web
|. INTRODUCTION services-based man_agemgnt is _not_ a new research area, but
up to today there is no investigation that has determined

Service composition [1] is a technique used to aggregatewhether and how the service composition standards could im-
combine services in order to build up new, more sophistitatprove the composition of management services, replaciag th
ones. Itis also a core element of the service-oriented@whi composition solutions normally used in network management
ture (SOA) [2], which in its turn is the key architecture foet We believe that Web services composition can really bring
modern Web-based systems. As a technique, service comipeeresting opportunities for network management, buhat t
sition can be used to address problems of several compuame time, possible drawbacks can prevent its use. The main
science disciplines, including network management, wheeentribution of this paper thus relays on the evaluation of
composition is especially interesting when a complex maservice composition solutions for network management whic
agement process requires the execution of smaller aetiviti we have carried out in order to clarify and understand the pro
order to be successfully accomplished. For example, tktragnd cons of employing Web services composition for network
the number of routes an autonomous systems (AS) advertisgnagement.
through its different routers, a composition that combities ~ The remainder of this paper is organized as follows. In
routers’ information exposed by their management agentsSection 2 a review of service composition in the context
required, so one can be able to detect, for example, possibfenetwork management is presented. Additionally, in Sec-
anomalies on an AS behavior. tion 2 we also briefly introduce the WS-BPEL standard.

Service composition itself is not new in computer sciencQur evaluation has been carried out considering a country-
but the efforts towards the definition of standards for serviwide backbone where BGP routers need to be investigated
composition have initiated only around the last five yeaghW to detect route advertisement anomalies. This management
the lack of proper standards, service composition in nédtwoenvironment and the target composition associated to it are
management has been manually realized using traditiomal mpresented in Section 3. The investigated service compasiti
agement technologies, but not without heavy coding effortes been modeled and implemented considering three differe
usually combined with low flexibility. This is so becausepproaches: compositions based on the IETF Script MIB,
network management technologies have no “native” suppad-hoccompositions of Web services management gateways,
for service composition on their core components, forcirend compositions described in WS-BPEL documents. These
composition to be implemented via particular solutions.  composition approaches and their respective implementsti
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are discussed in Section 4. In Section 5 we present a set ofn an all-SNMP composition solution, however, SNMP

evaluating tests executed over the management environmahpositive agents can be coded to contact remote agents and

of BGP routers. Tests and results are analyzed and discussehbine the information retrieved from them. The results of

in order to draw the main conclusions of this paper, whickuch processing (i.e., the results of the composition) lzee t

is finally closed in Section 6, where final remarks and futuexposed to other higher-level agents also via SNMP. Adimla

work are presented. [10] and the work developed by Praveen Yalagandula and Mike

Dabhlin [11], for example, use SNMP-based compositions to

Il. BACKGROUND build hierarchical levels of management information, veher

With the fast deployment of new services in networked envllr]formatlon from the leafs of the system are composed to

L L express the whole status of the managed network. This ap-
ronments, several management activities are initially uatp h bles th by del - b del
performed by network administrators while no automatiop) 0ach resem est e'manag'e.mer)t y delegation (M I.D) mode

2], where intermediate entities in a management hiegarch

for such activities is supported in management software. T| . .
. P .~ _are dual-role: they are managers when accessing lower-leve
complexity of management activities may vary from simple - : )
- : . - agents, and agents when exposing information for highet-le
queries directed to managed devices to complex calcukatio]

N : . . . managers. These intermediate entities are usually refeden
using information retrieved from different remote locatoIn 9 Y

. ) . " as mid-level managers in the management literature. Figure
this last case, service composition can represent an stitege ) . :
. - . Hepwts a set of cascading mid-level managers used to c@npos
tool to build up more sophisticated services based on thé

N management services.
combination of less complex ones.

As mentioned in the introduction section, service com-
position itself is not a new technique, and in fact can be ;; SNMP manager
realized using traditional management technologies. Wewe N
we believe that the employment of technologies specifically SNMPE O SNMP agent
created to support service composition could' br'm:q |mpmnta. @ O SNMP compositive agent
advantages to the network management discipline. In this gt
section we first review how service composition can be imple- L~ SNMP T Mid level
: e H 10 level
mented using traditional management technologies. After, manager

briefly introducead-hoccompositions to then close the section Swpe N KAAN
with the presentation of the WS-BPEL standard used in our SN PR
evaluations. |§| I)E’ |§| rEINetwork
device

A. SNMP and Service Composition Fig. 1. Compositions coded in SNMP agents

Probably, the most frequent service composition in network
management occurs when network administrators code theis key problem of the previous approach is that if the
personal bash scripts to perform an activity composed eémposition needs to be changed for some reason (e.g., a
smaller actions. Often, however, the results of the exeoudf different calculation is required in the mid-level manaer
such a composition are confined to the execution environmethie SNMP agents need to be recompiled, which is usually
and no other external software can use them to build @spensive. A more flexible SNMP-based approach is the use
new compositions. We consider that proper compositions arethe IETF Script MIB [13]. In this case, SNMP is used as a
characterized not only by the agglutination of smaller B&w script transfer and execution control mechanism. A network
to form a more complex one, but also by the ability of thenanager initially transfers via SNMP a script to mid-level
composed service to expose its results to serve as the basimagers that execute the management script using anahtern
for the definition of additional and even more sophisticatedintime engine, such as a Java virtual machine or a TCL
services in a chain or hierarchy of compositions. In thisseen interpreter. Figure 2 shows the general approach when using
compositions made coding bash scripts cannot be considettesl Script MIB.
proper compositions. It is important to notice that the composition logic in

A more adequate option for service composition in netwotke Script MIB solution is now coded on the management
management is the use of the Simple Network Managemeutipts, instead of internally to the SNMP agents of the mid-
Protocol (SNMP) [7] as a mechanism to expose the corevel managers. Thus, the installation of new compositions
posed services. For example, RMON [8] and RMON2 [9equires only the transfer of new scripts, having no netessi
MIB objects expose compositions of management informatiaf recompiling the SNMP agents anymore. Another important
collected by management probes located on dedicated devigeint is the fact that the selection of the language used to de
or internal to routers and switches. In this case, SNMP fisie the compositions depends on the execution environments
used only to expose the composed information, since theailable on the remote managers. Additionally, in order to
original information is retrieved not using SNMP but sniffin have a hierarchy of service composition, the language used
the network segments of interest. needs to have support for SNMP because when a script in
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execution needs to contact a remote SNMP entity it does XML-RPC [17] instead of SOAP. XMLNET is developed
using the language’s SNMP support. Considering this, lmgld in Java, and the service compositions are based on a non-
compositions in a large hierarchy with several levels of-midtandardized language defined by the system authors.

level managers is not an easy task because, as mentionethe advantage of thad-hoc composition approach over
before, SNMP-based technologies, including the Script MIBhe SNMP-based approaches presented before is that the use

have not been defined with composition in mind. of SOAP as the communication mechanism is usually more
appropriate for communications over the Internet. In adulijt

.VSNMP manager even for retrieving management information from network

X devices, SOAP performs better than SNMP if a large number

O SNMP agent of management variables is exchanged [18]. Although SNMP

O script MiB-enabled agent devices will not be replaced in a short-term by Web services-

enabled devices, SNMP to SOAP gateways can effectively
integrate SNMP devices in Web services-based management

Script
transfer*,

SNMF’,i i\ EARN
g |J3_| @ IE, Network services-based compositive system.
device

D Management script

Mid level systems [19], thus allowing “legacy” devices to particgat a
manager composition hierarchy using SOAP. Figure 3 presents a sampl
environment where SNMP devices are integrated in a Web

vWeb services manager
Fig. 2. Compositions based on the Script MIB A
SOAP!
Recently, the IETF has been working on the definition of ; O SNMP agent
the XML-based NETCONF [14] protocol, devoted to network @ @ Compositive Web service
configuration. Although the employment of NETCONF would L,
form a more elegant composition solution when combined < S0AP e Mid level
with WS-BPEL (to be presented ahead), very few (if any) >4 E] manager
actual network devices support NETCONF. Since we are fo- SOAP: Y
cused in evaluating the composition considering real soema [ p— [E [ SNMP to SOAP gateway

we won't address NETCONF in the remainder of this paper, SV} L
even though we are aware of the NETCONF importance in @ H g r&_)‘,Network
the network management field. device

B. Ad-hoc Compositions Fig. 3. Web servicead-hocand WS-BPEL compositions

We use the termad-hoccompositions” to address composi- - Although more interesting than the SNMP approaches for
tions manually coded using interpreted scripts or progra®dm composition, thead-hoc composition still presents the lack
languages, and being based on no specific solution original flexibility usually required in dynamic management envi-
defined to support service compositions. In this paper, 8@ algnments. If the composition needs to be somehow changed,
assume thad-hoccompositions use SOAP (Simple Objecthe composition code needs to be rewritten (and recompiled
Access Protocol) [15] as the protocol to communicate the s programming language is used rather than a scripting
compositive software with the bas_lg services to be compos%guage). This limits the applicability of service comitios
An example of anah-hoc composition is Web meta-searchy more dynamic environment, and that in fact has motivated

engines, i.e., engines that contact other ones to search QX development of composition-specific standards, such as
information and aggregate the results to provide a unifiedvi ws.gpgL.

of them to the user that requested the original search. Book ) ) )
search engines are an example of popular meta-search sngfne\Web Service Business Process Execution Language
on the Web. In these systems, the communication between th&V/S-BPEL (Web Services Business Process Execution Lan-
meta-search engine and the third-party engines is basedgoiage) [6] is probably the most relevant and well accepted
SOAP, but probably not specified using a composition stahdatandard for Web services composition. Until version 1.5-W
such as WS-BPEL. BPEL specification was called BPELAWS (Business Process
An example of arad-hoccomposition in network manage-Execution Language for Web Services). When the working
ment is presented in the XMLNET management system [1@ltaft that proposed a new version (2.0) was released, it
XMLNET is extensively based on XML, which used as thalso changed the specification name to WS-BPEL. The stan-
basic representation of management information. In orderdardization of WS-BPEL is currently under OASIS’s arms,
integrate SNMP-enabled devices in the management systevhjch released the newest specification draft in May, 2006.
XMLNET uses SNMP to XML gateways. The communicatiour evaluation tests are based on BPEL4WS because the
among the Web components of the system is performed uso@nposition engine used (ActiveBPEL [20]) has not been
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updated by its developers to support WS-BPEL yet. AlthoudXPs, which leads to routing anomalies or peer-agreement
we use BPEL4WS, WS-BPEL and BPEL4WS share the samielations.
main principles. Through the composition of routing and connectivity infor-
WS-BPEL models the behavior of a composition through anation obtained from IXPs, and using IPXs different routing
XML grammar that describes the logic needed to coordinateews information it is possible to make several inferences
the services that participate in a process flow. That gramnabout national Internet stability and growth. Moreoverctsu
is interpreted and its stated actions executed by a conipositcompositions can indicate regions in growth, if considethed
engine, such as ActiveBPEL, that coordinates the actiitiencrease of prefixes announced throughout the years in each
using a compensation strategy when errors occur. IXP. Thus, based on the number of new routes advertised, it is
Basically, WS-BPEL is a new layer built on the WSDLpossible to measure if the economy of a certain region is in-
standard, where WSDL define operations, partners, and dateasing or decreasing, and drive the government invesémen
types involved in the composition and WS-BPEL establishes the Internet initiative. Based on this kind of informatiois
how those operations will be sequenced. WS-BPEL suppoaliso possible to establish quality levels for the Internetach
basic and structured activities. Basic activities can bensepart of the country. For example, based on these established
as a component that interacts with things externals to the olevels it is possible to firm SLAs with partners that will have
process, such as manipulating requests and replies oriimyokio adjust their ASes to the quality level on that region.
external Web services. Structured activities, on the dtlaexd, By checking some BGP parameters and drawn prefixed on
manage the entire process flow, specifying, for example, afIXP it is possible to measure regions that are sufferingesom
some tasks should run sequentially or concurrently. disruption, like a dissemination of a computer virus, likege
Using a composition standard one can compose serviceotzurred in 2001 (CodeRedv2) and 2003 (W32.Slammer) that
create new services as if one was just modeling a workflovhas shut down several minor ISPs around the planet, imgactin
in a higher level if compared t@d-hoc compositions. In on the global and national BGP table; that approach can
WS-BPEL compositions, the user only needs to care abaueasure the impact on Internet when accident or vandalism
the logic of the new composed service, instead of worryingvolving optical fiber disruption and another infrasturet
about the logic and how to implement it using a particulgproblems happen. In essence, BGP-related information col-
programming language and API (as in thie-docapproach). lected in the country-wide backbone drives the governnienta
In other words, implementation details are hidden from thevestments on the national Internet initiative. Withobet
user by using a composition standard. Other advantage brougnowledge about the BGP advertisements, the investments
by such standards is that they inherit all the advancestezsulmay be guided towards wrong directions.
from previous workflow researches (e.g., formal semantic The management of BGP routes has been already addressed
issues) since workflows and service compositions are very the past. For example, Musunuri and Cobb [21] have
similar. Fault tolerance aspects are also covered by WS:BPHvestigated the divergences on AS tables and presented a
standard. It has powerful mechanisms, such as roll back whamvey listing possible solutions. Dimitropoulos and Rile
some point of the composition fails, which allows one to teea[22], in turn, have presented an investigation on modeliigy A
“transactional” services. The previously presented Fig8r relationships by simulating the Internet topology. We focu
illustrates a WS-BPEL Web services composition for netwothere on the necessity of monitoring remote ASes through
management as well. Despite the different implementatiomifferent IXPs in order to detect possible anomalies. That i
ad-hocand standardized compositions share the same gena@omplished by management service composition.
architecture. In our solution, service composition for the management of
the RNP’s BGP border routers happens in two contexts. First,
the composition of management information found in a single
In order to evaluate the composition solution presenteduter is required to compute the number of routes a specific
before, we have coded a set of compositions intended A8 has advertised to a specific gateway. Another level of
manage some Brazilian internet exchange points (Braziligomposition happens when information from different rosite
IXPs - PPT-Metro projed) and their relationship with severalneed to be aggregated to calculate the overall advertisemen
autonomous system (AS) peers, in special with the countietivity an AS is posing in the whole RNP backbone. Figure 4
wide Brazilian National Education and Research Netwowdepicts the managed environment highlighting the comjowsit
(RNPY. Remote autonomous systems (ASes) connected déntexts.
RNP constantly advertise BGP routes in 12 Internet exchanga=ach BGP router may connect different ASes. Each AS,
points (IXPs) located along the 27 RNP’s points of presengig its turn, may be connected to the RNP backbone through
(POPs). This environment needs to be managed becausedifferent BGP routers in different IXPs. A top-level manaige
same remote AS may advertise different routes in differepgsponsible for monitoring the advertisement patternsashe
1in fact, there are graphical tools that aid users to creatkflows and remote AS connected to RNP possibly via multiple IX-PSI To
generate hssociated WS-BPEL documents do that, the top-level manager acts as a BGP mpnltor that
Zhttp:/fwww.ptt.br contacts the mid-level manager of level 1 requesting a table
Shtp://www.rnp.br of advertisement information for a giving AS. For example,

I1l. M ANAGEMENT ENVIRONMENT
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considering the network shown in Figure 4, the request of tNéS-BPEL, respectively. All compositions perform operaso
advertisement table of AS number 3 would result in the Tabie two levels, using the support of mid-level managers oélsev

VBGP monitor
A

Request AS |
information !
Mid-level
{ manager level 1

1 and 2, as shown in Figure 4.

At the bottom of the architecture, each level 2 mid-level
manager contacts local BGP routers agents to retrieve the
advertisements of an AS of interest. That is always perfdrme
via SNMP, since BGP routers do not natively support Web
services-based management interfaces. Two objects of the
BGP4 MIB are of special interest hetegpPeer Renot eAs

POP..... and bgp4Pat hAt t r Peer . With proper treatment of these
objects one can retrieve the list of advertisements adsacia
N to an AS.
Retrieve BGP |\

The retrieval and manipulation of the values associated
with bgpPeer Renot eAs and bgp4Pat hAtt r Peer are
performed by the level 2 mid-level manager. The result of
this manipulation is a single pair listing the BGP router
and associated number of advertisements. This composed
information is exposed to the level 1 mid-level manager that
performs the second service composition. The communitatio
between level 1 and level 2 mid-level managers depends now
on the composition solution. If Script MIB is used, SNMP
is the communication mechanism employed. Bdrhocand
WS-BPEL compositions, SOAP is used instead.

The difference in the number of advertisements sent toFurther details specific to each composition solution are
each BGP router may indicate, as mentioned before, routipgesented in the following sub-sections.
anomalies that should be addressed. In order to produce the
Table | output, the mid-level manager of level 1 composes tfe Script MIB Composition Details
management information retrieved from mid-level managersin order to support compositions based on the Script
of level 2 in each RNP POP that host one of the 12 IXPMIB, the managed environment needs to provide Script MIB-
Mid-level managers of level 2, in turn, retrieve managemeobmpliant agents at the mid-level managers, as well as an
information from the POP local routers accessing, via SNMExecution engine to run the compositive scripts. To impleime
the IETF BGP4 MIB [23]. If the composition implemented bythe mid-level managers we have used Jasmin [24], which is an
the level 2 mid-level manager is based on Web services, thetplementation of the Script MIB developed by the Technical
an intermediate SNMP to SOAP gateway is placed betweemiversity of Braunschweig and NEC C&C Research Labo-
the mid-level manager and the target device. If this is thatories. Jasmin implements the Script MIB published in the
case, POPs with more than one border BGP gateway shaRRC 2592, which was later updated by the RFC 3165.
single gateway to convert SNMP to SOAP messages. If theJasmin supports both Java and TCL runtime engines, so
composition solution is solely based on SNMP, no gatewaytisat the top-level manager and the level 1 mid-level manager
required. can delegate Java and TCL management scripts to the Jasmin-
based mid-level managers. Our compositions have been coded
in two Java scripts: one of them to be executed in the level
1 mid-level manager, and the second one to be placed in the
level 2 mid-level manager.

advertisements;

Remote autonomous
systems (ASes)

Fig. 4. RNP country-wide backbone with service composition

TABLE |
ADVERTISEMENT TABLE FORAS NUMBER 3

ASt3 advertisement table

BGP router | Number of advertisement Mid-level managers’ software infrastructure is composed
Router r? = of Jasmin version 1.0.0, Java Development Kid 118, SNMP
Router r3 36 support provided by the ucd-snmp package version 4.2.6, and

Linux Suse distribution 6.4 (2.2.14). Although newer vens

In the following section we describe three implementatior® these softwares are available, the Jasmin software hwbic
used to investigate SNMP and Web services-based techndlgt maintained by their developers anymore, imposes some
gies for service composition applied to the managementeof tfgstrictions on the versions of the other software packages

RNP’s BGP routers advertisements. used.
The compositive script at the level 1 mid-level manager

IV. IMPLEMENTATION requests the script on the level 2 manager to be executed
In order to support the management of the previousetting thesnmiLaunchStart Script MIB object. Than the
presented environment, we have coded three solutions basedel 1 mid-level manager loops consulting the level 2 mid-
each one, on the Script MIB, ced-hoccomposition, and on level manager waiting for the end of the script execution.
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That is done checking thenRunSt at e object. When its C. WS-BPEL Composition Details

state evolves td er mi nat ed, the level 1 mid-level manager

retrieves the result of the composition on the level 2 mid- As mentioned before, we have used ActiveBPEL to im-

level manager accessing tlsarRunResul t object. In fact plement the composition support at mid-level managers. To

an SNMP trap message is issued to indicate that the execuiiwstall ActiveBPEL, the same software infrastructure used

of a management script is over. However, since SNMP traffge ad-hoc compositions has been used, with the additional

are UDP messages not acknowledge by the receiving managstallation of the AtiveBPEL itself, version 1.1.

and UDP messages may get lost more easily in hostile networkrhe WS-BPEL compositions running on both level 1 and

environments such as the one where our system is intendeg tgid-level managers have been specified with the use of a

run, the safer way to ensure that a script execution is overgiftware tool named Network Information Aggregator (NIA)

by polling the remote mid-level manager. [26]. NIA helps network operator to define management ser-
vices by using as information descriptor the traditionaM3N

B. Ad-hoc Composition Details MIB modules.

Ad-hoc compositions have also been coded in Java, butTh_e actual retrieval of managementinformation from within
instead of being transferred to a Script MiB-based midilevi1® final BGP routers, again, requires the SNMP to SOAP
manager, they have been statically installed as a reguiar J4at€ways mentioned before.
software. Since no special transfer mechanism is requined,
ad-hoccomposition software infrastructure is not limited by
the previous Jasmin package requirements. On the other hand
since in thead-hoccomposition the communications are based
on SOAP, ’"Opef SOAP support nee.ds to be provided. ., The tests performed in this work aim at determining the

In order to build up the software |nfr§structure of a_m'dfesponse time and bandwidth consumption for each service
level manager to suppoﬂd—hoccomposnmns,_ the following composition implementation. To execute these tests we have
software has been installed: net-snmp version 5.1.1, JZSIB loyed the mid-level managers presented before on the
1.4.2, Apache Tomcat 5.0.28, and Apache Axis 1.2RC2. managed network and proceed with the measurements. Our

Since the final BGP router exposes the management infaGseriments were carried out in a lab environment composed

mation through the SNMP BGP4 MIB, an intermediate SNMBy two computers, connected via an 100Mbps switch, whose

to SOAP gateway has been used. Such gateway has bggpjware setups for the top-level and mid-level managers ar
automatically generated using a gateway creation toolf2%] presented in Table II. It is important to mention that we
we have developed for previous Web services for managemgfitnged to evaluate the possible solutions without thesint
investigations. The gateway presents Web services opesatiyyction of optimization. This question will be more apparen
for each BGP4 MIB object, allowing a higher-level managefna54.

to access the BGP4 information by invoking such operations.

Although a gateway has been introduced, it has been
physically placed on the same host that runs level 2 mid-
level managers. When such manager wants to retrieve BGP I
information from an SNMP managed device it first contacts

V. EVALUATION

TABLE Il
TESTING HOST DESCRIPTION

Top-level manager | Mid-level manager

. i Processor| AMD Athlon 2GHZ | AMD Athlon 2GHz
the local gateway via an internal SOAP call to the gateway, Cache 256KB 256KB
which then forwards the request now using SNMP. Figure 5 Memory 1GB 235MB

Swap 500 MB 800MB

shows the physical placement of each manager idihoc
composition setup.

Two different service composition levels has been observed
in our evaluation, i.e.device compositiomnd network com-

Mid-level
manager level 1

SOAP’.‘ position In the device composition, just one BGP router is
. ! contacted, and the number of advertisements of such router

Mid-level varies from 10 to 130. In network composition different

manager level 2 . .

SOAP! services are contacted to form the more sophisticated ane. |
- | Gateway this case, the level 1 mid-level manager contacts all level 2
SNWP! mid-level managers to build up an advertisement table given
Y BGP a specific AS of interest. In this last case we fixed the number

routers

Fig. 5. Physical placement of mid-level managers and gatewa

of advertisements of each router to 10, but vary the number
of mid-level managers from 1 to 10.

Figure 6 shows the environment setup to measured network
usage and response time for the device composition.



D remote entities using this interval. The time spent to fiems

A~ Trafficand A the script to the Script MIB agent was not computed because
N ——p . . .
SNMP1 " response time ™ SOAP we considered that the script has been already deployed in
Y @ the Jasmin agent. Furthermore, our measurements include
: all overhead from the lower layer protocols, i.e., trangpor
2  SGAP network, and data link layers. Figure 8 shows the network
SNMP: = usage when retrieving 10 to 130 routes from a BGP router.
! Traffic ' SN
ve&———Pvy
B 20000
18000
Script MIB Ah-hoc and WS-BPEL 16000
composition composition

14000
Fig. 6. Tests setup for device composition measurements 12000
10000

The environment for the measurements for the netwoik s
composition is complementary depicted in Figure 7.

k usage (bytes)

Net

6000

4000

Voo YT

Traffic and A 0 20 3 4 50 60 70 80 90 100 110 120 130

SOAP —- ESGE Traffc E\Qvg BPEL and ad-hoc composion) Number of routes

- SNMP Traffic (Script MIB)

SNMP ': response time

Fig. 8. Network usage for device composition

The solid line shows the SNMP traffic generated to retrieve
@ the routing information directly at the BGP routers. Abokie t
@ @ @ , s . level 2 mid-level manager we have additionally measured the
network usage imposed by the Script MIB, thd-hoccom-

SNMP. { ' position, and the WS-BPEL composition. As one can observe,
v v , P the Script MIB composition consumes more bandwidth due to
IE’ B IE’ IE’ |_C_)—| |_C_)—| the polling mechanism used by the Script MIB client to detect
SerptMIB Alvhoc and WS-BPEL when the execution of the compo_s!tlve s_crlpt has finished.
composition composition Both ad-hocand WS-BPEL compositions, in turn, consumed
a constant bandwidth regardless of the number of routes
Fig. 7. Network composition tests advertised. This is so because the composition executdatin t

level 2 mid-level manager reduces all routes retrieved from

In the following subsections we present the results of thise BGP routers to a pair (router, number of advertisements)
evaluation. which consumes a fixed number of bytes to be transferred to
the mid-level manager.

A. Network Usage This network usage pattern is similar to the one previously

Network usage was measured in two different poingublished by Fiorezet al. [19]. Since the level 2 mid-level
for each service composition implementation. Regardireg timanager composes all advertised routes to produce a single
Script MIB implementation, it was measured between thgair of information, all SNMP traffic is confined to the mid-
top-level manager and the mid-level manager, and betwderel manager and agent segment. The exception of this®ccur
the mid-level manager and the final device’s SNMP agenthen the Script MIB is used. Since there is no way for a
Network usage for thad-hocand WS-BPEL service compo- Script MIB client (in this case, the level 1 mid-level mangge
sitions has been measured between the Web services manteafely learn that a script execution has finished except by
and the composition (mid-level manager), and between thelling the Script MIB agent, the bandwidth consumptionl wil
SNMP to SOAP gateway and the SNMP agent (Figure 6). be increased.

Specifically on the Script MIB evaluation, the network usage Figure 9 presents the network usage considering the network
includes the traffic introduced by the preparation of thépscr composition. In this case, the traffic observed is that one
for execution, the traffic for monitoring the agent to detedietween the top-level manager and the level 1 mid-level
the end of the script execution (using a polling operatiamanager. Again, due to the polling mechanism used to access
of 10ms of interval), and the traffic generated to retrievihe Script MIB, the traffic generated in this composition is
the execution results. The polling interval is 10ms becaugeeater than in the other options. The traffic from #tehoc
a previous software used by the RNP operators polled taed WS-BPEL compositions is again constant.
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80000

more bandwidth as observed before. The low response time
is due to low processing power required to process SNMP
messages, which contrasts with the-hoc and WS-BPEL
solutions, where more processing power is needed to handle
all verbose, XML documents that form the SOAP messages.
Another interesting point comes from the difference be-
tween the response time associated to dhehocand WS-
BEPL compositions. Although WS-BPEL requires an addi-
tional execution engine to operate (in the case of our inves-
tigation the execution engine is provided by ActiveBPEL),
| 2 5 . . . B . . o significant increase in the response time is observed when

72000

64000

56000

48000

32000

Network usage (bytes)
5
8
g
g
8

24000
16000

8000 1

;zmz ??2’#.%%‘&“8.’»52’;;3"“ ad-hoc composition) Nurmber of routes compared with thexd-hoccomposition. _ o
SNMP Traifi (Script MIB) Figure 11 presents the response time now considering
Fig. 9. Network usage for network composition network compositions. Again, this response time has been

calculated observing the communications between the top-
level manager and the level 1 mid-level manager.
From these results we can conclude that, independently of
using ad-hoc or WS-BPEL compositions, this Web services-j:OD
based options are better than the solution based on thet Scrip |
MIB. It is important to highlight, however, that this is mast
consequence of the inability of the Script MIB of safely fiti %mm
its clients about the end of a script execution. 52500

B. Response Time & 1500

The response time is the time difference between the firstoo| .
message requesting an operation and the last message &vith thoo +
response associated to the request. For the device cofoppsit o
the response time is observed between the level 1 and 2 mid- *
level managers. In this case, this level 1 manager requests
to a single level 2 manager the number of advertisements a Fig. 11. Network composition response time
specific AS has issued in a BGP router. Internally, the level
2 manager sends several requests to the BGP router agents the network response time, the Script MIB has presented
until the desired information is ready to be sent back to theorse performance thaad-hocand WS-BPEL compositions.
level 1 mid-level manager. Figure 10 presents the resporgethis case it is so because we have fixed the number of
time associated to device compositions. In order to guaeantoutes in 10 and varied the number of BGP routers. For 10
the statistic validation of the results, the experimentseharoutes, the Script MIB has performed worse trafthocand
been performed considering a confidence interval of 95% aWw5-BPEL for device composition (look at Figure 10 again).
running over 30 interactions. This small difference in the device composition has been
propagated, resulting in a more significant difference at th
network composition level.

Notice that the performance of WS-BPEL is better tlaan
hocin this network composition. Here, this is the result of the
native parallel requests issues by the WS-BPEL specifitatio
which is something difficult to be achieved &l-hoccompo-
sition because it involves explicit handling of processed a
executing threads inside a usually simple code that defires t
composition.

These final results make it clear that the final performance
of a compositive hierarchy or chains depends not only on the
0 composition technology used, but also on how the elements
10 20 30 40 50 60 70 80 90 100 110 120 130 .. . . . .

participating in such a hierarchy are implemented.

2 3 4 5 6 7 8 9 10
— -Ad-hoc ——WS-BPEL - - - Script MIB. Number of BGP routers
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1000

Response time (ms)
@
2
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2
8
8

N
8
8

N
5]
8

——WS-BPEL - - - Script MIB — - Ad-hoc Number of routes

Fig. 10. Device composition response time VI. CONCLUSIONS AND FUTURE WORK

In this paper we have presented a study on the employment
It is interesting to notice that the Script MIB compositiorof composition technologies in network management. We have
often presents lower response time, although it also coasurevaluated the use of traditional management technologis s
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as the IETF Script MIB, as well as technologies specifically7]
defined to support workflow compositions, like WS-BPEL.

Our evaluations have been executed considering a managemen

environment composed of BGP routers that need to be mors]

tored in order to detect anomalies related to the adverésém

of BGP routes from remote autonomous systems. 9]
We have considered three main technologies: Script MIB,

which is a flexible IETF solution for the deployment of 0

management script on remote managers in a possible higreulcjh

of managersad-hoccompositions often implemented on Web

]

systems such as meta-search engines; and WS-BPEL, a r\iﬁ%?
e

standard devoted to the specific creation and support of
services-based compositions.

Previously to our work, it was natural to believe that WS-
BPEL — which requires a strong software infrastructure {@2]
be deployed — would perform poorer when compared with
both Script MIB andad-hoc compositions. However, from [13]
our evaluation results it is now evident that the perforneanc
issues of WS-BPEL compositions are not as critical as ihjitia
supposed. In addition to the performance results assdciatt’
to it, WS-BPEL also has the advantage of being specificalfys)
created for service composition, thus more properly dgalin
with composition questions, such as native parallel execut
support, better design and expressiveness of compositiqns
and an increasing set of tools available to automate service
composition.

This paper concentrated on the performance issuesdof
hocand WS-BPEL service composition for network managcfl-g]
ment contrasting with the Script MIB traditional solutions
Future work of our research will address other aspects skthe
solutions, such as language expressiveness and scalab'kllitg]
which are as critical as the performance issue.

[17]
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