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ABSTRACT

A new era of space exploration is coming with an exponential increase in satellites and a

drastic cost reduction. Memory circuits are a fundamental part of space applications, and

techniques to deal with the radiation effects in these circuits are constantly studied with-

out eliminating the need to develop new methods. With the advancements in technology

scaling, the number of Multiple-Cell Upsets (MCUs) in a memory plan increases, making

conventional techniques insufficient to maintain circuit robustness. In this context, this

work details a new way to deal with the MCUs in Static Random-Access Memories

(SRAMs) for space applications. The method involves of spatially interleaving a mem-

ory plan with a network of radiation detectors (detection cells). At the bottom of this

plan, a logic circuit is implemented to create an alarm signal when a radiation-induced

particle impacts the memory plan changing the detector’s state. The analyses present in

this work can be divided into three stages. First, and as a proof-of-concept, a prototype

circuit composed of the detection cells was manufactured in the 350 nm Complementary

Metal-Oxide-Semiconductor (CMOS) Process Technology and tested considering two

methodologies: electrically-induced Single Event Upset (SEU)/MCU testing and Single

Event Effects (SEEs) laser testing. Silicon measurement results confirm the correct oper-

ation of the circuit, detecting single and multiple events inserted in different positions of

the evaluated detection plans. Also, in a second stage, a 32 kb interleaved data/detection

SRAM was designed in the 28 nm Fully Depleted Silicon On Insulator (FD-SOI) Tech-

nology and tested using post-layout simulations. Results confirm the correct operation of

the data and the detection cells of the memory, also detecting single and multiple events

inserted in different positions of the memory array. Due to its customizable nature, the

proposed method allows varying the number of added detection cells allowing to explore

the trade-off between robustness and hardware (circuit) overhead. In the last stage, a

tool to automatically generate the layout of the core of a radiation-hardened SRAM was

developed, facilitating the application of the new method and providing a range of sizes

and protection configurations. Considering the ratio of the number of data and detection

cells used in the SRAM designed in this work (50%), the detection method can provide a

probability of detecting MCUs in a memory plan that can reach close to 100%. The new

challenges arising from the increase in the MCU rate in modern nodes benefit the new

method validated in this thesis because, with the increase in the number of events in a

memory plan, the probability of detecting an event also increases.



Keywords: Detection cell. Multiple-Cell Upsets. Radiation Hardening. Single-Event

Upsets. Soft Errors. SRAM.



Circuito de memória robusto a Multiple-Cell Upsets

RESUMO

Uma nova era de exploração espacial está chegando com um aumento exponencial no

número de satélites e uma drástica redução nos custos de lançamento de foguetes. Os

circuitos de memória são parte fundamental das aplicações espaciais, e técnicas para lidar

com os efeitos da radiação nesses circuitos são constantemente estudadas, não eliminando

a necessidade do desenvolvimento de novos métodos. Com o escalonamento das dimen-

sões mínimas dos transistores, o número de Multiple-Cell Upsets (MCUs) em um plano

de memória aumenta, tornando as técnicas convencionais insuficientes para manter a ro-

bustez do circuito. Nesse contexto, este trabalho detalha uma nova forma de lidar com

MCUs em Memórias Estáticas de Acesso Aleatório (SRAMs) para aplicações espaciais.

O método envolve intercalar espacialmente um plano de memória com uma rede de detec-

tores de radiação (células de detecção). Na parte inferior deste plano, um circuito lógico

é implementado para criar um sinal de alarme quando uma partícula induzida por radi-

ação impacta o plano de memória alterando o estado do detector. As análises presentes

neste trabalho podem ser divididas em três etapas. Primeiramente, e como prova de con-

ceito, um protótipo de circuito composto pelos detectores de radiação foi fabricado na

tecnologia de processo Semicondutor de Óxido Metálico Complementar (CMOS) de 350

nm e testado considerando duas metodologias: teste de Single Event Upset (SEU)/MCU

induzido eletricamente e teste de Single Event Effect (SEE) a laser. Os resultados das

medições no silício confirmam o correto funcionamento do circuito, detectando eventos

únicos e múltiplos inseridos em diferentes posições dos planos de detecção avaliados.

Ainda, em uma segunda etapa, uma SRAM com células de detecção/dados intercala-

das de 32 kb foi projetada na tecnologia de Silício sobre Isolante Totalmente Reduzido

(FD-SOI) de 28 nm e testada usando simulações pós-layout. Os resultados confirmam o

correto funcionamento das células de dados e detecção da memória, também detectando

eventos únicos e múltiplos inseridos em diferentes posições da matriz de memória. De-

vido à sua natureza customizável, o método proposto permite variar o número de células

de detecção adicionadas permitindo a exploração do compromisso entre robustez e so-

brecusto de hardware (circuito). Na última etapa, foi desenvolvida uma ferramenta para

gerar automaticamente o layout do núcleo de uma SRAM robusta à radiação, facilitando

a aplicação do novo método e fornecendo uma variedade de tamanhos e configurações



de proteção. Considerando a razão entre o número de células de memória e células de

detecção utilizadas na SRAM projetada neste trabalho (50%), o método de detecção pode

fornecer uma probabilidade de detecção de MCUs em um plano de memória que pode

chegar próximo a 100%. Os novos desafios decorrentes do aumento da taxa de MCU em

nodos modernos beneficiam o novo método validado nesta tese de doutorado, pois, com

o aumento do número de eventos em um plano de memória, a probabilidade de detecção

de um evento também aumenta.

Palavras-chave: Célula de Detecção, Multiple-Cell Upsets, Radiation Hardening,

Single-Event Upsets, Erros Leves, SRAM.



Durcissement d’un circuit mémoire à Multiple-Cell Upsets

RÉSUMÉ

Une nouvelle ère de l’exploration spatiale se profile avec une augmentation exponen-

tielle du nombre de satellites et une réduction drastique des coûts de lancement des

fusées. Les circuits mémoire constituent une partie fondamentale des applications spa-

tiales, et des techniques pour faire face aux effets des radiations sur ces circuits font l’objet

d’études constantes, ce qui n’élimine pas la nécessité de développer de nouvelles méth-

odes. Avec les progrès dans la réduction de la technologie, le nombre de Multiple-Cell

Upsets (MCUs) dans un plan mémoire augmente, rendant les techniques conventionnelles

insuffisantes pour maintenir la robustesse du circuit. Dans ce contexte, ce travail détaille

une nouvelle manière de traiter les MCUs dans les Mémoires Statiques à Accès Aléatoire

(SRAMs) pour les applications spatiales. La méthode consiste en une entrelacée spa-

tiale d’un plan mémoire avec un réseau de détecteurs de radiation (cellules de détection).

Au bas de ce plan, un circuit logique est mis en œuvre pour créer un signal d’alarme

lorsqu’une particule induite par le rayonnement impacte le plan mémoire et modifie l’état

du détecteur. Les analyses présentées dans ce travail peuvent être divisées en trois étapes.

Tout d’abord, à titre de preuve de concept, un circuit prototype composé des détecteurs

de rayonnement a été fabriqué dans la technologie de processus CMOS (Complementary

Metal-Oxide-Semiconductor) 350 nm et testé selon deux méthodologies : les tests Single

Event Upset (SEU)/MCU induits électriquement et les tests au laser pour les Single Event

Effect (SEE). Les résultats des mesures sur silicium confirment le bon fonctionnement du

circuit, détectant des événements uniques et multiples insérés à différentes positions des

plans de détection évalués. Dans un deuxième temps, une SRAM de données/détection

de 32 kb entrelacée a été conçue dans la technologie de 28 nm FD-SOI (Fully Depleted

Silicon On Insulator) et testée à l’aide de simulations après la mise en page. Les résultats

confirment le bon fonctionnement des cellules de données et de détection de la mémoire,

détectant également des événements uniques et multiples insérés à différentes positions

du réseau mémoire. En raison de sa nature personnalisable, la méthode proposée per-

met de varier le nombre de cellules de détection ajoutées en visant l’équilibre entre la

robustesse et les surcoûts. Dans la dernière étape, un outil a été développé pour générer

automatiquement la mise en page du cœur d’une SRAM résistante aux radiations, facil-

itant ainsi l’application de cette nouvelle approche et offrant une gamme de tailles et de



configurations de protection. En considérant le rapport entre le nombre de cellules de

données et de détection utilisées dans la SRAM conçue dans ce travail (50%), la méthode

de détection peut fournir une probabilité de détection des MCU dans un plan de mémoire

qui peut approcher les 100%. Les nouveaux défis découlant de l’augmentation du taux

de MCU dans les nœuds modernes bénéficient de cette nouvelle méthode validée dans ce

travail, car avec l’augmentation du nombre d’événements dans un plan de mémoire, la

probabilité de détecter un événement augmente également.

Mots clés: Cellule de Détection, Multiple-Cell Upsets, Durcissement par rayonnement,

Single-Event Upsets, Erreurs logicielles, SRAM.
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1 INTRODUCTION

The evolution of the transistor manufacturing process, known as technology scal-

ing, involves reducing the dimensions of transistors and offers numerous advantages.

Firstly, it allows for increased integration capacity of integrated circuits. Secondly, it en-

ables higher operating frequencies, pushing the boundaries of circuit performance. Lastly,

it facilitates improved performance and lower power consumption. However, alongside

these benefits, certain challenges arise due to the shrinking of transistors. These chal-

lenges include an increase in the variability of the manufacturing process (ORSHANSKY;

NASSIF; BONING, 2008; MEINHARDT, 2014; ZIMPECK et al., 2018), the emergence

of Short Channel Effect (SCE), the occurrence of undesirable leakage current (TAUR et

al., 1997), and most notably, the heightened susceptibility to radiation effects. Integrated

circuits play an essential role in all our daily tasks. The demand for circuits capable of

delivering high performance across a multitude of tasks continues to grow. It is one of the

reasons why integrated circuits are increasingly dense and complex.

Radiation-induced soft errors pose a significant reliability concern for nanotech-

nologies, impacting both space-based and terrestrial applications (BAUMANN, 2002a;

HEIDEL et al., 2009). To understand the implications of these effects on integrated cir-

cuit design, it is crucial to comprehend their origins. The Earth’s atmosphere serves as

a semi-permeable layer, permitting the passage of light and heat while acting as a nat-

ural filter to reduce the intensity of radiation reaching the Earth and blocking ultraviolet

rays. Radiation encountered in space or in the atmosphere can be classified into two broad

categories: ionizing particles and non-ionizing particles. Examples of ionizing radiation

include cosmic rays, x-rays, and radiation emitted by radioactive materials. These types

of radiation have the ability to emit electrons upon interacting with materials. On the other

hand, non-ionizing radiation, such as ultraviolet light, radio waves, and microwaves, lacks

the capability to ionize materials. The main particles that can cause undesired effects in

electronic circuits are electrons, protons, neutrons, alpha particles and heavy ions, as

well as electromagnetic radiation, such as x-rays and gamma rays (STASSINOPOULOS;

RAYMOND, 1988).

Space radiation encompasses subatomic particles, originating from sources such

as heavy ions in the space environment or alpha particles emitted by radioactive isotopes.

These particles travel in space at very high speeds, and the fastest ones can travel at

speeds close to the speed of light, which allows them to easily traverse a material and
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cause various effects on it. The Earth receives a continuous influx of radiation from three

primary sources that have the potential to impact electronic circuits: the Sun, Cosmic

Rays, and Trapped Radiation.

Electronic circuits operating in space face substantial radiation exposure and the

possibility of encountering heavy particles originating from the sun or beyond our galaxy.

This radiation exposure carries a high probability of inducing changes and disturbances

in the circuit, thereby compromising its proper functioning. The effects associated with

radiation incidence on electronic components have been extensively researched by the

international scientific community, primarily in the context of space and military applica-

tions. The integrated circuits that experience the interaction of ionizing particles basically

suffer from two types of degradation: those of singular character, occurring due to the

incidence of a single particle, and those of a cumulative character, which, in turn, oc-

cur due to the accumulation of doses of ionizing radiation over the lifetime of the circuit

(BOUDENOT, 2007; STASSINOPOULOS; RAYMOND, 1988).

Degradations resulting from the impact of a single particle are referred to as Single

Event Effects (SEEs). These effects can be further classified into two subgroups: Destruc-

tive Events, also known as hard errors, which lead to permanent failures in the circuit, and

Non-Destructive Events, commonly known as soft errors, where errors occur in the system

without causing permanent damage. One of the most studied soft errors in the literature

is the Single Event Upset (SEU). A SEU is a change of state caused by a single ionizing

particle striking a sensitive node in a microelectronic device, such as in a semiconductor

memory.

The design of radiation-tolerant circuits, especially memory circuits, is recog-

nized as critical for space applications (VELAZCO; FOUILLAT; REIS, 2007; FAMÁ;

ESTELA, 2019). The primary objective is to reduce the susceptibility of these circuits to

radiation-induced effects, such as the SEU. In novel nanotechnologies, the dimensions of

the transistors and, consequently, the cells’ size are significantly reduced, causing more

than one memory cell (in a memory plan) to be affected by a single particle impact (HEI-

DEL et al., 2009; IBE et al., 2010; CLEMENTE et al., 2021), characterizing the transition

from a SEU to a Multiple-Cell Upset (MCU), as can be seen in Figure 1.1. The MCU

percentage of the total SEU rate increases with transistor downscaling independently of

the evaluated technology. Figure 1.2 presents the simulated MCU ratios (in percentage)

for the total SEU rate as a function of the technological node and for the planar bulk

Complementary Metal-Oxide-Semiconductor (CMOS), Fully Depleted Silicon On Insu-
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Figure 1.1: The transition from a SEU to an MCU due to the transistors shrinking.
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Source: From the author.

lator (FD-SOI), and Fin-Shaped Field-Effect Transistor (FinFET) bulk technologies. Due

to their extremely limited sensitive volume dimensions, FD-SOI and FinFET technologies

are less sensitive to MCU than the planar bulk CMOS technology (HUBERT; ARTOLA;

REGIS, 2015).

Figure 1.2: MCU percentage of SER for Planar, FD-SOI and FinFET technologies.

Source: Hubert, Artola and Regis (2015).

Numerous techniques at different levels are presented in the literature to deal with

radiation effects. According to the state-of-the-art, the main mitigation design techniques

are:

• Spatial redundancy-based techniques at the system level;

• Error Detection And Correction (EDAC) techniques at the architectural level;

• Radiation-Hardening-By-Design (RHBD) of the memory cells at the circuit level.
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The Triple Modular Redundancy (TMR) technique is one of the most popular

hardware redundancy techniques. Despite being widely explored in various implemen-

tation strategies (KASTENSMIDT; CARRO; REIS, 2006; CANNON et al., 2020; TAN

et al., 2021), redundancy-based solutions increase the system’s complexity. Adopting

these solutions causes an extra cost in silicon surface and power consumption, not always

meeting the hardware requirements (DEVAL; LAPUYADE; RIVET, 2019). The widely

used basic Hamming code (ZHANG et al., 2018) allows detecting two errors and cor-

recting one in a single data word. EDAC algorithms need to implement redundant bits

whose number increases with the number of errors to detect and correct (DEVAL; LA-

PUYADE; RIVET, 2019; VLAGKOULIS et al., 2022; KUENTZER; KRSTIC, 2020).

The extra cost in terms of hardware and power consumption increases significantly with

the increase in the MCU rate, a consequence of the continuous downscaling of transistors

(DEVAL; LAPUYADE; RIVET, 2019). The adoption of RHBD memory cells (HAN et

al., 2021; RAGHURAM; GUPTA; KAUSHAL, 2020; HARAN et al., 2020; JIANG et

al., 2019; LI et al., 2021) does not allow the detection and thus the correction of radiation-

induced corruptions of data. RHBD cells usually have more transistors than traditional

designs, increasing the design cost in terms of silicon area. Another way to deal with the

radiation effects is to increase the sensitivity of Static Random Access Memory (SRAM)

bit cells, creating SRAM-based radiation monitors to predict the impact of radiation on a

system at space or ground level (WANG et al., 2021). This method can provide essential

data for the development of radiation-tolerant circuits. However, it does not increase the

robustness of the SRAM used as a monitor.

All the aforementioned techniques have in common, mainly area and power con-

sumption penalties. These penalties are already expected in the radiation-tolerant circuit

design, and are also present in the method proposed in this thesis. However, in existing

methods, the designed circuit can usually detect a limited number of events, or the mod-

ified memory cell can support a certain amount of deposited charge before presenting a

failure (HEIDEL et al., 2009; BAUMANN, 2002b). Considering the significant increase

in the MCU rate both for new technological nodes and for the environment in which the

circuit will operate, the existing techniques may not provide a satisfactory level of robust-

ness to radiation effects depending on the application needs.

In this context, this thesis presents a new method to detect radiation-induced upsets

in memory circuits, focusing on the MCUs. The method involves spatially interleaving a

memory array with a network of radiation detectors (defined as detection cells). Towards
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the base of this layout, a logic circuit is integrated to generate an alarm signal upon detec-

tion of a radiation-induced particle impacting the memory plan and altering the detector’s

state. Although it also presents area and power consumption overheads similar to those

presented in the techniques already used, the advantage of the new method is the increase

in fault detection capability/probability according to the increase in the number of events.

The originality of the method is that it goes the opposite way of the techniques already

present in the literature, benefiting from the increase of multiple events and achieving a

high detection rate even in the harshest environments. This fact is of great interest in

developing applications for the space industry.

As previously presented, the MCU rate has been increasing according to the ad-

vancement of technological scaling, and the existing techniques to deal with these effects

present a detection limitation according to the increase in the number of events. Therefore,

the hypothesis of this thesis is that creating a customizable network of memory radiation

detectors interleaved in a traditional SRAM array can provide an unlimited detection capa-

bility at the cost of low power consumption overhead and a similar area overhead to other

existing techniques. The proof of this hypothesis provides a new method for detecting

MCUs that uses a different methodology from the methods already presented, increas-

ing its robustness according to the reduction of technological nodes and the consequent

increase in the MCU rate.

1.1 Thesis Objectives and Contributions

In order to present and test the proposed new method in detail, the analyses present

in this work can be divided into three stages. Firstly, the objective was to validate the de-

tection method by designing and manufacturing a prototype version of the circuit and

conducting radiation experiments. Afterward, the new method was extended and applied

in a memory circuit with characteristics closer to current commercial memories. Finally,

considering the important customization feature of the new method, a tool for automati-

cally generating an SRAM layout, providing different levels of protection is presented.

The thesis main objectives are:

1) To present a proof-of-concept for the detection method, which does not present an

event detection limitation according to the increase of SEUs and MCUs;

2) To verify possible different circuit behaviors about the particle location impact, the
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detection plan size, and the event type (single or multiple);

3) To confirm the correct operation of the method in an interleaved SRAM memory plan

designed with data and detection cells;

4) To verify the method behavior in a current technology;

5) To verify the detection delay for a commercial-sized memory plan;

6) To provide an easy-to-use tool that facilitates the implementation of the proposed

method, automatically generating an SRAM layout with data and detection cells,

providing different levels of protection.

This thesis contributes to the community by providing a new type of technique

for dealing with radiation-induced upsets, mainly MCUs. In the current context, differ-

ent types of techniques are used to deal with the effects of radiation on Integrated Cir-

cuit (IC). As previously presented, among the most used techniques nowadays, we can

highlight redundancy-based, RHBD, and EDAC, in addition to hardware monitoring and

software-based techniques. Most of these techniques use masking as the primary method

to increase circuit reliability. EDAC techniques allow for detecting a certain number of

events for subsequent possible correction. Regardless of the methodology used by current

techniques, they all have limitations in masking, detecting, and correcting upsets accord-

ing to the increase in the number of events. In other words, in the current scenario, there

is a direct relationship between the increase in the number of radiation-induced upsets

(mainly multiple events) and the reduction in the protection capability of the techniques

used to deal with these effects. Therefore, this thesis proposes to modify this relationship

by bringing a new type of technique for detecting multiple events.

The main contributions of this thesis are summarized as follows:

• A new idea for detecting multiple events in memory circuits, which, unlike exist-

ing techniques, benefits from the increasing MCU rate. The idea is implemented

through a new method that provides unlimited detection of radiation-induced up-

sets.

• Validation of the proposed method through designing, manufacturing, and testing a

prototype circuit. It is proven that the initial idea is viable and can be implemented

in a memory circuit.

• The proposed and validated method was applied in the design of a complete

SRAM with commercial dimensions in 28 nm FD-SOI technology. Considering

a commercial-sized memory, the method’s behavior was verified using current
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technology and the difference in sensitivity between the detection cells.

• A tool for automatically generating an SRAM layout that implements the proposed

method, providing different levels of protection, is presented. The tool is inde-

pendent of the technology and the architecture chosen for the SRAM data cell,

contributing to the automation of different projects.

1.2 Thesis Structure

This thesis is organized as follows:

Chapter 2 - Memory Circuits: The chapter presents the main concepts of memory cir-

cuits, highlighting the difference between volatile and non-volatile memories. Also,

the primary characteristics and circuits that compose an SRAMs, which is the focus

of this thesis, are detailed.

Chapter 3 - Radiation effects on electronic circuits: The radiation effects, from their

origin to their impact on electronic circuits, are detailed. The chapter’s main topic is

the Single Event Effects, mainly the MCUs. This chapter also presents the problem

definition, the starting point for the new method creation.

Chapter 4 - State-of-the-art: The chapter presents the state-of-the-art works in the de-

sign of radiation-tolerant circuits. The chosen works represent different techniques

to deal with the radiation effects, focusing on multiple events. A comparison of the

method proposed in this thesis and the state-of-the-art works are also presented.

Chapter 5 - Detection Method: The main idea of the proposed detection method, de-

tailing its architecture and operation, is presented in this chapter. The method’s

drawbacks are also described, highlighting the area and power consumption over-

heads.

Chapter 6 - Proof-of-Concept: This chapter presents a proof-of-concept of the new pro-

posed method. A prototype circuit composed of two detection plans was designed,

fabricated, and tested, aiming to validate the initial idea.

Chapter 7 - Interleaved data/detection SRAM: An extended version of the previously

presented prototype circuit was designed considering not only the detection but also

the data cells (interleaved data/detection SRAM) in a more advanced technology,

and with commercial-size dimensions. Tests were performed in order to verify

the correct operation of the data cells and the possible sensitivity difference in the
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detection cells.

Chapter 8 - Radiation-Hardened SRAM Layout Generation Tool: This chapter presents

all the steps of the development of a radiation-hardened SRAM layout generation

tool. An easy-to-use tool was implemented to facilitate the generation of SRAM

layouts with different levels of protection.

Chapter 9 - Conclusions: The conclusions and final remarks of the thesis are presented.

Finally, the chapter also points out the possible future works and new perspectives

that may emerge to improve the presented method.

ANNEX A - LIST OF PUBLICATIONS: The list of publications obtained throughout

the PhD.
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2 MEMORY CIRCUITS

With the reduction of technological nodes and the consequent reduction in the

dimensions of transistors, memory circuits exponentially increase the amount of data that

must be processed and stored in advanced technologies. In a semiconductor memory chip,

each bit of binary data is stored in a small circuit, known as a memory cell, composed of

one to several transistors. The memory cells are commonly laid out in rectangular arrays

on the surface of the chip. Depending on the memory size, a specific number of the 1-bit

memory cells are grouped (not necessarily physically) in small blocks called words which

are accessed together.

The data stored in the memory cells are accessed through a binary number called

memory address, which is applied to the chip’s address pins. The address specifies which

word in the chip will be accessed. If the memory address consists of M bits, the number

of addresses on the chip is 2M , each containing an N-bit word. Consequently, the amount

of data stored in each chip isN2M bits (DAWOUD; PEPLOW, 2010). With the definition

of an address to select a word from the memory circuit, two basic operations can be

performed: "read," in which the data contents of a memory word are read out, and "write,"

in which data is stored in a memory word, replacing any data that was previously stored

there.

Due to the need for faster and more reliable memories, several types of memo-

ries have emerged. The different types of memories are basically divided into two main

groups: Volatile and Non-volatile memories. Volatile memory maintains its data while

the device is powered, and Non-volatile memory preserves its data even during periods

when the power to the chip is turned off. Figure 2.1 presents the classification of the dif-

ferent types of memories according to the two main groups. Among the different types of

memories, this work focuses on the robustness of SRAMs; their main characteristics will

be presented below.

2.1 Static Random-Access Memory (SRAM)

SRAM, as defined by the acronym, is a type of random-access memory that uses

latching circuitry to store each bit. SRAM is a volatile memory in which the data is lost

when power is removed. The term static differentiates SRAM from Dynamic Random

Access Memory (DRAM), as SRAM will hold its data permanently in the presence of
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Figure 2.1: Semiconductor memories classification.

Source: Weste and Harris (2015).

power. In contrast, data in DRAM decays in seconds and thus must be periodically re-

freshed. SRAM is faster than DRAM, but it is more expensive regarding silicon area

and cost; it is typically used for the cache and internal registers of a Central Processing

Unit (CPU), while DRAM is used for a computer’s main memory. SRAMs play a vi-

tal role in microprocessor chips and various applications. The fraction of the total chip

area devoted to SRAM arrays is large for state-of-the-art designs. As the device is scaled

down, process variation effects and radiation-induced upsets become crucial factors in

SRAM design (JOSHI; KIM; KANJ, 2011).

The design of an SRAM can be divided into two parts: the core and the periph-

erals. The memory core comprises an array of bi-stable memory bit cells. These arrays

are always large, containing from thousands to millions of bit cells. Even slight enhance-

ments in bit cells’ reliability, performance, and power consumption can significantly in-

fluence the entire processor or System-on-a-Chip (SoC) product. In high-performance

processors, operating speed and bit cell area are the prime concern in having high-density

caches maintaining adequate reliability. In contrast, energy-constrained applications like

sensor nodes or medical implants prioritize energy efficiency and reliability over other

concerns (SINGH; MOHANTY; PRADHAN, 2012).

The peripheral circuits typically comprise address (row and column) decoders,

sense amplifiers, write drivers, and bit line pre-charge circuits. Peripheral circuits are

mainly responsible for communicating the data stored in the core with the processor; they

enable reading from and writing into the array. A classic SRAM architecture is shown in

Figure 2.2. The memory array consists of 2N words of 2M bits each.
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Figure 2.2: Classic SRAM memory architecture.
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Source: Adapted from Kang and Leblebici (2003).

2.1.1 6T-SRAM Bit Cell

The 6T-SRAM bit cell is a common type of SRAM bit cell used in integrated

circuits for storing digital data. Figure 2.3 presents the electric schematic of the 6T-

SRAM bit cell. A standard 6T-SRAM bit cell comprises two identical CMOS inverters

connected in a positive feedback loop. This structure forms a latch to create a bi-stable

circuit allowing storing one bit of data, either ‘1’ or ‘0’, in the internal nodes (Q and QB)

(SINGH; MOHANTY; PRADHAN, 2012). The cross-coupled inverter pair consists of

two pull-up P-Channel MOSFET (PMOS) devices (M3 and M4) and two pull-down N-

Channel MOSFET (NMOS) devices (M1 and M2). Another two NMOS access transistors

(M5 and M6) are controlled by the Word Line (WL), and they serve as switches between

the inverter pair and the complementary pair of bit lines, Bit Line (BL) and Bit Line

Bar (BLB), used to read from or write to the bit cell (SINGH; MOHANTY; PRADHAN,

2012). The data in the SRAM bit cell is stored as long as the power is maintained in the

bit cell. The basic operations of the 6T-SRAM bit cell as a storage device are reading or

writing new data to the bit cell and are presented next.
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Figure 2.3: 6T-SRAM Bit Cell electric schematic.

BLB

Source: From the author.

The 6T-SRAM bit cell sizing is crucial for stable read/write operations. Two ratios

are defined in the literature to characterize the relationship between pull-down, pull-up,

and access transistors of the 6T-SRAM bit cell. The Cell Ratio (CR) is the W/L ratio of the

pull-down transistor to the access transistor and the Pull-Up Ratio (PR) is the W/L ratio

of pull-up transistor to the access transistor (RABAEY; CHANDRAKASAN; NIKOLIC,

2002; SINGH; MOHANTY; PRADHAN, 2012). Typically, CR higher than 1.2 is re-

quired to avoid read upset in conventional 6T-SRAM bit cell. Write-ability of SRAM bit

cell is determined by the PR. Generally, PR lower than 1.8 is required to maintain good

write-ability (RABAEY; CHANDRAKASAN; NIKOLIC, 2002; SINGH; MOHANTY;

PRADHAN, 2012).

2.1.2 SRAM Read Operation

Consider a scenario where a ‘1’ is stored at the Q node. Both bit lines are pre-

charged to Supply Voltage (VDD) before initiating the read operation. Activating the

word line starts the read cycle, allowing pass transistors M5 and M6 to engage after

the initial word line delay. In a correct read operation, the values stored in Q and QB

are transferred to the bit lines, leaving BL at its pre-charge value and discharging BLB

through M1-M5. Careful transistor sizing is crucial to prevent unintentionally writing a

‘1’ into the cell, a malfunction commonly referred to as a read upset (RABAEY; CHAN-

DRAKASAN; NIKOLIC, 2002).

A simplified model of the 6T-SRAM bit cell during the read operation is depicted
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in Figure 2.4. Focusing on the BLB side of the cell, the bit line capacitance for larger

memories falls in the pF range. Thus, when the read operation is initiated (WL → 1),

BLB maintains its pre-charged value at VDD. Combining two NMOS transistors in series

pulls down the BLB towards Ground (GND). For a small-sized cell, the goal is to size

these transistors as close to the minimum as possible, resulting in a gradual discharge

of the large bit line capacitance (RABAEY; CHANDRAKASAN; NIKOLIC, 2002). As

the difference between BL and BLB increases, the sense amplifier circuit is triggered to

accelerate the reading process.

At the WL rising edge, the QB node moves upward toward the pre-charge value

of BLB. It is crucial to keep this voltage rise of QB low enough to avoid a significant

current flow through the M2-M4 inverter, which, in the worst case, could lead to a bit-

flip. Maintaining the resistance of transistor M5 larger than that of M1 is necessary to

prevent such occurrences (RABAEY; CHANDRAKASAN; NIKOLIC, 2002).

Figure 2.4: An example of a simplified model of SRAM cell during the read operation.

Source: Rabaey, Chandrakasan and Nikolic (2002).

2.1.3 SRAM Write Operation

Assuming a stored ‘1’ in the bit cell (Q = 1), writing a ‘0’ is achieved by set-

ting BLB to ‘1’ and BL to ‘0’. Upon initiating a write operation, the 6T-SRAM bit cell

schematic can be simplified to the model shown in Figure 2.5. It is reasonable to assume

that the gates of transistors M1 and M4 remain at VDD and GND, respectively, until the

switching process begins. Although this assumption is violated once the flip-flop starts

toggling, the simplified model suffices for hand-analysis purposes.
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Figure 2.5: An example of a simplified model of SRAM cell during the write operation.

Source: Rabaey, Chandrakasan and Nikolic (2002).

It is essential to observe that the QB side of the cell cannot be pulled high enough

to guarantee the writing of ‘1’. The sizing constraint, dictated by read stability, ensures

that this voltage remains below the threshold. Consequently, the updated value of the cell

must be written through transistor M6. A secure writing process is guaranteed if we pull

node Q low enough, typically below the threshold value of transistor M1.

2.1.4 Bit Interleaving

Regardless of the technology or architecture adopted, an SRAM can be organized

in a certain way to increase its robustness to the radiation effects. An organizational

methodology widely used along with other techniques to deal with the radiation effects,

which is also applied in this work, is bit interleaving. Bit interleaving is a widely adopted

technique to reduce the impact of multi-bit errors on error rates. It refers to a memory lay-

out architecture in which physically adjacent bits belong to different logic words (MAIZ

et al., 2003). The bit interleaving technique is typically used along with EDAC tech-

niques, as it facilitates the detection and correction of bits belonging to the same word,

treating two adjacent failing bits as separate single-bit errors rather than a double-bit error

in the same logic word. In Figure 2.6, it is possible to have an overview of the relationship

between the bit interleaving and a 8-bit error. In this organization, the bits belonging to

the same word are placed 8 bits apart. Therefore, even with the Multiple-Bit Upset (MBU)

shown in the figure, only 1 bit of each word is impacted. The effectiveness of bit inter-
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Figure 2.6: The relationship between SRAM bit interleaving and MBU.

Source: Radaelli et al. (2005).

leaving is often determined by the minimum physical distance between two bits within

the same logic word. However, a comprehensive assessment of its impact requires de-

tailed insights into multi-bit failure probabilities and sensitivities to operating parameters,

information that is typically not available in the open literature (MAIZ et al., 2003).

2.2 SRAM Peripheral Circuits

As mentioned before, an SRAM comprises not only the cells responsible for stor-

ing data but also peripheral circuits responsible for the correct memory functioning and

communication with other circuits. This section details the peripheral circuits that make

up an SRAM-type memory.

2.2.1 Pre-Charge Circuit

The pre-charge circuit is an essential peripheral of an SRAM. It is responsible for

ensuring that the data stored in the memory cells is not corrupted during read and write

operations. The pre-charge circuit ensures that the bit lines (BL and BLB) are in a pre-

charged state before a read or write operation is performed. Each pair of bit lines in the

SRAM array is connected to a pre-charge circuit. The function of this circuit is to pull

up the bit lines of a selected column to a specific voltage level, VDD in this work, and

perfectly equalize them before an operation (SINGH; MOHANTY; PRADHAN, 2012).

Different pre-charge circuit architectures are used in SRAM design. One of the

most used configurations, and also used in this work, is shown in Figure 2.7. It comprises
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Figure 2.7: Pre-charge circuit electric schematic.

Source: From the author.

three PMOS transistors and a Pre-Charge Enable Signal (PC). When all transistors are in

ON state, that is, PC is active low, bit lines are connected to VDD. In this configuration,

M1 and M2 transistors connect the bit lines to VDD for pull-up, while transistor M3

equalizes both bit lines. PMOS transistors are commonly used in the pre-charge circuit

design due to the better VDD passing capacity than NMOS transistors.

2.2.2 Sense Amplifier

The Sense Amplifiers are one of the most important peripheral circuits in SRAMs

and have become a separate class of circuits in the literature (SINGH; MOHANTY;

PRADHAN, 2012). During a read operation, a Sense Amplifier amplifies a small voltage

difference between the two-bit lines and translates it to a full-swing digital output signal.

In an SRAM, the Sense Amplifier is responsible to detect the value of the data stored in

the selected memory cell and outputting the value to the CPU.

Designing fast, low-power, and robust Sense Amplifier circuits are challenging

because modern memory design involves bit lines with a significantly large capacitance.

Modern SRAMs embed a large number of bit cells per bit line to enhance array den-

sity, but this also makes the circuits more sensitive to process variations, environmental

conditions, and device mismatch. Consequently, these challenges impose limits on the

sensing speed and robustness of the circuits besides the introduction of extra signal delay

(SINGH; MOHANTY; PRADHAN, 2012).

The sense amplifier design depends on the timing requirements and layout con-

straints of the memory system. In this work, the commonly used latch-type Sense Am-
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plifier was chosen for the SRAM design. The electric schematic of the 7T Latch-Type

Sense Amplifier is presented in Figure 2.8. This amplifier comprises two cross-coupled

inverters and three additional transistors (Mx, My, and Mz), which isolates it from the bit

lines and prevents the discharge of bit line on the ‘0’ storage node. To initiate the sense

operation in this type of sense amplifier, the inputs (or both bit lines) are pre-charged

and equalized to bias the amplifier in the high-gain metastable state. Once a differential

voltage is developed on the bit lines that exceeds the sensitivity of the sense amplifier,

and the Output Enable (OE) signal is enabled, the bit lines isolation pass-through transis-

tors are turned off. The feedback mechanism of this amplifier immediately picks up the

differential voltage and drives the outputs to the full-swing differential voltage.

Figure 2.8: 7T Latch-Type Sense Amplifier electric schematic.

BLB

OE OE

OE

Source: From the author.

2.2.3 Write Driver

The write driver is responsible for driving the data to be written onto the selected

memory cell during a write operation. Before every operation, the bit line pair is pre-

charged to VDD. During the write operation, the write driver only needs to pull down one

of the two bit lines below the write margin of the 6T-SRAM bit cell based on the input

data (SINGH; MOHANTY; PRADHAN, 2012).

There are different types of write drivers commonly used in SRAM array, a typ-

ical write driver circuit, presented in Figure 2.9, is used in this work. Data is written to

the circuit using two stacked NMOS transistors, specifically M1/M3 and M2/M4, which

together create two pass-transistor AND Logic Gate (AND). The write driver is activated

by the Write Enable (WE) signal, which turns on transistors M3 and M4. Depending on
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Figure 2.9: Write Driver circuit electric schematic.

Source: From the author.

the input data received through Inverter (INV) buffers INV-1 and INV-2, when WE is

enabled, either transistor M1 or M2 discharges one of the bit lines from the pre-charged

level to ground.

2.2.4 Row Decoder

The row decoder selects one row of the memory array (word line) to be accessed

during read or write operations. The row decoder architecture consists of a set of digital

logic circuits that interpret the address signals and generate the necessary control signals

to activate the selected row of memory cells. A combination of AND/Not AND (NAND)

and OR Logic Gate (OR)/Not OR (NOR) gates is typically used to decode the address

signals. The decoder can be implemented in two styles: static and dynamic. The choice

of design styles depends on the SRAM area, performance, power consumption, and ar-

chitectural considerations (SINGH; MOHANTY; PRADHAN, 2012).

The pre-decoding technique is typically used in the circuit design for row decoders

with many outputs, as in this work. The pre-decoding technique provides less capacitance

to drive per address, significant area savings by "sharing" gates, and easily "pitch fit" a

2-input AND gate in the side of the memory core.
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2.2.5 Column Decoder

The column decoder selects the specific memory cell within the activated row to

be accessed during a read or write operation. The column decoder receives the address

signals from the CPU, decodes the signals to determine the column address, and activates

the appropriate memory cell within the selected row.

Similar to the row decoder, the column decoder is also designed with a set of

digital logic circuits that interpret the address signals and generate the necessary control

signals to activate the selected memory cell. The column decoder typically uses a com-

bination of Multiplexer (MUX) and Pass Transistor Logic (PTL) to decode the address

signals.
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3 RADIATION EFFECTS ON ELECTRONIC CIRCUITS

Anomalies induced by the radiation effects on electronic circuits are known from

the beginning of space exploration. The research aimed at the study of the radiation

effects on electronic circuits was initially considered a concern of utmost relevance only

in projects developed for military or space applications. The first US artificial satellite,

Explorer I, designed and built by the Jet Propulsion Laboratory, and launched on January

31, 1958, carried a Geiger counter proposed by J.A. Van Allen. When the spacecraft

reached a certain altitude, the counter suddenly stopped counting cosmic rays. From this

behavior, the existence of the Van Allen belts was discovered because the counter was in

fact saturated by an extremely high particle count rate. The evidence of the existence of

trapped particles in Earth’s radiation belts can be considered, in this respect, as the very

first scientific output of the Space Age (ECOFFET, 2007).

In 1962, the USA proceeded to a high altitude nuclear test in the Telstar telecom-

munications satellite, designed and built by the Bell Telephone Laboratories with AT&T

funds and supported by National Aeronautics and Space Administration (NASA). The

extremely high radiation levels induced by electrons injected in the radiation belts caused

degradations of some electronic components (diodes in the command decoder) and, fi-

nally, the loss of the satellite in 1963. This was the first spacecraft loss due to radiation

effects (ECOFFET, 2007). From this moment on, the effects of radiation (whether natural

or man-made) on electronic circuits have come to be studied by the scientific community,

space agencies and military agencies.

A new class of effects emerged, starting from first observations in 1978 when Intel

Corporation discovered that anomalous upsets occurred at the ground level on DRAMs

(MAY; WOODS, 1978). It was determined that the faults were caused by alpha particles

emitted by the decay of the radioactive uranium and thorium elements, which contami-

nated the encapsulation material in the memory chip manufacturing process. This was the

first study published in the International Reliability Physics Symposium (IRPS) and was

the first work to define the anomalies as "soft errors" (MAY; WOODS, 1978). This term

was used to differentiate from permanent faults and to characterize the random effects

caused by radiation on memory elements.

Guenzer, Wolicki and Allas (1979) reported that the occurrence of soft errors

could also come from nuclear reactions where proton particles and high energy neutrons

are produced. At that moment, the term "Single Event Effects" was introduced, charac-
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terizing the effects that are triggered by only one particle. It was established that ions,

protons and neutrons could also produce single event effects, and it soon became one of

the significant causes of component dysfunction in space (ECOFFET, 2007).

Most of the research in the 1980s was directed mainly to sequential circuits, such

as DRAMs and SRAMs. This was due to the requirement to understand radiation ef-

fects and their mitigation to reliably provide data storage (DODD; MASSENGILL, 2003).

However, studies focusing on combinational logic circuits began to emerge at the end of

this decade in response to the Best Paper of the IRPS "Dynamic fault imaging of VLSI

random logic devices" by May et al. (1984).

The Earth is protected by the atmosphere, which acts as a semi-permeable

"screen", to let throughout light and heat, while stopping radiation and Ultraviolet (UV)

rays (BOUDENOT, 2007). The intensity of the radiation basically increases according to

the increase in altitude relative to ground level. However, due to phenomena related to

the Earth’s magnetic field (the polar regions are an example), some regions suffer from a

higher intensity of radiation even though they are located at low altitudes.

In space and the Earth’s atmosphere, there is a diverse range of radiation, which

is classified into two broad groups: ionizing particles and non-ionizing particles. Cosmic

rays, x-rays and radiations from radioactive materials are examples of ionizing radiation.

That is, they produce the emission of electrons when interacted with some material. Ex-

amples of non-ionizing radiation are ultraviolet light, radio waves and microwaves, as

they are not capable of ionizing any material. The main particles that may cause un-

wanted effects in electronic circuits are electrons, protons, neutrons, muons, alpha parti-

cles and heavy ions, as well as electromagnetic radiation, such as x-rays and gamma rays

(STASSINOPOULOS; RAYMOND, 1988). At sea level, muons are the most numerous

terrestrial species (SIERAWSKI et al., 2010).

Space radiation consists of subatomic particles (e.g., protons, electrons, neutrons),

which may originate from heavy ions present in the space environment or alpha particles

emitted from radioactive isotopes. These particles travel in space at very high speeds

(near the speed of light), which allows them to easily traverse a material and cause various

effects on it. The main components of radioactive phenomena encountered in space can

be classified into four categories by origin: Radiation belts, solar flares, solar wind and

cosmic rays (BOUDENOT, 2007). These phenomena are discussed in detail in the next

subsections.
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3.1 Radiation Belts

Radiation belts are formed in the terrestrial magnetosphere and contain trapped

electrons and protons. A layer of charged energetic particles, which are trapped by the

influence of a magnetic field, forms a radiation belt. Earth has two of these belts that are

known as Van Allen Belts, as shown in Figure 3.1. Most of the particles that form the

belts originate from solar flares, solar winds, and also cosmic rays (ALLEN; FRANK,

1959). The inner belt contains electrons whose energy is less than 5 MeV. The outer

belt contains electrons whose energy may reach 7 MeV, furthermore in the case of the

outer belt, the electron flux is both more variable and more intense than that of the inner

belt. Like electrons and protons, heavy ions may also be trapped in the magnetosphere

(BOUDENOT, 2007).

Figure 3.1: Van Allen radiation belt.

Source: Hamer (2017).

In space missions, Van Allen belts have always been a major concern because

of their ability to interfere with the smooth operation of systems and possibly to per-

manently damage satellite electronics (WALT, 2005). Typical proton energies can reach

several hundred MeV and are known to cause effects like Total Ionizing Dose (TID), SEEs

and Displacement Damage (DD). Electrons, however, reach energies of some MeVs con-

tributing to effects such as TID, DD and charging and discharging (CUMMINGS, 2010).
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3.2 Sun

The Sun is a gaseous sphere composed primarily of hydrogen and helium, in addi-

tion to a small amount of heavier elements such as iron, silicon, neon, oxygen, nitrogen,

and carbon (LIOU, 2002). Almost all energy received by the planet and that feeds life in

the Earth’s atmosphere comes from the Sun, making its existence essential for the main-

tenance of life on Earth. The Sun’s energy source comes from within, where due to high

temperatures, fusion reactions occur by turning four hydrogen atoms into a helium atom

and releasing energy. The solar atmosphere is known as the solar corona and is visible as

a weak white halo during total solar eclipses. Through a cross-section, Figure 3.2 illus-

trates the interior of the Sun, where the reactions responsible for the release of particles

of radiation to their atmosphere and the universe occur.

Figure 3.2: Cross-section of the Sun interior.

Source: NASA (2008).

One of the most important events of solar activity is the Solar Wind, which occurs

due to the phenomenon of the coronal mass ejection, shown in Figure 3.3. The high

temperature of the Sun corona (about two million K) inputs sufficient energy to allow

electrons to escape the gravitational pull of the Sun. The effect of the electron ejection’s

causes a charge imbalance resulting in the ejection of protons and heavier ions from the

corona. The particles are homogenized into dilute plasma due to the high temperature of
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Figure 3.3: Solar Wind.

Source: NOAA (2015).

the ejected gas. The energy density of the plasma exceeds that of its magnetic field, so

the solar magnetic field is "frozen" into the plasma (BOUDENOT, 2007).

Changes in the solar wind density (e.g., solar flares), the solar wind velocity (e.g.,

coronal mass ejection’s), and the orientation of the embedded solar magnetic field can

cause significant perturbations in the geomagnetic field. The coronal mass ejection’s and

solar flares cause disturbances of the solar wind, and it is the interaction between theses

disturbances and the Earth’s magnetosphere that causes perturbations called magnetic

storms and sub-storms (BOUDENOT, 2007).

The solar activity is cyclical, having around 11 years, being on average seven years

of high activity and four years of low activity (ASSIS, 2009). When in high solar activity,

the surface of the Sun is violently disturbed, causing explosions of particles and radiation.

These explosions, known as Solar Flares, emit heavy ions (tens of MeV to hundreds of

GeV) in addition to alpha particles and electrons. Figure 3.4 contains a representation of

a Solar Flare on the surface of the Sun.



45

Figure 3.4: Solar Flare.

Source: NASA (2012).

3.3 Cosmic Rays

Galactic cosmic rays consist of high energy particles with a very diverse energy

spectrum. The origin of this radiation has not been truly identified; it is known that the

most energetic ions come from outside the Milky Way Galaxy and the rest from within

it. It is believed that they are produced and accelerated by solar flares, supernovae and

galactic nucleus explosions (ZIEGLER, 1996). Cosmic rays correlate with solar activity

because, in periods of low activity, the cosmic ray flow that reaches the Earth is greater

when in high solar activity (MCDONALD, 1998).

By traveling in space at high velocities and with an enormous amount of energy,

when entering the terrestrial atmosphere, the cosmic rays collide with the atoms present

in the atmosphere, provoking cascade nuclear reactions of particles towards the Earth’s

surface, as shown in Figure 3.5. Cosmic rays of galactic origin are considered primary

particles. The secondary particles, coming from the cascade effect, are formed by protons,

neutrons, pions and muons (BALEN, 2010). However, from the total particles generated

in this cascade effect, only 5% of protons and 1% of electrons and neutrons reach the

surface of the Earth at ground level. This is due to attenuation processes and the short

life span of these particles (SIMIONOVSKI, 2012). Although the neutron has no electric

charge, it has a higher charge generation property compared to the proton and the electron.

The neutron does not directly ionize the silicon but interacts with it, causing a nuclear

reaction that releases alpha, beta, and proton particles.
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Figure 3.5: Nuclear cascade reactions of particles towards the Earth’s surface.

Source: Mészáros, Razzaque and Wang (2015).

3.4 South Atlantic Anomaly (SAA)

After presenting the main components related to the origin of the radiation effects,

it is important to highlight an anomaly present in a specific region of the Earth. The slope

of the Earth’s axis of rotation relative to the axis of the magnetic field influences the dis-

tribution of the flux of particles present in the inner Van Allen belt, creating a kind of de-

pression region (BALASUBRAMANIAN, 2008), shown in Figure 3.6. In this region, the

radiation trapped by the Earth’s magnetic field in the belts reaches lower altitudes, includ-

ing penetrating the atmospheric layers. It produces undesirable effects in the electronic

equipment of spacecraft and satellites, which fly over southern Brazil and the Atlantic

Ocean (BALEN, 2010). This region is known as the South Atlantic Anomaly (SAA).

Figure 3.7 shows recent satellite data from the European Space Agency (ESA),

revealing that the SAA continues to evolve, with the most recent observations showing

we could soon be dealing with more than one of these strange phenomena. ESA says that

in the last two centuries, Earth’s magnetic field has lost about 9 percent of its strength

on average. The minimum field strength in the SAA dropped from approximately 24.000

nT to 22.000 nT over the past 50 years. New readings provided by the ESA’s Swarm
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Figure 3.6: Deformation in the inner Van Allen belt of the Earth due to SAA.

South Atlantic Anomaly
(SAA)

Source: From the author.

satellites show that within the past five years, the second center of minimum intensity has

begun to open up within the anomaly beside Africa.

Figure 3.7: Current scenario of the South Atlantic Anomaly.

Source: ESA (2020a).
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3.5 Fault Tolerance Basic Concepts and Terms

Before presenting the impact of radiation effects on electronic circuits, it is essen-

tial to introduce and define key terms and concepts utilized in the fault tolerance area to

describe these effects. Within the fault tolerance field, fundamental terms such as fault,

error, and failure often present conflicting interpretations. This work adopts concepts and

terms widely accepted by the community (LAPRIE, 1985; ANDERSON; LEE, 1981),

with specific emphasis on notable works by Pradhan et al. (1996) and Avizienis (1982).

The terms fault, error, and failure are best elucidated through the Three-Universe

model proposed by Pradhan et al. (1996), shown in Figure 3.8. This model, an adaptation

of the Four-Universe model introduced by Avizienis (1982), describes the different phases

of evolution from fault to failure. The first universe is the physical universe, where faults

manifest.

Figure 3.8: Three-Universe model proposed by Pradhan et al. (1996).

Source: Adapted from Pradhan et al. (1996).

A fault refers to an undesired physical condition or flaw that arises within spe-

cific hardware components. The faults may become dormant for a long time and will not

influence component performance. When triggered, a fault’s effects manifest in the in-

formation universe. An error is the manifestation of a fault, that is, a change in the state

of the system presenting inconsistency in the data generated by the functionality affected

by the fault. Failure denotes a deviation from the circuit specification, resulting in the

component’s incapability to fulfill its predefined function. Failures cannot be tolerated,

just avoided.
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In the event of transient faults caused by radiation effects, specific mechanisms

mask the impact of a fault, preventing its propagation to subsequent levels and avoiding

incorrect values from reaching the output of the circuit. Fault masking can be categorized

into three primary types: electric, logical, and latching window.

In the electric masking, the fault is not propagated until the output of the circuit

due to electrical losses that attenuate its magnitude. Figure 3.9 illustrates the degradation

of the pulse, showcasing its possible attenuation, which characterizes electric masking.

Figure 3.9: Degradation of a pulse by electric masking. Depending on the (a) Generated
pulse’s width, it can be (b) Attenuated or (c) Filtered when propagating through the circuit.

Source: Entrena et al. (2009).

Logical masking occurs when the fault affects a region of the circuit that is not

determinant for the result obtained at its output when the fault occurred. Figure 3.10

presents two cases of logical masking in a circuit. The first scenario involves a NAND2

logic gate, in which one of its inputs is set to ‘0’. Therefore, regardless of the values

assigned to the other inputs, its output will always be ‘1’. Another case can be observed

in the OR2 gate, in which a transient fault impacts one of its inputs while the other input

is equal to ‘1’. Given that the circuit’s output has already been determined by one of its

inputs, the transient fault in the other input will not affect the result, so it turns out that

there was logical masking of the fault in question.

The masking by latching window occurs when a transient pulse, not masked log-

ically or electrically, propagates through the circuit towards a memory element. However,
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Figure 3.10: Logical masking example in combinational circuit.

Source: Adapted from Zimpeck, Meinhardt and Butzen (2014).

there is no clock transition during its transition, i.e., the pulse reaches the data lines out-

side the latching window area, as seen in Figure 3.11. Consequently, this pulse will not

be stored in memory, not producing an error.

Figure 3.11: Latching Window masking.

Source: Adapted from Zimpeck, Meinhardt and Butzen (2014).

3.6 Characterization of the radiation effects on electronic devices

The effects of radiation affecting the operation of electronic circuits can be classi-

fied into three broad groups:

1. Total Ionizing Dose (TID): cumulative effects that occur due to the exposure of inte-

grated circuits to radiation over time. They are produced after an ionizing particle

reaches the surface of a device and are not undone over time, i.e., long-term ef-

fects in which its intensity depends on the intensity of the radiation and the time the

circuit was exposed to this radiation (VELAZCO; FOUILLAT; REIS, 2007).
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2. Displacement Damage (DD): causes physical damage to the crystalline structure of

the material (silicon in the case of the semiconductors of interest in this work)

caused by non-ionizing energy loss (NIEL) of the incident particles on the material,

degrading the material and their properties.

3. Single Event Effects (SEEs): are effects that occur due to the bombardment of en-

ergized particles (electrons, protons, alpha particles and heavy ions) that reach the

silicon, ionizing it densely and releasing energy that can damage the circuits per-

manently or induce transient behavior, affecting the proper functioning of the de-

vice. SEEs can be classified as destructive and non-destructive (DODD et al., 2004;

CUMMINGS, 2010; AZAMBUJA; KASTENSMIDT; BECKER, 2014):

(a) Destructive: are effects that permanently damage the circuit. The four main

effects are: Single Event Latch-up (SEL) occurs when the incidence of the

particle causes an abnormal increase in the operation current and may cause

permanent damage to the device; the Single Event Gate Rupture (SEGR),

which the gate oxide is damaged forming a conductive path; Single Event

Burnout (SEB) when the particle reaches the source region of the transistor

creating a current between the source and the drain. This current can generate

a destructive fault in the device, the device literally burnout; and Single Hard

Error (SHE), the deposition of large loads of energy can damage the ability of

transistors to transition state. In Sexton (2003) destructive SEE mechanisms

are reviewed and discussed.

(b) Non-destructive: are also commonly known as Soft Errors. They can also

be classified into two types depending on the nature of the element reached:

Single Event Upset (SEU) when the element hit is a sequential element, for

example, a flip-flop, modifying the state of a stored bit (bit flip); and Single

Event Transient (SET) If the particle reaches a combinational element, for

example, a multiplexer, a transient pulse is generated that may or may not be

captured by a memory element.

Figure 3.12 presents the classification of the major SEEs in the literature. The

focus of this work are the SEU and MCU effects on SRAMs. The next section presents

more details of SEEs, highlighting the SEU.
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Figure 3.12: Classification of major Single Event Effects.
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Source: Adapted from Siegle et al. (2015).

3.7 Single Event Effects (SEE)

The Single Event Effects occur due to the interaction of large ionizing particles

(protons, neutrons, alpha particles and heavy ions) that pass through insulation, semi-

conductor layers, or even all Metal Oxide Semiconductor (MOS) device (DODD et al.,

2004). Figure 3.13 shows the SEE through the impact of an ionizing particle on the de-

vice structure. When the particle enters the silicon material, a transient path composed of

ionized elements (electron-hole pairs - e−/h) is generated. This path is arranged under

a radial distribution that permeates the path of the incident particle. This transient path

may have a sufficient mobile charge to drive a current pulse against the presence of the

external electric field due to the polarization of the transistor.

SEEs indicate any measurable or observable change in a state or performance of

a microelectronic device, component, subsystem or system (digital or analog) as a result

of the incidence of a single energetic particle. According to the intensity and the region

in which this current flows, it is capable of causing faults that may be permanent in the

device structure, called destructive events (hard errors), or non-destructive events (soft

errors), represented by the SET and the SEU (MUNTEANU; AUTRAN, 2008).

The main difference between the two non-destructive events is the incidence lo-

cation of the particle. If the current pulse occurs within a sequential circuit, such as
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Figure 3.13: Single Event Effects - an ionizing particle passing through a sensitive volume
(SV) in an active (semiconductor) device.

Source: TNA (2018).

latches or flip-flops, the stored original value can be inverted, producing an SEU or bit-flip

(BRAMNIK; SHERBAN; SEIFERT, 2013). Similarly, the SET also generates a pulse, but

its origin is by the impact of particles within a combinational circuit. If the pulse gener-

ated in a combinational circuit propagates to a sequential circuit, a SET can become a

SEU.

The SEUs, unlike the SETs, have a non-transient character. They are associated

with the bit inversion of memory elements. SEU may have an indefinite duration or be

corrected after one or more clock cycles.

3.7.1 Destructive Events

Unlike the SETs, destructive events permanently damage the device. As men-

tioned earlier, these effects are not part of this work scope, but they will be briefly de-

scribed. The destructive events are classified into several different types, as shown in

Figure 3.12. The SEB and SEGR effects are better described below:

(a) Single Event Burnout (SEB): occurs when the passage of a high energy ion through

the device causes the generation of a dense plasma of e−/h h pairs which, under

the influence of polarization of the drain terminal, produces a high-density current.

This resulting current, if it is not quickly drained, can generate a destructive fault

on the device, causing its "burnout" (SEXTON, 2003).
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(b) Single Event Gate Rupture (SEGR): due to the reduction of transistors dimensions in

recent technologies, the thickness of the gate oxide has also been significantly re-

duced. This reduction increases the electric field of the oxide since this is inversely

proportional to the thickness of the dielectric. Thus, perturbations in the electric

field that permeates the oxide can cause that it exceeds its dielectric rigidity, caus-

ing its rupture.

3.7.2 Single Event Upset (SEU)

A SEU is a change of state caused by a single ionizing particle striking a sensitive

node in a microelectronic device, such as in a microprocessor, semiconductor memory, or

power transistors. The change of state results from the free charge created by ionization in

or close to an important node of a logic element (e.g., Q/Qb nodes of a bit cell). The SEU

itself is not considered permanently damaging to the transistor’s or circuits’ functionality,

unlike the case of SEL, SEGR, or SEB.

For nearly 50 years, electrical, aerospace, nuclear, and radiation engineers have

conducted research on soft errors. From 1954 to 1957, failures in digital electronics were

reported during the above-ground nuclear testing (WANG; AGRAWAL, 2008). These

failures were considered electronic anomalies in the monitoring equipment, as they oc-

curred randomly and could not be attributed to any hardware faults (ZIEGLER et al.,

1996). Further problems were observed in space electronics during the 1960s, although

separating soft errors from other forms of interference was difficult. The first paper to

address the SEU effects was not a paper on using electronics in the space environment but

assessing scaling trends in terrestrial microelectronics (WALLMARK; MARCUS, 1962).

The authors predicted the eventual occurrence of SEU in microelectronics devices due to

cosmic rays from Earth’s atmosphere and linked the occurrence of particle strikes with

the size of the device’s active area (DODD; MASSENGILL, 2003).

The first confirmed report of cosmic-ray-induced upsets in space was presented in

1975 (BINDER; SMITH; HOLMAN, 1975). The paper documented four upsets over 17

years of satellite operation in bipolar J-K flip-flops in a communication satellite. Due to

the limited number of errors observed, it took several years for the significance of SEU to

be fully acknowledged. Only in 1978-1979 a considerable number of research papers on

SEU were published (DODD; MASSENGILL, 2003). The initial research papers linked

memory upsets to direct ionization by heavy ions (BINDER; SMITH; HOLMAN, 1975;
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PICKEL; BLANDFORD, 1978). However, in 1979, two groups published findings on

errors induced by indirect ionization effects of protons and neutrons (WYATT et al., 1979;

GUENZER; WOLICKI; ALLAS, 1979). This discovery was crucial because protons are

much more abundant than heavy ions in the natural space environment. Moreover, this

implies that SEEs can result not only from galactic cosmic rays but also from protons

emitted during solar events and those confined within the Earth’s radiation belts. Proton-

induced SEEs often dominates the single-event response of commercial parts operating

in low Earth orbits (DODD; MASSENGILL, 2003). The term "Single-Event Upset" was

first introduced by Guenzer et al. (GUENZER; WOLICKI; ALLAS, 1979), which was

promptly embraced by the scientific community as a descriptor for upsets caused by both

direct and indirect ionization.

Over time, the study of SEEs has become increasingly important, essential for ad-

vancing microelectronics. This is proven through the increase in radiation hardening by

design circuits and the development of new technologies, more robust to the radiation ef-

fects, such as Silicon on Insulator (SOI) technology. An increase in the sensitivity to SEU

is expected to continue, both in memories and core logic. Upsets in spacial and terrestrial

electronics are a severe reliability concern for commercial manufacturers. Single-event

vulnerability has become a mainstream product reliability metric for all facets of the inte-

grated circuit industry (DODD; MASSENGILL, 2003).

3.7.3 SEU Effects in SRAMs

When an energetic particle strikes a sensitive location in an SRAM bit cell, typi-

cally the reverse-biased drain junction of a transistor biased in the "off" state (DODD et

al., 1996) (such as the "off" n-channel transistor of one of the cross-coupled inverters), the

charge collected by the junction generates a transient current in the impacted transistor. As

this current passes through the struck transistor, the restoring transistor ("on" p-channel

transistor of the same inverter) attempts to compensate by sourcing current. However, the

restoring transistor has a limited current drive and channel conductance. Consequently,

the current flowing through the restoring transistor results in a voltage drop at its drain.

This interaction between the feedback and recovery process is represented in Figure 3.14.

The voltage fluctuation, arising from the transient current caused by the single-event, is

the actual mechanism responsible for potential upsets in SRAM bit cells (DODD; MAS-

SENGILL, 2003). The voltage fluctuation resembles a write pulse and has the potential
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Figure 3.14: The SEU response in SRAM Bit cells is determined by the interaction be-
tween the feedback process and the recovery process.
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Source: Adapted from Dodd and Massengill (2003).

to incorrectly store a memory state (bit flip) within the memory cell.

Within SRAM bit cells are four potential sensitive strike locations, specifically

the drains of the four transistors located internally within the SRAM circuit. Regarding

charge collection, a crucial factor is whether the junction is situated within a well or

in the substrate (DODD et al., 1996). This is significant because the junction between

the well and the substrate forms a potential barrier that hinders the diffusion of charge

deposited deep within the substrate back to the affected drain junction. For example, in

the familiar outside-the-well “off” strike scenario, the affected drain is situated outside

the well, allowing charge deposited deep within the substrate to diffuse back towards the

drain junction. This is the most sensitive strike location for most technologies (DODD;

MASSENGILL, 2003).

Interestingly, particles that have energy levels significantly below the upset thresh-

old can still possess enough ionizing capability to trigger a momentary voltage alteration

("flip") at the impacted node of an SRAM (DODD; MASSENGILL, 2003). For instance,

Figure 3.15 illustrates the drain voltage transients in an SRAM resulting from a particle

strike with Linear Energy Transfer (LET) well below the upset threshold, just below the

upset threshold, and just above the upset threshold. Even the particle with LET well be-

low the upset threshold induces a notable voltage transient at the struck drain, impacting

the SET response. The occurrence of an observable SEU relies on the relative speed of
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Figure 3.15: SRAM struck drain voltage transients for ion strikes with LET: well below,
just below, and just above the SEU threshold.

Source: Dodd and Massengill (2003).

two processes: the feedback of the voltage transient through the opposite inverter and the

voltage recovery at the impacted node as the single-event current diminishes (WEAVER

et al., 1987). It is important to note that the rapid initial flip of the cell is primarily caused

by drift, including funneling effects, while the long-term charge collection through diffu-

sion prolongs the recovery process. Both of these mechanisms play critical roles in the

SEU phenomenon (DODD; MASSENGILL, 2003).

3.7.4 Multiple-Cell Upsets

As already explained earlier, SEUs in SRAM bit cells can be induced by energetic

ions and protons. In some cases, a single event can lead to the upset of multiple cells. The

potential for multiple-cell upsets in SRAMs exposed to the space radiation environment

was first reported in 1983 (BLAKE; MANDEL, 1986). Subsequent ground-based testing

has validated that a single ion has the capability to affect multiple locations within an

SRAM device. This type of upset clearly depends on the physical arrangement and size

of the memory cells. In particular, as cell sizes shrink and cell density increases, the

prevalence of this type of upset can be expected to rise (KOGA et al., 1993b).
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MCU can originate from the impact of the particle on the surface of the chip,

considering different incident angles. One of the most frequent types of incidence is

when an incident ion approaches the surface of the die in a parallel manner, intersecting

the sensitive regions of multiple memory cells. It is important to highlight that the affected

cells do not necessarily need to be adjacent to each other on the die. Since SRAM dies

typically have a rectangular shape with side lengths measuring several millimeters, the

range of the ions must be at least this magnitude for such "lateral strikes" or "glancing

collisions" to take place (KOGA et al., 1993b).

Except for nearly zero incidence angles (resulting in shorter ion ranges), only cells

in close proximity can be impacted. This can occur either when the ion track diameter

covers the sensitive regions of multiple cells (such as with high Z particle tracks) or when

the charge from the track diffuses into the sensitive regions (MARTIN et al., 1987). Con-

sequently, the erroneous bits resulting from this type of upset are observed in physically

clustered memory cell locations.

In general, Multiple-Cell Upsets can be expected to involve more than a single

logical memory word, that is, the impacted bits are likely to belong to different words.

This fact generates new terminologies for multiple effects, which may cause some doubts.

The term MCU, normally refers to the impact of multiple memory cells whether or not

they belong to the same word. If the impact of a single particle affects multiple bits of a

single word, the terms MBU, and Single-Word Multiple-bit Upset (SMU) (KOGA et al.,

1993a) are typically used.

3.8 Physical Mechanisms of Charge Deposition and Collection

Soft errors occur when energetic particles interact with silicon colliding with a

sensitive circuit area and depositing an additional charge on the transistor’s P-N junction

region. There are two primary methods of charge deposition attributed to the ionizing

radiation in a semiconductor device (DODD; MASSENGILL, 2003):

1. Direct Ionization: when a charged particle travels through a semiconductor material,

it loses energy along its path, transferring it to the device and creating a path formed

by electron-hole pairs. This resulting ionizing track, when collected by the electric

field of the device, generates a transient current/voltage. Direct ionization is consid-

ered a primary charge deposition mechanism for upsets caused by the incidence of



59

alpha particles or heavy ions. Lighter particles like protons do not usually produce

enough direct ionization charge to generate upsets in memory circuits. However, as

the devices become more susceptible, upsets in digital IC due to direct ionization

by protons may occur (DUZELLIER et al., 1997).

2. Indirect Ionization: it is a secondary mechanism of charge deposition, in which, due

to nuclear reactions in the semiconductor material, light particles such as protons

and neutrons can release energy in the silicon through secondary particles product

of the nuclear reaction. Since secondary particles have a greater mass than the initial

proton or neutron, they can generate higher charge densities as they move, which

may result in an SEU. When a nuclear reaction happens, the charge deposition

from secondary charged particles is equivalent to that of a directly ionizing heavy

ion strike (DODD; MASSENGILL, 2003).

The energy deposited by a particle due to its ionization in silicon is an important

metric in the study of radiation effects in nanotechnologies because it is directly related

to the magnitude of the generated transient pulse. Linear Energy Transfer (shown in

Equation 3.1) is the amount of energy that a particle releases per unit of compliance with

the path traveled by it. LET has units of MeV/cm2/mg because the energy loss per unit

path length (in MeV/cm) is normalized by the density of the target material (in mg/cm3)

so that LET may be quoted roughly independent of the target (DODD; MASSENGILL,

2003).

LET =
∂E

∂x
(3.1)

It is simple to establish a connection between the LET of a particle and the amount

of charge it deposits per unit of distance traveled. In silicon, an LET of 97 MeV-cm2/mg

corresponds to a charge deposition of 1 pC/µm (DODD; MASSENGILL, 2003). The

LET depends on the particle’s mass and energy and the ionized material, so particles with

higher mass and energy ionized in denser materials have higher LET values (BAUMANN,

2005b). Threshold Linear Energy Transfer (LETth) is the minimum LET to cause an effect

in the circuit (FERLET-CAVROIS; MASSENGILL; GOUKER, 2013), another important

metric to evaluate the impact of radiation effects on the devices.

After the ionization of the particle in the silicon, i.e., after the deposition of an

additional charge on the affected device, the process of charge collection proceeds through

two main mechanisms: Drift and Diffusion. Figure 3.16a shows the resulting ionization
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path crossing the depletion region formed at the p-n junctions. When this path crosses or

approaches the depletion region, the additional carriers deposited by the ion are rapidly

collected by the high-intensity electric field in this region (MUNTEANU; AUTRAN,

2008). This charge collection process is called Drift and is shown in Figure 3.16b.

Figure 3.16: Charge Collection Mechanisms due to an Ion strike in a P-N junction.

Source: Baumann (2005b).

The passage of the particle through the depletion region is responsible for its tem-

porary (in a matter of picoseconds) deformation. The deformation has the format of a

funnel, which is known as the Funneling Effect for this purpose. This effect increases

the charge collection efficiency due to the rise of the depletion region area (BAUMANN,

2005a). Finally, the Diffusion process collects all the remaining carriers generated besides

the depletion layer (Figure 3.16c). Diffusion has a role to play even in the case of direct

strikes, as carriers produced outside the depletion region can diffuse towards the junction

(DODD; MASSENGILL, 2003).

The typical waveform of the resulting current from the charge collection induced

by the incidence of a particle can be seen in Figure 3.17. The Drift and Funneling are

very rapid processes, almost instantaneous due to the deformation of the junction’s elec-

tric field and the consequent increase in charge collection efficiency. Therefore, these

processes control the rapid rise of the transient current pulse, as seen in Figure 3.17. In

the Diffusion process, a longer time is needed to collect the charge, causing the transient

current pulse to slow fall time.

The collected charge also depends on the particle’s impact angle on the device and

the channel distance. The work of Bartra (2016) analyses particle impacts on the elevated
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Figure 3.17: Transient Current Waveform induced by a radiation strike.

Source: Cummings (2010).

source and drain terminals considering three devices with six different impact angles (0o,

15o, 30o, 45o, 60o, and 75o) in five different locations from the silicon nitride separator for

each angle (6 nm, 12 nm, 18 nm, 24 nm, and 30 nm). Figure 3.18 presents the collected

charge results considering the heavy-ion impact of 100 Mev.cm2/mg on a 32 nm Bulk

CMOS transistor. The collected charge tendency, in these conditions, is to decrease when

the impact is close to the nitride separator, and the impact angle is increased (BARTRA;

VLADIMIRESCU; REIS, 2016).

In addition to the particle impact angle, the charge collection process also has

some differences in relation to the technology of the impacted device. In SOI technology,

used in the design of the final circuit presented in this work, after a particle strike impacts

the body of an n-channel SOI transistor, the source and drain electrodes have the ability to

collect electrons. However, if a body tie contact exists, holes can exclusively exit through

it, while in the absence of body ties, holes can only escape gradually through recombi-

nation (DODD; MASSENGILL, 2003). The presence of residual holes in the body of an

SOI transistor causes an increase in the body potential and activates the inherent lateral

parasitic bipolar transistor. This bipolar current significantly reduces the SEU hardness of

SOI technology (DODD; MASSENGILL, 2003). In certain scenarios, the combination of

bipolar amplification and impact ionization can cause snapback, a sustained high-current

state similar to latchup (DODD et al., 2000). Even when body ties are present, the bipolar

effect leads to substantial charge amplification, particularly for ion strikes occurring far

from the body ties (MUSSEAU et al., 2000; MASSENGILL et al., 1990).

The transient pulse is generated by the interaction of energetic particles near a
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Figure 3.18: Results of the collected charge from the heavy-ion impact at the drain termi-
nal on the 32nm Bulk CMOS device.

Source: Bartra (2016).

sensitive region of a transistor when the collected charge (Qcoll) exceeds the critical

charge (Qcrit). However, in sub-22nm technological nodes, other phenomena must also

be considered in the characterization of the transient pulse. The influence of the charge-

sharing mechanism does not seem to have diminished for FinFET technology. Technology

Computer-Aided Design (TCAD) results show the extent of electrical perturbations and

charge-sharing, similar to what has been observed for older technologies. This effect can

cause the pulse quenching in ion-induced transients, resulting in a reduced overall sen-

sitivity of the system against SEEs (BHUVA et al., 2015). These effects will be better

described in the next section.

3.9 Emerging Effects at Advanced Technologies

The high-density integration and reduction of the nodal capacitances have en-

hanced the charge sharing effect at advanced technologies, increasing the susceptibility to

radiation effects (OLSON et al., 2005). The charge sharing effect is characterized by the

close proximity of adjacent devices, leading to the multiple node charge collection from

a single ion strike. Figure 3.19 presents this effect through two adjacent NMOS devices.

As the distance between devices is reduced, an active node, i.e., the stroke node by the ion

incidence and actively collecting the deposited charge, is in close proximity to an adjacent
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Figure 3.19: Nodal separation setup for NMOS charge sharing.

Source: Amusan et al. (2006).

node. That way, carriers may be able to diffuse at the passive adjacent node and induce a

secondary transient current pulse (AMUSAN et al., 2006).

The work of Amusan et al. (2006) investigates the charge collection of the PMOS

and NMOS devices. The active and passive device collected charges are shown in Fig-

ure 3.20. The passive PMOS device can collect 40% of the total charge collected by the

active device, while the passive NMOS collects less than 25% of the total charge. Be-

sides the carrier diffusion process, the bipolar amplification effect is also responsible for

the enhancement of charge sharing, explaining the higher collected charge for the pas-

sive PMOS device than for the passive NMOS device (AMUSAN et al., 2006; LIU et al.,

2009).

Figure 3.20: Charge collection with distance of 0.18µm between adjacent devices.

Source: Amusan et al. (2006).
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The charge sharing mechanism can be considered an adverse effect due to the

number of adjacent nodes affected when an ion impacts a single node. However, some

researchers have noted that the charge sharing can also reduce the SET pulse width in

combinational cells (AHLBIN et al., 2009; ATKINSON et al., 2011). As the signal prop-

agation time is reduced in deeply scaled technology, the multi-collection process provided

by charge sharing occurs with a similar time constant. This phenomenon can lead to short-

ening the SET pulse width, and it is known as the Pulse Quenching Effect (AHLBIN et

al., 2009; AHLBIN et al., 2010).

Figure 3.21 shows the schematic of a three-stage inverter chain and its respective

PMOS transistors in a cross-section perspective. Considering that the input signal of the

first inverter is at the low level, it will lead to the PMOS device of the second inverter to

turn OFF while the first and third PMOS devices are ON. If an ion strikes the sensitive off-

state PMOS transistor of the second inverter, as in Figure 3.21, the resulting SET pulse at

OUT2 will propagate to the next inverter, turning the adjacent PMOS device OFF. Thus,

the third PMOS device will be susceptible to the charge collection by diffusion of the

carriers from the charge sharing mechanism. This effect occurs due to the delayed charge

collection at the stroke device and the propagation of the generated SET to the adjacent

device. This process allows the third PMOS to collect the carriers from charge sharing

effect and inducing a transient pulse to revert the output of the chain, as also shown in

Figure 3.21.

Figure 3.21: SET Pulse Quenching Effect in a inverter chain.

Source: Ahlbin et al. (2009).
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3.10 Problem Definition

Among the radiation effects presented in this section, this thesis focuses on MCUs.

The importance of dealing with MCU effects in ICs increases even with the transistors

shrinking and the use of technologies that are more robust to radiation effects. To bet-

ter define the problem, it is essential to start by presenting the relationship between the

technology scaling and the density of transistors per chip.

As CMOS technologies advance and scale down, the decrease in supply voltages

and nodal capacitances results in lower critical charges (Qcrit) required to disrupt the

stored information at circuit nodes. Conversely, decreasing transistor sizes and increas-

ing doping densities reduce charge-collection areas (sensitive areas) per transistor and

charge-collection efficiencies. The physical structure of a transistor also influences these

aspects (CHATTERJEE, 2020). Figure 3.22 presents the transistor density per chip across

technology nodes from 90 nm to 7 nm, considering planar and FinFET transistors.

Figure 3.22: Packing density per chip across technology nodes.

Source: Chatterjee (2020).

Figure 3.23 illustrates the SEU cross-section for SRAM arrays at various technol-

ogy nodes (CHATTERJEE et al., 2014; SEIFERT et al., 2012; CHATTERJEE et al., 2011;

BHUVA et al., 2015; NARASIMHAM et al., 2018). All the data points are standardized

based on the Soft Error Rate (SER) observed for 40 nm SRAMs for straightforward com-

parison. The overall upset cross-section per bit diminishes with technology scaling. The

transition from planar to FinFET initially exhibits a significant improvement in SER at
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Figure 3.23: Normalized alpha particle induced SER as a function of technology for
single-port SRAMs.

Source: Chatterjee (2020).

nominal voltage. Subsequent scaling from 16 nm to 7 nm FinFET is found to result in a

proportional reduction in SER aligned with area scaling, akin to SER trends seen within

planar process nodes.

The 16 nm node’s close cell proximity and reduced critical charge should lead

to larger MCU cluster sizes than the 28 nm node under the same ion impact. However,

the lesser contribution of MCUs in the 16 nm design suggests reduced charge-sharing

compared to planar processes (CHATTERJEE, 2020). These findings strongly indicate

a significant decrease in charge collection efficiency in FinFET technologies compared

to planar ones. Despite the increased robustness provided by FinFET and also FD-SOI

transistors, it is crucial to highlight that soft errors continue to be challenging even in

these technologies. Moreover, there is a noteworthy increase in the percentage of MCUs

concerning the total soft error rate, as presented below.

As technology scales, allowing for greater memory capacity per unit area, the

heightened packing density of bit cells increases the likelihood of multiple adjacent bits

experiencing upsets from a single particle strike (SEIFERT et al., 2006; LOVELESS et

al., 2011). As presented in Figure 3.24, although device geometry reduction has led to a

decrease in the bit-level SER in sub-100 nm technologies (also presented in Figure 3.23),

the amplified memory array capacity has led to an increase in system-level SER (IBE et

al., 2010). The combination of this heightened SER increased MCU probability due to
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Figure 3.24: System-SER, bit-SER, and percentage MCU of the total SER as a function
of technology node.

Source: Ibe et al. (2010). Adapted by Neale and Sachdev (2016).

higher packing density and reduced supply voltages (for power efficiency) necessitates

the development of advanced soft error mitigation techniques to ensure reliable scaling

moving forward (NEALE; SACHDEV, 2016).

Error Correction Code (ECC) is one of the most used techniques for detecting

and correcting multiple events. Figure 3.25 shows the influence of bit interleaving com-

bined with ECC on corrected-SER (NEALE; SACHDEV, 2016). The dataset presents

Figure 3.25: Radiation induced SER for each ECC mode at VDD = 500 mV for 1-, 2-,
and 4-way interleaving.

Source: Neale and Sachdev (2016).
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the radiation-induced SER for each ECC mode at 0.5 V, employing 1-, 2-, and 4-way

bit interleaving. Employing the basic Single-Error-Correcting-Double-Error-Detecting

(SEC-DED) scheme reduces the SER by 97% with 1-way interleaving, 99.5% with 2-way

interleaving, and achieves complete elimination with 4-way interleaving. Implementing

the Double-Adjacent-Error-Correcting (DAEC) code corrects all errors for 2-way inter-

leaving, while the Triple-Adjacent-Error-Correcting (TAEC) feature is necessary to cor-

rect all errors for 1-way interleaving. With a memory of larger capacity, longer irradiation

duration, or reduced bit cell area, a greater number of less probable but larger adjacent

errors would emerge (NEALE; SACHDEV, 2016). This would enrich the datasets, poten-

tially allowing for more precise modeling of error rates in highly protected configurations

that involve advanced error correction and interleaving (NEALE; SACHDEV, 2016).

Although bit-interleaving helps to increase the detection and correction capacity

(reducing the SER) of ECC-based techniques, the method has a limitation according to

the increase in the number of MCUs. Trends in MCU ratio and the maximum MCU

multiplicity are plotted in Figure 3.26 considering two data patterns: Checker Board (CB)

and All “1”/“0” (FF) (IBE et al., 2010). MCU ratio and multiplicity increase exponentially

as scaling proceeds, independently of the data pattern (only minor differences between

CB and FF are observed in the plot). This fact means that not only EDAC techniques but

also other methods already presented to deal with radiation effects are always "chasing"

updates to their methods (increasing area and energy consumption overhead) to try to

reduce the SEU and MCU rates.

The method proposed in this work can be applied to memory circuits regardless

of the technology used. As the method uses detection cells based on data cells from the

same array, both cells will have similar sensitivity to soft errors. This sensitivity will be

defined mainly by the technology and technological node used.

As seen previously, for mature planar CMOS technologies, the rate and format

of the MCUs are smaller, causing the circuit to be much less impacted and, therefore,

potentially reducing the detection capability of the method due to the reduced number

of events. The MCU rate is higher for current technological nodes besides presenting

larger n-bit MCUs. Even for technologies that are more robust to radiation effects, such

as FD-SOI and FinFET, the increase in MCU rate continues with the advancement of

technological scaling. This fact benefits the proposed method by increasing its detection

capability according to the increase in the number of events.
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Figure 3.26: Predicted trends of MCU ratio and maximum multiplicity in SRAM cells
with technology scaling.

Source: Ibe et al. (2010).

3.11 Overview

This chapter covered all the main concepts of radiation effects, from their origin

to their impact on advanced technologies. Before presenting the comparison between the

novel proposed method and state-of-the-art techniques for dealing with radiation effects,

in addition to detailing the architecture and operation of the detection method proposed in

this work, it is to position the method about the different radiation environments to which

circuits may be exposed and consequently the different levels of protection available to

deal with the effects arising from these environments.

Considering the origins of radiation effects presented at the beginning of this chap-

ter, typically, the definition of the environment in which a circuit will operate occurs

through the different types of orbits that relate to planet Earth. In order to have a more

general and summarized view of the impact of the environment on circuit reliability, Ta-

ble 3.1 presents the probability of radiation-induced upsets in different environments,

considering the primary space environments:

• Low Earth Orbit (LEO): is a standard orbit for Earth observation and communi-

cation satellites. It is normally at an altitude of less than 2000 km but could be as

low as 160 km above Earth. By comparison, most commercial aeroplanes do not
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fly at altitudes much greater than approximately 14 km, so even the lowest LEO is

more than ten times higher than that (ESA, 2020b).

• Geostationary Orbit (GEO): GEO is a high Earth orbit where communication

satellites maintain a fixed position relative to the Earth’s surface. Satellites in GEO

circle Earth above the equator from west to east following Earth’s rotation – taking

23 hours 56 minutes and 4 seconds – by travelling at exactly the same rate as Earth

(ESA, 2020b).

• Medium Earth Orbit (MEO): comprises a wide range of orbits anywhere between

LEO and GEO. It is similar to LEO in that it also does not need to take specific

paths around Earth, and it is used by a variety of satellites with many different

applications (ESA, 2020b).

Table 3.1: Probability of Radiation-Induced Upsets in Different Environments.

Radiation Environment
(Orbit)

Altitude
(Km)

Upset Probability
(errors/bit/day)

Low Earth Orbit (LEO) 160 to 2,000 Low to Moderate (10−10 to 10−9)
Medium Earth Orbit (MEO) 2,000 to 35,786 Moderate to High (10−9 to 10−7)
Geostationary Orbit (GEO) 35,786 High (10−7 to 10−6)

Source: From the author (Data from ESA (2020b), Maqbool (2005)).

To determine the upsets probability according to the environment in which the

circuit is exposed, ideally, one should compare the same circuit, with the same level of

protection, in different types of orbits. This type of experiment is challenging to carry out,

and therefore, the data presented in the literature varies considerably. Therefore, three

probability levels were defined to facilitate understanding: Low to Moderate, Moderate

to High, and High. Even so, values based on what was found in the literature were used

to present at least the order of magnitude of this probability in numerical format. It is

essential to highlight that the probability of upsets is not limited to the values presented.

Deep Space missions, like those to Mars or other planets, can encounter even higher

radiation levels due to cosmic rays and solar particle events.

The different techniques for dealing with the radiation effects previously pre-

sented can also be classified according to the radiation hardening level. RHBD cells,

Redundancy-based, and EDAC techniques provide a high level of radiation hardening.

Considering these three types of techniques, EDAC can be highlighted, which can correct

detected upsets through ECC and parity bits. These methods are used in applications in all

environments presented, presenting a good level of protection even in GEO. As previously
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highlighted, the proposed method benefits from the increased probability of upsets and,

therefore, becomes a new alternative to be used not only in GEO applications but mainly

in Deep Space, where the methods mentioned above are usually significantly impacted,

reducing their protection.
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4 STATE-OF-THE-ART

This work presents a new method for detecting multiple events in memory circuits

focusing on SRAMs. The proposed new method is developed with an architecture not yet

presented in the literature, making direct comparisons with existing methods challenging.

However, in addition to presenting the comparison with the state-of-the-art techniques

for mitigating radiation effects in memory circuits, with emphasis on multiple events, the

main works that served as the basis for this thesis will also be presented in this chapter.

4.1 Redundancy-based Techniques

Different techniques are presented in the literature to deal with the radiation ef-

fects. To begin, the work of Tan et al. (2021) was selected, which uses redundancy-based

techniques. TMR and Gate-Sizing are commonly used hardening methods for combina-

tional circuits. To address the significant area overhead associated with the traditional

TMR method, typically applied at the module level, this paper proposes a more refined

and versatile approach called General Efficient TMR (GE-TMR). Moreover, given that

the hardening process involves multiple objectives, such as SER, delay, and area, this

paper introduces an algorithm called Solution Distribution Optimized NSGA-II. The ex-

perimental results show that GE-TMR can provide lower SER solutions than gate-sizing

when the area overhead is > 200%. By combining GE-TMR and gate-sizing, in the inter-

val of 100% < area overhead < 200%, the solutions of MIX have lower SER than the two

hardening methods optimized separately.

In Li et al. (2020), a design approach based on TMR is explored to mitigate double

cell upsets. The method integrates three additional self-voter circuits into a conventional

TMR structure to enhance error correction capability. Fault-injection simulations validate

the soft error mitigation capabilities of this approach, showcasing its superior hardening

performance over TMR and QMR (achieving at least 97% and 90% reductions in SER,

respectively). The case study reveals that the proposed technique requires approximately

1/3 larger area than TMR, while both solutions exhibit nearly identical power consump-

tion. The implementation of this approach aligns with the automatic digital design flow

and is evaluated for its applicability and performance on a First In, First Out (FIFO) cir-

cuit.

An already known problem in using techniques for the robustness of circuits to
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radiation is the area overhead, which is well highlighted in the previously presented papers

that apply a redundancy-based technique. The redundancy techniques also present other

critical points with an increase in multiple events because, in addition to increasing the

probability of impact on the voter, the replicated modules themselves can be impacted,

not allowing the voter to determine the correct output.

4.2 Radiation Hardening by Design Techniques

The works of Li et al. (2021) and Han et al. (2021) present RHBD memory cells.

The paper of Li et al. (2021) introduces a high-reliability radiation-hardened memory cell

(RH-14T) as a means to mitigate MCUs. Simulation Program with Integrated Circuit Em-

phasis (SPICE) simulations and 3D TCAD mixed-mode simulations were conducted to

validate the RH-14T cell’s robustness against SEUs. Comparative analysis with previous

radiation-hardened memory cells revealed that the proposed RH-14T cell exhibits similar

read access time, shorter write access time, and reduced sensitivity to process variations

in both read and write access times. However, it is important to note that improving re-

liability often involves trade-offs concerning area, power consumption, and performance.

The RH-14T cell, in order to achieve high reliability, utilizes additional transistors, result-

ing in a 1.5 times power consumption overhead compared to the 6T-cell and a larger area

penalty.

Another memory cell architecture is proposed in Han et al. (2021). The work

proposes an SEU robust dual access 12T (DA-12T) SRAM with a radiation-hardened

crossbar-based peripheral circuit. The paper states that the proposed cell with 209% area

penalty exhibits superior SEU robustness compared to most existing cells. The utilization

of the crossbar-based peripheral circuit effectively reduces the read failure rate in SRAMs.

Additionally, implementing a new sense amplifier ensures both accurate and rapid reading

operations, even in the presence of read disturbances. Experimental results demonstrate

that the proposed cell exhibits a significantly reduced SEU cross-section compared to a

standard cell with a dummy, with the SEU cross-section being only 60% of that standard

cell. Moreover, when the operating frequency exceeds 40 MHz, the SRAM with crossbar-

based peripheral circuit shows minimal to no read failures.

Still considering RHBD techniques, the works of CH et al. (2021) and Prasad

et al. (2022) must be highlighted. In the work by CH et al. (2021), a novel RHBD

SRAM bit-cell is introduced, leveraging the polarity upset mechanism of SEUs. The
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study demonstrates that the proposed RHBD14T bit-cell is resilient to SEUs and exhibits

a higher critical charge for Single Event Multiple Effect (SEME) than state-of-the-art

RHBD SRAM bit-cells. Monte Carlo simulations confirm that process variations do not

compromise the SEU and SEME capabilities of the RHBD14T bit-cell. Additional sim-

ulations reveal that the proposed RHBD14T exhibits a lower probability of failure than

reported RHBD SRAM bit cells. As a result, the sensitive area of the proposed bit cell is

128% smaller in comparison to recently reported state-of-the-art RHBD bit cells.

A RHBD-13T SRAM cell is proposed in Prasad et al. (2022) to effectively miti-

gate single and double-node upsets, achieving a superior balance across various parame-

ters. The key advantage of this proposed cell lies in its exceptionally high critical charge,

minimal power consumption, and enhanced stability compared to other standard cells.

The proposed cell incorporates a distinctive feedback path among its internal nodes for

enhanced speed. The author asserts that by comparing the single node upset probability

of failure among cells, the proposed cell emerges as a superior choice for sub-nanometer

aerospace applications.

In the previously presented papers that propose a RHBD cell, the important area

and power consumption penalties of the new proposed architectures are verified again.

This type of technique does not allow the detection and correction of upsets. The new

proposed cells support a greater amount of collected charge without causing a bit-flip, in

addition to reducing the charging-sharing effects. However, depending on the environ-

ment in which these circuits will be exposed and the amount of charge that will impact

the circuits, the cells will be impacted, making it not possible to detect and correct the

upsets.

4.3 Error Detection and Correction Techniques

In Vlagkoulis et al. (2022), a new EDAC technique for SRAM-based Field-

Programmable Gate Array (FPGA) is presented. FPGA vendors commonly incorpo-

rate ECC into the configuration memory to support designers in implementing scrubbing

mechanisms. Although these ECC schemes typically ensure the correction of single- and

double-bit errors per configuration frame, they cannot correct upsets with higher multi-

plicity caused by a single event within a single frame. This paper presents a configuration

memory scrubbing approach designed for SRAM-based FPGA devices. The proposed

approach combines embedded ECC logic with an interframe, interleaved parity code to
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create a mixed 2-D coding technique. By incorporating this technique, the on-chip ECC

scheme’s multiple-bit error correction capabilities are enhanced while maintaining low

error correction latency and hardware cost. The scrubbing concept has been validated

under heavy-ion irradiation, where it corrected all the single and multiple upsets observed

during the radiation experiment.

SEC-DED codes are widely used to enhance memory system reliability. How-

ever, standard SEC-DED implementations are no longer sufficient to ensure information

reliability, mainly when dealing with a significant number of bit-flips per coded word,

such as in the case of MCUs. In this context, Silva et al. (2020) introduce the extended

Matrix Region Selection Code (eMRSC), an enhanced version of MRSC. The original

16-bit code is extended to a new 32-bit MRSC version. Additionally, a novel data matrix

region scheme is proposed to minimize the generation of redundant bits. Comparative

experiments against well-known codes demonstrate the superior performance of the pro-

posed codes. Synthesis analysis indicates that these codes not only enhance reliability but

also incur low implementation costs, including minimal area, reduced coding/decoding

delays, and lower power overheads.

Both works use one of the most used techniques to deal with MCUs, as it allows

not only the detection but also the correction of some upsets. Despite providing very pow-

erful features to increase the robustness of the circuit, the challenge in EDAC techniques

is precisely the limit of events that can be detected and corrected. The use of this type

of technique always has to consider the environment in which the circuit will be exposed

because, possibly due to the increase in the number of multiple events, the method cannot

detect a significant amount of the upsets that impacted the memory.

4.4 Radiation Monitors and Software-based Techniques

Another technique for dealing with radiation effects is to monitor the radiation

in the environment where other circuits will be exposed. The paper of Wang et al.

(2021) presents an SRAM-based flexible radiation monitor. The monitor was fabricated

using 65 nm CMOS technology and designed as an Application-Specific Integrated Cir-

cuit (ASIC). It comprises a 768 kbit SRAM bit cell matrix with an individual power

supply and a digital control core featuring a serial peripheral interface. The flexibility of

the radiation sensitivity is achieved by adjusting the core voltage of the SRAM matrix.

Additionally, the study implements SRAM bit cells with different threshold voltages to
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expand the tunable sensitivity range. The radiation monitor underwent testing using heavy

ions with a LET ranging from 1.5 to 48.5 MeV.cm2/mg, high-energy (50-186 MeV) and

low-energy (0.7-5 MeV) protons, as well as 14 MeV and thermal neutrons. An analy-

sis was conducted to observe the changes in SEU sensitivity while adjusting the supply

voltage under various radiation environments. The results demonstrate that the monitor

exhibits potential for applications in space and other relevant facilities.

A technique used more often but still adopted for different functions is Bulk Built-

in Current Sensor (BBICS). BBICS is a cost-effective solution to detect energetic particle

strikes in integrated circuits. By strategically placing an adequate number of BBICSs

throughout the chip, it becomes possible to pinpoint soft error locations. This allows for

activating dynamic fault-tolerant mechanisms in those areas, effectively correcting the

soft errors in the affected logic.

In the work of Andjelkovic et al. (2022), a pulse-stretching BBICS (PS-BBICS)

was presented by combining a conventional BBICS with a custom-designed pulse-

stretching cell. PS-BBICS aims to facilitate on-chip measurement of the SET pulse

width, enabling the detection of the LET from incident particles, thereby providing a

more precise assessment of radiation conditions. The simulation results demonstrate that

the PS-BBICS proposed can detect SET current pulses induced by energetic particles

with LET ranging from 1 to 100 MeV cm2 mg−1. The study reveals a notable increase

in SET pulse width, ranging from 620 to 800 ps across the investigated LET spectrum,

considering up to ten monitored inverters. Continually monitoring supply voltage and

temperature variations is necessary to ensure precise SET pulse width measurement.

Additionally, accounting for the impact of process corners is vital.

Both techniques presented allow knowing the environment in which the circuit in

question will be exposed and using it with greater safety against the radiation effects. The

difference to the method proposed in this thesis is that this type of technique does not

directly increase the robustness of a specific circuit against single or multiple upsets. The

SRAM and the circuits in which the BBICS are used for monitoring can be impacted in

some way that impairs its monitoring.

In addition to the traditional and most used hardware-based techniques, software-

based methods for mitigating soft errors are becoming increasingly crucial to achieving

a high level of protection with minimal overhead. Deep Neural Network (DNN) models

are utilized in safety-critical embedded devices to perform tasks like object identification,

recognition, and trajectory prediction. Optimized variants of these models, especially
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convolutional ones, are gaining popularity in edge-computing devices with limited re-

sources. However, DNN models are susceptible to radiation-induced soft errors, posing a

significant and necessary challenge when addressing these errors in resource-constrained

devices.

Aiming to mitigate the drawbacks of hardware-based approaches, Gava et al.

(2023) investigate the effectiveness of a lightweight software-based mitigation strategy

known as register allocation technique (RAT). The study applies RAT to a Convolutional

Neural Network (CNN) model running on two commercial Arm microprocessors (Cortex-

M4 and M7) while exposed to neutron radiation. Results gathered from two neutron ra-

diation campaigns indicate that RAT reduces the number of critical faults in the CNN

model on both Arm Cortex-M microprocessors. Furthermore, the outcomes suggest that

the RAT-hardened CNN model can achieve a reduction of up to 83% in Silent Data Cor-

ruption (SDC) Failure in Time (FIT) rate, with a runtime overhead of 32%. The author

asserts that future works intend to combine and compare RAT with other mitigation tech-

niques developed at a lower code level, aiming to surpass actual limitations and consider

architectures with more resources available.

The techniques presented throughout this chapter use different methodologies to

increase the robustness of circuits, providing many benefits. However, as expected, many

challenges are also introduced. These challenges vary according to the technique in ques-

tion, but from this overview of all the main techniques used to deal with radiation-induced

upsets, one can see a common challenge. The reduction in the robustness of the proposed

techniques (reduction of the ability to mitigate, detect, or correct) is observed as the num-

ber of events increases.

The method proposed in this thesis also introduces challenges that must be con-

sidered. However, unlike existing techniques, the proposed method does not have this

limitation according to the increase in the MCU rate. The chosen percentage of detec-

tion cells in the SRAM array dictates the memory’s level of radiation hardening. With an

increase in the MCU rate, the method’s detection capability improves, aligning with the

heightened probability of a detection cell being impacted. The results of this thesis are

compared to the state-of-the-art works in Section 7.4.
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4.5 Related Work

All the works presented previously are also related to this thesis. However, two

works directly related to this thesis are highlighted in this section. The work of Mederos

(2017) contributes to this thesis by designing an SRAM using the same technology used

in one of the circuits designed in the thesis. In Deval, Lapuyade and Rivet (2019), the

basis of the initial idea of the method proposed in this thesis was presented.

The work of Mederos (2017) aims to develop analytical expressions to determine

the primary performance parameters of an SRAM cache implemented in 28 nm FD-SOI

technology. The main objective is to explore transistor dimensions cost-effectively, re-

sulting in efficient designs prioritizing energy consumption, speed, and yield. The thesis

introduces a novel approach to sizing the 6T-SRAM bit cell, departing from the conven-

tional thin-cell design. Instead of focusing on the traditional aspects, this approach utilizes

transistor lengths as a design variable to minimize static leakage. The study combines the

single-P-well structure with the reverse-body-biasing Reverse-Body-Biasing (RBB) tech-

nique to better balance PMOS and NMOS transistors. The outcome of this research is

the development of a 128 kB SRAM cache. Post-layout simulations demonstrate that the

circuit operates under an average energy consumption of 0.604 pJ per word access (64

I/O bits) when supplied with 0.45 V and operating at 40 MHz. The main contribution

of this work to the thesis is the presentation of the complete design of an SRAM in the

28 nm FD-SOI technology from ST Microelectronics. Schematics and layouts of each

sub-circuit that makes up the SRAM are presented in detail, facilitating the understanding

and the design of part of the circuit presented in the actual thesis.

The paper of Deval, Lapuyade and Rivet (2019) addresses some design tech-

niques to mitigate the sensitivity of silicon integrated circuits to radiation effects. Both

analog and digital circuits are addressed here. Section C of chapter 3 of the paper has

presented the idea which inspired this thesis. The solution proposed to detect radiation-

induced upsets in a memory circuit consists in inserting at regularly-spaced points of the

memory plan some dual-stable-state sub-circuits designed to be as -or more if needed-

radiation sensitive as the memory cells dedicated to storing data. The paper does not sug-

gest any architecture for the detection cells or how the memory would communicate with

the processor or other devices, warning that it was impacted. These characteristics were

developed throughout this thesis.
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5 DETECTION METHOD

The method presented in Figure 5.1 consists of spatially interleaving a memory

plan with a network of memory radiation detectors (detection cells). Each detector is

associated with a cluster of physically adjacent data cells. The detection cells will prefer-

ably be positioned interleaved with the data cells in order to obtain a larger coverage

of the memory plan with the smallest number of detection cells. At the bottom of this

plan, a logic circuit is implemented to create an alarm signal when a radiation-induced

particle impacts the memory plan changing the detector’s state. The detection cells are

automatically refreshed to their initial state after the impact. The alarm signal is sent to

the processor, which can perform an interruption or a total/partial memory refresh.

The main advantage of the proposed solution is that the technique does not present

an event detection limitation, according to the increase of SEUs and MCUs. If the ratio

of the number of radiation detectors and the number of data cells is sufficiently high,

the probability of detecting an upset increases, also increasing the tolerance to SEUs and

MCUs. For instance, considering 50%, the ratio of detection and data cells, the probability

of detecting MCUs, considering only the SRAM core, can reach close to 100%. Only

SEUs that exclusively impact data cells would not be detected. This idea is not based on a

specific experiment that presents this detection rate but rather on validating the detection

capability of the cells designed for this. When an MCU occurs in a memory plan, two

or more adjacent cells will be impacted. Considering the percentage of detection cells in

the example, there will be detection cells next to each data cell, and then some of these

cells will also be impacted, making the proposed method offer a detection probability

close to that presented. It is essential to highlight that the proposed method is not applied

to the peripheral circuits of an SRAM (sense amplifiers, write drivers, and decoders).

So considering a complete SRAM and not just the core, the detection probability of the

method will be maintained, and the impact of upsets on peripheral circuits will depend on

a radiation hardening design of these circuits.

5.1 Architecture

According to the objectives already mentioned in Section 1.1, it is important to

initially consider the detection cells separately from the data cells to validate the new

method. In this way, in the prototype circuit (presented in the next chapter), the detection
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Figure 5.1: The design-at-the-circuit-level solution: (a) Memory plan spatially inter-
leaved; (b) Alarm signal; (c) Cluster of physically adjacent data cells.
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Source: From the author.

cells were designed and placed in a square plan, simulating a traditional memory plan but

composed of detection cells only. With the initial validation completed, the method is

revalidated in a complete memory plan composed of data and detection cells, presented

in Chapter 7.

A detection logic circuit, responsible for creating the alarm signal (SIGNALN×N ),

is placed at the bottom of this plan. In the prototype version of the circuit, the detection

logic is designed in a tree structure composed of AND2 logic gates and an SR Latch cir-

cuit. The detection logic is improved in the full memory version, using NAND2/NOR2

gates. To better understand the architecture and operation of the detection method, the

electrical schematics presented below will only show detection cells, that is, the schemat-

ics of the prototype version of the circuit. However, it is essential to note that data and

detection plans will be interleaved and physically together in the designed SRAM. The

detection plan schematic, highlighting the detection logic and the detection cell architec-

ture, is presented in Figure 5.2. The SIGNALN×N output represents the alarm signal,

with the N×N representing the array’s dimensions. Also, the PULSEN×N output serves

as a debug to verify if the detection cells are retrieving their previously stored values after

being impacted. In every two columns of the cell plan, the Detection Lines (DLs) are

connected to the AND2 gates positioned on the first level of this circuit. The outputs of

these same gates are used to send this signal back to the cell plan through the Refresh

Lines (RLs) and propagate the signal to the other AND2 gates in the circuit to get a single

alarm signal through the SR Latch output.
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Figure 5.2: The detection plan schematic, highlighting the detection logic and the detec-
tion cell architecture.
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...

... ...

Source: From the author.

It is essential to highlight that the detection and refresh lines impose a challenge

concerning the relation between their length and the activation delay of the alarm signal,

which is detailed in the following chapters. However, the parasitics in the metal tracks

that make up these lines in the circuit design do not directly influence the performance of

the rest of the SRAM, especially considering the data cells. Despite the proposed method

adds detection cells (with detection and refresh lines) to the SRAM array, these cells are

not physically connected with the SRAM data cells, not contributing to the capacitance

increase in the bit lines and thus not impacting the SRAM bit cells performance. A slight

increase in the capacitance of the bit lines will be added just by increasing the length of

the bit lines’ metal tracks due to the increased number of cells (data and detection) in the

same column of the memory array.

The architecture of the detection cell (shown in Figure 5.2) was defined based

on the traditional 6T-SRAM bit cell. The 6T-SRAM bit cell core is maintained with

two PMOS and NMOS transistors forming a cross-coupled pair of inverters. However,

in the proposed detection cell, the NMOS access transistors are replaced by pairs of
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PMOS/NMOS transistors in charge of detecting and refreshing the detection cell after

a state change. The goal is to obtain a detection cell with the area and sensitivity to

radiation effects similar to the traditional memory cell. As the detection cells will be in-

terleaved with the data cells, it is important that these cells have the same area in order to

fit perfectly, physically connecting. Due to the greater number of transistors used in com-

parison with the 6T-SRAM bit cell and also according to the sizing of these transistors, the

area of the cells used in the memory array will be delimited by the area of the detection

cells. Different from the data cell and peripheral circuits that make up an SRAM, and as it

is a new architecture, the sizing of the detection cell is not trivial and cannot be based on

previous work. In addition to the objective of using transistors with reduced dimensions,

the critical point in the detection cell sizing is the transistors P0, N0, P3, and N3. These

transistors must be sized with a sufficiently large width to drive the signal through the DLs

and RLs in the shortest possible time, reducing the alarm signal delay. However, these

same transistors will contribute to an increase in the metal tracks’ capacitance that makes

up the DLs and RLs; thus, there is a trade-off. Chapters 6 and 7 will present, in more

detail, the sizing of the detection cells designed in the two technologies adopted in this

work. The operation of the detection method highlighting the detection cells and logic is

detailed in the next section.

5.2 Operation

The PMOS/NMOS pair of transistors on the left side of the detection cell is re-

sponsible for detecting a change in the value stored in the cell. The transistors positioned

on the right side, on the other hand, are in charge of refreshing the cell to its initial value

after a change of state occurs.

Figure 5.3a and Figure 5.3b present the detection plan operating modes. In regular

operation (no cell impacted), all the detection cells store a ‘0’ logic value. In this case,

considering a single detection cell view (presented in Figure 5.2), there is an ON-state

PMOS (P0) and an OFF-state NMOS (N0) transistor on the detection side, allowing VDD

to pass through the detection line and reach the detection logic circuit (DL0_OUT = ‘1’).

Through the first level AND2 logic gate output (RL0), this same signal arrives at the right

side of the detection cell, where the ON-state NMOS (N3) and OFF-state PMOS (P3)

transistors will keep the value stored by the cell. This signal is also propagated through

the detection logic keeping the alarm signal off.
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Figure 5.3: Detection plan operation modes: (a) Regular operation (no event); (b) Cell
impacted by a radiation event.
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(a) Regular Operation (b) Cell Impacted

Source: From the author.

Whenever one or more cells in the plan are impacted, causing a change in the

stored logic value (0→1), there is an inversion in the states of all the transistors above-

mentioned. Thanks to the ON-state NMOS transistor on the left side of the detection cell

(N0), in this operation mode, VDD is no longer passing through the detection line but

GND. This value also modifies the output of the AND2 gate at the first level (RL0_OUT

= ‘0’), which is propagated throughout the detection logic, modifying the output of the

last level AND2 gate and therefore triggering the alarm signal (SIGNALN×N = ‘1’). That

same signal also arrives on the right side of the detection cell, causing the cell to retrieve

the value previously stored.

5.3 Overheads

Despite the advantages of the new proposed method, some challenges are also

introduced and must be presented. It is not possible to accurately determine the area

and power consumption penalties considering the prototype version of the circuit, as the
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circuit is not yet interleaved in a traditional SRAM plan. However, through the circuit

layout, it is possible to estimate the impact of the detection cells in a memory array.

5.3.1 Area Penalty

The area penalty is related to the number of detection cells that will be interleaved

in the plan. In order to obtain the greatest robustness, 50% of the cells would be used

for detection; that is, considering only the core of an SRAM composed of traditional data

cells (6T), the area penalty would be 100%. However, it is also necessary to consider

the area increase of about 44% (varies depending on the sizing used for the data cell) for

each cell due to the addition of two transistors in the detection cell design. This estimate

uses as a basis for comparison a 6T-SRAM bit cell, sized according to the relationship:

Wpull−down = 2×Waccess and Wpull−up = 1.5×Waccess. This transistor sizing used only as

an example in this comparison, is by the limits presented in Section 2.1.1 to obtain stable

read/write operations (CR = 2, PR = 1.5). In the most robust case, the proposed method

would observe a total area penalty of about 144%.

Considering not only the core but the entire memory, the area dedicated to detec-

tion logic must also be considered. The area penalty of the detection logic is minor, as it

is reduced according to the increase in the memory plan size. For the 8×8 plan, the area

penalty imposed by the detection logic is about 20% of the total area of the plan. How-

ever, considering a commercial-size SRAM, also designed in this work, with 256×256

memory cells, the area penalty becomes almost negligible, being around 1% of the total

memory area. The addition of detection and refresh lines in the design of the detection

and data cells does not influence the area penalty, as these lines occupy the same area

added by the two extra transistors, which already makes the total area of the detection cell

slightly larger than the area of the data cell.

5.3.2 Power Consumption Penalty

The power consumption of an SRAM can be separated into static and dynamic

components. The static power consumption is determined by the sub-threshold leakage

currents of the cells. The dynamic power consumption is determined by the capacitance

switching on the read and write operations. The proposed method adds unique cells for
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detection but does not modify the data cells used in SRAM. Therefore, considering only

the data cells, the new method adds no power consumption penalty.

Because it is based on the conventional 6T-SRAM bit cell, the detection cell, in-

dividually, presents a total power consumption similar to the data cell. However, data

cells are read and written constantly according to the SRAM operation frequency, con-

suming dynamic power and increasing the total power consumption. The detection cells

will consume dynamic power only when a particle impacts these cells, causing bit-flips

and increasing the total power consumption until the alarm signal is sent.

With the possibility of adding different percentages of detection cells in the mem-

ory plan and also the uncertainty of how many cells will be impacted in a given period, it

is very challenging to quantify the power penalty of the proposed method. It is possible to

estimate that the static power will increase linearly according to the percentage of detec-

tion cells added. This increase will be practically negligible in mature technologies, as the

contribution of static power to total power consumption is very small in these technolo-

gies (BHAT et al., 2005; TELIKEPALLI, 2005). In advanced technology nodes, below

90 nm, the supply voltages are smaller, and the static power is more significant due to the

leakage currents (BHAT et al., 2005; TELIKEPALLI, 2005). Thus, not only the detection

cells but also the data cells would have a slightly higher contribution to the total power

consumption compared to mature technologies. For instance, to achieve high reliability,

the RH-14T cell (LI et al., 2021) utilizes additional transistors, resulting in a 1.5 × power

consumption overhead compared to the 6T-SRAM bit cell.
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6 PROOF-OF-CONCEPT

After presenting the architecture and operation of the proposed new method, it is

essential to implement and test the initial idea to validate it. As a proof-of-concept, a

prototype version of the circuit composed only of detection cells was designed, man-

ufactured, and tested using two methods: electrically-induced SEU/MCU testing and

SEEs laser testing. The main contributions presented in this chapter are published in

(BRENDLER et al., 2022; BRENDLER et al., 2023b).

6.1 Circuit Design

The circuit was designed and manufactured in the 350 nm CMOS Process Tech-

nology from Austria Micro Systems (AMS). This technology was chosen for cost reasons

to manufacture a prototype version before being scaled down. Two square detection plans

with different sizes were designed to validate the method proposed and observe the cir-

cuit’s behavior in the relationship between the design and the different radiation-induced

effects. Their layouts are presented in Figure 6.1.

Figure 6.1: Detection plan layouts: (a) Detection Cell, (b) 4×4 Detection Plan, and (c)
8×8 Detection Plan.
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Source: From the author.
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As already presented in Chapter 5, the detection cell sizing is not a trivial task.

This prototype version’s main objective was to use transistors with W ≈Wmin = 0.7 µm

considering the technology adopted. Therefore, only two different W values were used to

size the eight transistors of the detection cell. The transistors responsible for switching in

the DLs (P0, N0) were sized with a larger W to reduce the alarm signal delay. Considering

the electrical schematic presented in Figure 5.2, the sizing of the detection cell considered

L = Lmin = 0.35 µm for all transistors, with WP0,P1,P2 = WN0,N2 = 2 µm and WP3 =

WN1,N3 = 1 µm.

The smallest plan (4×4), shown in Figure 6.1b with an area of 3,519 µm2, com-

prises 16 detection cells; its logic circuit in charge of sending the alarm signal has three

AND2 logic gates. The biggest plan (8×8), shown in Figure 6.1c, and designed in a

10,153 µm2 area, is composed of 64 detection cells, in addition to seven AND2 gates for

sending the alarm signal. The output of the last level AND2 gate in the detection circuit

of each plan is connected to an SR Latch circuit that checks if the received impact was

enough to cause a bit-flip in the cell, sending or not the alarm signal. Therefore, each de-

tection plan has two outputs: the SR Latch output (alarm signal) and the last level AND2

gate output (impact received by the cell and retrieval of the stored value).

In addition to the detection plans described above, on-chip test circuits were de-

signed to simulate the impact of one or more particles on these plans. Figure 6.2 presents

the layout of the test module composed of two sub-blocks for current pulse generation

in Q and QB nodes (previously presented in the detection cell schematic of Figure 5.2).

The sub-block presented in Figure 6.2a is responsible for the pulse generation in all the

selectable Q nodes, and the sub-block shown in Figure 6.2b is responsible for the pulse

generation in all the selectable QB nodes. In Figure 6.2a, the circuits that compose each

sub-block are highlighted: pulse generators (composed of edge detector circuits), 3×8

detector (for cell selection), and PMOS/NMOS structures for current insertion. The ar-

chitecture and operation of these circuits are better described in the section 6.1.1.

The core of the chip, composed of the detection plans and the test circuits, has a

total area of 0.073 mm2. The complete test chip layout, considering the insertion of 23

PADs allowing for the input and output of data and power, has a total area of 1.21 mm2

and is shown in Figure 6.3. The test chip is composed of 18 different pins distributed

in the 23 PADs; the complete pin description is presented in Table 6.1. The pins can be

divided as:
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Figure 6.2: Layout of the on-chip fault injection test circuits composed of pulse genera-
tors, 3×8 decoders, and PMOS/NMOS current insertion structures.

Pulse 
Generator

3X8
Decoder

Current 
Insertion

162.5 µm
1
2

3
.5

 µ
m

(a) (b)

Source: From the author.

• 9× Input pins;

• 4× Outputs pins;

• 2× Power Supply pins;

• 1× Ground pin;

• 2× Photodiode pins (laser beam calibration).

The test chip was manufactured in a TQFP32 open cavity (removable lid) pack-

aging, enabling radiation experiments, such as pulsed laser testing. Before proceeding

with the laser tests, the initial objective is to verify the circuit operation, and observe

possible different behaviors about the location of the electrically-induced SEUs/MCUs

inserted precisely in the internal nodes of the cells, through the previously presented test

structures that are detailed in the next section.
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Figure 6.3: The full test chip layout highlighting the core area with the designed circuit
and the total area of the chip considering the pads.
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6.1.1 On-Chip Test Circuits

The test structure comprises decoder and edge detector circuits to select the cell

and generate the pulse, respectively. Two 3×8 decoders are used to select the cells (and

their respective internal nodes) that will be impacted. In total, 28 different assessment

scenarios are available for the silicon fault injection. Four rising edge detector circuits

were designed to generate the current pulse that will be inserted into the Q/QB nodes of

the cells: two of them to carry out the insertion of positive faults (SET 010) and two for

the insertion of negative faults (SET 101) in both plans. The outputs of the decoders and

edge detection circuits are connected to series PMOS/NMOS transistor structures in order

to convert the voltage pulses into current pulses. The PMOS/NMOS transistor structures

are sized to insert a current pulse of the same amplitude into all selected cells. The outputs

of these structures (the drains of the PMOS and NMOS transistors) are directly connected

to the internal nodes of the selectable detection cells through metal tracks also designed

to keep the same current pulse amplitude for all selectable cells. In Figure 6.4, this rela-

tionship between cell selection and insertion of the current pulse can be better observed.
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Table 6.1: Pins description of the test chip.

PIN Direction Value Description
S0_Q Input 0V/3.3V Bit 0 of the 3×8 Decoder ‘Q’
S1_Q Input 0V/3.3V Bit 1 of the 3×8 Decoder ‘Q’
S2_Q Input 0V/3.3V Bit 2 of the 3×8 Decoder ‘Q’

S0_QB Input 0V/3.3V Bit 0 of the 3×8 Decoder ‘QB’
S1_QB Input 0V/3.3V Bit 1 of the 3×8 Decoder ‘QB’
S2_QB Input 0V/3.3V Bit 2 of the 3×8 Decoder ‘QB’

RESET Input
3.3V

(rising edge)
Signal to reset and start the Latches.

PULSE_GEN Input
0V→ 3.3V

(square pulse)
Signal (#1) of the pulse generator circuits: voltage pulse.

V_CONTROL Input 600mV – 3.3V
Signal (#2) of the pulse generator circuits to control
the width of the generated pulse: constant voltage.

VDD I/O 3.3V
Power Supply of the main circuits
(4×4 and 8×8 detection plans).

VDD0 I/O 3.3V
Power Supply of the test circuits

(Decoders, pulse generators and buffers).
GND I/O 0V Ground shared by the entire circuit.

SIGNAL4×4 Output N/A Alarm signal of the 8×8 detection plan.
PULSE4×4 Output N/A Output (pulse) of the 8×8 detection plan (before the latch).

SIGNAL8×8 Output N/A Alarm signal of the of the 4×4 detection plan.
PULSE8×8 Output N/A Output (pulse) of the 4×4 detection plan (before the latch).
ANODE N/A N/A Anode of the photodiode (to calibrate the laser beam).

CATHODE N/A N/A Cathode of the photodiode (to calibrate the laser beam).

Source: From the author.

Figure 6.4: Schematic of the on-chip fault injection test circuits composed of two 3x8
decoders and the PMOS/NMOS test structures.
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6.1.2 Test Board Features

A Printed Circuit Board (PCB) was designed, manufactured, and associated with

the test chip, allowing the insertion of transient faults in different positions of the designed

detection plans. Figure 6.5a and Figure 6.5b present the designed PCB with the test chip

and die photo highlighting the test circuits and detection plans, respectively. The PCB

was designed aiming to provide multiple signal and power input options in order to carry

out tests more accurately:

Figure 6.5: (a) Test Chip (highlighted in grey) with associated PCB, and (b) Die Photo
with zoom in the test circuits and the detection plans.
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Source: From the author.

1. Power - VDD (3 options): To power supply the test chip.

• Directly from the power source;

• Battery;

• Regulated power supply (2.4V - 3.6V).

2. Signal - IN_Pulse_Gen and RESET_Latch (3 options): Input of the edge detector

circuits (Pulse Generator) and the reset signal of the SR Latch.

• Directly from the signal generator source (SMA);

• Button/DIP Switch;

• External board (digital).



92

3. Signal - Pulse Width Controller (2 options): Input of the edge detector circuits

(Pulse Generator). Possibility to vary the pulse width.

• Regulated voltage + Potentiometer;

• Directly from the power source.

4. Signal - Decoders Input: Input of the two 3×8 decoders.

• 6-Position DIP SWITCH: 3 positions (bits) for each decoder.

5. Signal – SIGNAL4×4 and SIGNAL8×8 outputs: Alarm signal outputs of the two de-

tection plans.

• 2× Header Pins (one for each output): direct connection with the oscilloscope

probe.

6. Signal – PULSE4×4 and PULSE8×8 outputs: Pulse debug outputs of the two detec-

tion plans.

• 2× Header Pins (one for each output): direct connection with the oscilloscope

probe.

6.2 Electrically-Induced SEU/MCU Test Methodology

Besides evaluating the circuit through a traditional SEEs laser testing, this work

also offers a different possibility of testing in silicon. Through the on-chip test structure

previously presented and using a model typically used only for electrical simulations, it is

possible to generate electrically-induced SEUs/MCUs in different positions of the detec-

tion plans. The test circuits allow the selection of a detection cell and a specific internal

node (Q or QB nodes presented in the detection cell schematic of Figure 5.2) within the

detection plan to insert a transient fault through a current pulse. Unlike electrical simula-

tions, this test method allows the injection of faults in the silicon, providing more accurate

results allowing to verify the correct operation of the circuit.

Regarding the 4×4 plan, 8 of the 16 cells can be selected for silicon fault injection,

4 with the pulse insertion in the Q node, and 4 in the QB node. The outputs for this plan

are represented by SIGNAL4×4 and PULSE4×4. In this plan, it is possible to impact 1

or 2 cells simultaneously, simulating the Double-Bit Upset (DBU) effects. The cells that

can be impacted were chosen in order to provide different possibilities and DBU formats:
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horizontal, diagonal, and vertical. Figure 6.6 presents the cells that can be impacted in the

4×4 plan, considering an example of three different possibilities for inserting the faults.

Figure 6.6: Selected cells for electrically-induced SEU/MCU fault injection in the 4×4
plan, considering different scenarios.
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In the 8X8 plan, 10 of the 64 cells can be selected for silicon fault injection, 5

with pulse insertion in the Q node, and 5 in the QB node. The outputs for this plan are

represented by SIGNAL8×8 and PULSE8×8. In this plan, it is possible to impact 1, 2, 3, or

4 cells simultaneously, simulating the DBU, Triple-Bit Upset (TBU), and Quadruple-Bit

Upset (QBU) effects. Figure 6.7 shows the detection cells that can be impacted in the

8×8 plan, considering an example of three different scenarios.

6.3 Laser Test Methodology

In addition to the initial validation of the circuit through electrical measurements,

SEEs laser testing was chosen in order to provide a more realistic radiation experiment

with more accurate results (MELINGER et al., 1994). Pulsed laser experiment was

performed at the ATLAS laser facility of the IMS Laboratory, University of Bordeaux.

Figure 6.8a presents a schematic of the experimental setup. The front-side SEEs laser

testing method was used, and the tests were performed at room temperature. The laser

wavelength was 1064 nm (single-photon absorption) with a pulse duration of 30 ps.

The focused laser full width was defined at half maximum, Full Width at Half Maxi-

mum (FWHM), providing a spot radius of about 4 µm at the target plan. The test chip was
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Figure 6.7: Selected cells for electrically-induced SEU/MCU fault injection in the 8×8
plan, considering different scenarios.
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mounted on a three-dimensional motorized stage, and a scan was performed in the 8×8

plan of the test chip. A photo of the laser test setup is presented in Figure 6.8b.

It is important to highlight that the laser wavelength chosen to perform the ex-

periments presented in this work has already been used to induce SEUs in commercial

SRAMs (DARRACQ et al., 2002; FARAUD et al., 2011). Also, front-side laser testing

was used due to the PCB incompatibility for back-side laser testing. The experiments

were carried out in the single-shot test mode, in which only one laser pulse was used to

induce an event.
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Figure 6.8: Laser test setup: (a) Schematic of the test setup considering the equipment
used, and (b) Photo of the test setup highlighting the frontside approach.
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The main objective was to verify if the circuit could detect the impact of a laser

beam, maintaining its correct operation. As previously mentioned, the manufactured cir-

cuit is not composed of traditional SRAM bit cells or their peripheral circuits. The focus

of the performed laser tests is the detection cells. Unlike the initial tests, in which it was

not possible to vary the intensity of the inserted current pulse, for the laser tests, it is

possible to vary the laser pulse energy. This makes it possible to analyze, more precisely,

a possible difference in sensitivity between the detection cells according to their position

in the plan. The pulse width and amplitude observed at the output of the circuit will

not be evaluated in this case, but the threshold energy of the laser pulse that causes an

alarm signal considering each row of the plan. The variation of the energy supplied by the

laser in the test circuit was possible through the use of an attenuator, represented in the

schematic of Figure 6.8a. The tests were performed with different energy values ranging

from 0.32 nJ to 2.1 nJ.

A laser spot large enough to cover the area of a single cell was used to carry out

the experiments. Ideally, more minor laser spots are used to impact only the sensitive

area of the cells and reduce the reflection on metal tracks. However, at this first moment,

the goal of the work is not to determine the most sensitive areas of the detection cell but

the detection plan as a whole. These cells will be interleaved on a traditional SRAM

plan in more advanced technology. That is, with a higher probability of only one particle

impacting more than one cell simultaneously. Therefore, using a laser spot with a size

close to the cell area will allow a more realistic analysis of the circuit behavior.

It is important to point out that it was not possible to simulate the MCU effects

using this test methodology. To impact more than one cell of the detection plan simul-

taneously would require using a laser spot of at least two times the size of the one used

in this work. This increase in the laser spot would significantly reduce the energy that is

deposited on the chip, and no event could be observed.

6.3.1 Single Cell

Besides verifying the expected behavior after the laser beam impact, the first laser

test aimed to determine the circuit’s pulsed laser threshold energy. A cell in row 8 of the

8×8 detection plan was selected for the evaluation. In the top-down direction, this is the

last row of the detection plan and, therefore, the closest to the detection logic, reducing

the capacitance that must be driven in detection and refresh lines. A single-shot laser
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beam was inserted in the center of the chosen cell, varying the laser energy from 0.32 nJ

until a change of state was observed in the circuit.

6.3.2 Scan Test

In the 2nd laser test, several scans of the 8x8 plan were performed for different

laser energy values ranging between 0.32 nJ and 2.1 nJ. For each scan, the cells were

scanned using a 4 µm laser spot in 10 µm steps, inserting a single-shot laser beam at the

center of each of the 64 cells in the plan. Due to the size of the spot, no differences in

behavior were observed using smaller steps, inserting more than one laser beam into the

same cell. The main objective of this test was to verify the possible sensitivity difference

of the cells according to the position in the detection plan. More specifically, if the cells

show a reduction in sensitivity according to the distance from the detection logic.

6.4 Electrically-Induced SEU/MCU Measurements

By design, all selectable detection cells are impacted after injecting one or more

simultaneous faults, representing both SEUs and MCUs. For both detection plans evalu-

ated, it is possible to observe a negative voltage pulse at the circuit outputs (PULSE4×4

and PULSE8×8), representing the bit-flip in the cell and the immediate recovery of its

previously stored value. The capture of this pulse and the generation of the alarm signal

at the SR Latch output (SIGNAL4×4 and SIGNAL8×8) are also observed, validating the

correct operation of the circuit. Considering the pulse amplitude and width metrics, it is

possible to compare the different scenarios to obtain the circuit behavior concerning the

impact location, detection plan size, and event type.

6.4.1 4X4 Detection Plan

Figure 6.9 presents the two outputs of the 4×4 plan after a fault injection (SEU)

in the Q node of the cell positioned in the 1st row/column of the plan. Through the

PULSE4×4 output, it is possible to observe the impact suffered by the cell, reducing the

detection line voltage to less than VDD/2 (0.698 V) and the recovery of the stored value

by the return of VDD in the detection line. At the same time that the PULSE4×4 voltage
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Figure 6.9: Experimental circuit behavior after an electrically-induced SEU impact on the
4×4 detection plan.
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drops below VDD/2, the alarm signal is sent, represented by the SIGNAL4×4 transition

(‘0’ to ‘1’) with a rise time of 3.66 ns. The alarm signal remains active until a reset signal

is sent.

The behavior observed in the graph is repeated in all fault injections performed

in this work. However, sensitivity differences concerning the cells’ position in the plan

are mainly observed through the pulse amplitude and width, presented in Table 6.2 con-

sidering the 4×4 plan measurements. The cells positions in the plan are presented in the

format Qij/QBij , where i = row_index and j = column_index.

The most significant sensitivity difference is noticed in comparing the cells placed

Table 6.2: 4×4 Plan Measurements - Complete SEU Analysis.

Scenario PULSE4X4 SIGNAL4X4

Amplitude
(V)

Width
(ns)

Lowest Level
(V)

Rise Time
(ns)

1 - Q11 2.602 12.365 0.698 3.664
2 - Q21 2.670 12.773 0.630 3.763
3 - Q33 2.690 13.282 0.610 3.663
4 - Q43 2.719 13.381 0.581 3.721

5 - QB12 2.631 12.703 0.669 3.652
6 - QB22 2.680 13.269 0.620 3.758
7 - QB34 2.719 13.702 0.581 3.745
8 - QB44 2.729 14.044 0.571 3.720

Source: From the author.



99

at the top and the bottom of the detection plan. Considering faults inserted in the Q

node, the pulse amplitude, and width observed at the output increased 4.5% and 8.22%,

respectively, for the cells positioned closer to the detection logic. The pulse width is

10.56% longer for cells positioned at the bottom of the plan, considering the impact on

the QB node. The same behavior concerning the positioning of the cells is maintained

in the MCUs analysis. However, an increase in sensitivity is observed considering the

impact of horizontal and vertical DBUs, compared to an SEU inserted in the same row

of the plan, i.e., without the influence of cell positioning. The insertion of a DBU in

the lowest row of the plan represents the most sensitive scenario among all the analyses

carried out. In this scenario, we have a pulse with 2.81 V amplitude and 14.84 ns width,

5.56% wider than the most sensitive scenario pulse considering only SEUs.

6.4.2 8X8 Detection Plan

All the behaviors observed in the analysis of the 4×4 plan are also present in the

8×8 plan. In this plan, the most important is to verify the impact of the increase in the

number of cells per column on the circuit susceptibility. Considering the SEU impact, an

average reduction of approximately 14% in the pulse amplitude and an average increase

of 17% in the SIGNAL8×8 rise time was verified. This behavior shows the impact of

increasing the detection line capacitance as the number of cells per column increases.

Besides reducing the cells’ sensitivity, due to the decrease in the PULSE8×8 output pulses

amplitude, the alarm signal delay also increases according to the increase in SIGNAL8×8

rise time.

Considering the five different MCU scenarios (the three presented in Figure 6.7

plus two vertical DBUs inside the highlighted QBU, which are defined as DBU#1 and

DBU#2), it was found that an increase in the number of cells impacted simultaneously

in the same column provides an increase in the circuit susceptibility. In Figure 6.10, the

two vertical DBUs in 5th and 6th rows (DBU#1) and in 7th and 8th rows (DBU#2) were

evaluated considering the same column. The DBU#2, closest to the detection circuit,

generated a pulse with 2.52 V amplitude, 3.61% greater than the DBU#1. When the

same four cells were impacted simultaneously, representing a QBU, the pulse amplitude

was increased by 3.84% in comparison to the DBU#2. This increase in sensitivity with

the increase in simultaneously impacted cells proves the MCU robustness of the method

proposed. However, it is also important to note that even considering this QBU in the
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Figure 6.10: Measurements of the MCU effects in the 8×8 plan and the comparison with
the DBU impact on the 4×4 plan.
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8×8 plan, a simple DBU in the 4×4 plan (the vertical DBU highlighted in Figure 6.6) has

greater sensitivity, reinforcing the impact of increasing capacitance on the detection lines.

6.5 Laser Results

After validating the circuit through electrically-induced SEU/MCU experiments,

the circuit was also validated through SEEs laser testing. The results obtained, divided

into the two stages of experiments detailed in Section 6.3, are presented below.

6.5.1 Single Cell

For the initial laser energy of 0.32 nJ, defined for carrying out the tests, no events

were observed, and the circuit remained in its initial state. The laser energy was gradually

increased, and a new shot was performed in the selected cell for each new value. Only

from the laser energy of 0.61 nJ can an event be observed at the output of the circuit

after the laser beam impact, proving the correct operation of the circuit, now considering

a more realistic radiation experiment. Therefore, the laser threshold energy value for the

8×8 detection plan was measured as 0.61 nJ. Figure 6.11 shows a general view of the
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different states of the circuit before, during, and after a laser shot in the circuit, activating

the alarm signal.

Figure 6.11: General view of the different states of the circuit before, during, and after a
laser shot.
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Figure 6.12 presents in detail the circuit behavior after the impact of a laser beam

with enough energy to cause a change of state in the selected cell. In the first 12 ms,

the circuit is in its initial state, with the alarm signal (SIGNAL8×8) deactivated and the

detection lines supplied by VDD (PULSE8×8). Immediately after the laser impact, the
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Figure 6.12: Experimental circuit behavior after a laser beam impact on the 8th row of
the 8×8 detection plan.
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voltage drop at the circuit output can be observed, signaling the change of state of the

impacted cell. The alarm signal is not activated immediately, and the circuit is in the

transition state for about 35 ms. After this transition, the circuit reaches its final state. The

alarm signal is activated, and the detection lines start to conduct VDD again, indicating

the refresh of the detection cells.

Firstly, it is important to highlight the difference in the transition time (change in

order from ns to ms) of the signals compared to the electrical measurements performed

previously. It is also possible to notice that the alarm signal activation does not happen

immediately after PULSE8×8 output falls, but only with the cell refresh. Several factors

can lead to these differences in comparing the two types of tests presented in this work.

The relation between the laser pulse energy and exposure time and the intensity of the

electrically inserted current pulse is a possible factor. Another important possible factor

responsible for these observed differences is the area impacted according to the laser spot

size compared to the current pulse inserted only in the internal nodes of the detection cell.

With the use of a laser spot that covers almost the entire area of the detection

cell, it is not possible to accurately determine the regions where the laser energy has been

deposited. Nor can it be determined whether more than one cell was impacted simul-

taneously, for example, due to charge-sharing mechanisms. These factors can originate

signals with different delays entering the detection logic, which due to its architecture,
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can cause problems of undefined state in the SR Latch (race condition) output, explaining

the difference in the transition time between the two types of tests performed.

6.5.2 Scan

As previously presented in the single cell analysis, the laser threshold energy of

the circuit is 0.61 nJ. As expected, the scan made it possible to confirm that all cells of

the same row, after being individually impacted, have the same sensitivity. Considering

laser energy of 0.61 nJ, not only is the analyzed cell impacted, but all neighboring cells

belonging to the same row (row 8) are also impacted from the same amount of energy,

considering SEUs.

In the scan performed in the 8×8 plan, shown in Figure 6.13, it was observed

that for laser energy from 0.61 nJ to 0.75 nJ, the two rows at the bottom of the detection

plan are impacted. For values greater than 0.75 nJ and smaller than 0.92 nJ, row 6 is also

impacted. Increasing the laser energy up to 1.12 nJ, rows 4 and 5 are also impacted. Rows

2 and 3 are also impacted for values between 1.12 nJ and 1.34 nJ, and finally, the entire

8×8 detection plan is impacted for laser energy values greater than or equal to 1.34 nJ.

This behavior agrees with the results obtained previously, showing the reduction of cell

sensitivity according to the position of the detection plan. The greater the distance of

a row to the detection logic, the lower the sensitivity of the cells, reaching about 120%

difference for the ends of the evaluated detection plan.

The behavior observed through the scan performed in the 8×8 detection plan can

be better detailed through the cross-section by laser pulse energy graph. The laser cross-

section is defined in

σlaser =

(
cm2

dev

)
=
NSEU

Npulse

× Sdev(cm
2), (6.1)

where NSEU is the total number of SEUs recorded at a given laser energy, Npulse is the

total number of laser pulses inserted on the DUT, and Sdev is the area of the DUT (DAR-

RACQ et al., 2002). As the experiments were performed in the 8×8 detection plan, Sdev

= S8X8.

Figure 6.14 presents the laser cross-section for the 8×8 detection plan. The blue

squares present the experimental laser beam data, and a Weibull distribution was used to

fit the results generating the cross-section curve. From the laser threshold energy (Eth),
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Figure 6.13: Scan performed in the 8×8 plan for different laser energy values.
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the graph presents a rapid rise until reaching the saturation point (σSAT ), at which the

total area of the 8×8 detection plan is impacted. This behavior is already expected in the

cross-section reliability analysis, representing the progressive increase of the impacted

circuit area according to slight energy variations.

6.6 Applicability of the Method Proposed in Advanced Technology Nodes

It is essential to highlight that due to the factors already presented above, the

mature 350 nm technology was used to demonstrate and validate the proposed method in

silicon. The idea presented in this work is not only functional in mature technological

nodes but also of total relevance, especially for Very large-system Integration (VLSI)

nodes, since the method does not have an event detection limitation, as in other techniques

available in the literature. That is, the new challenges arising from the increase in the

MCU in modern nodes are totally beneficial to the method proposed because with the

increase in the number of events in a memory plan, the probability of detecting an event

considering the method presented in this work increases. Also, with the increase in the

MCU, it is possible to reduce the percentage of detection cells, thus reducing the area
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Figure 6.14: Experimental and Weibull fitted cross-section of the 8×8 plan.

0

2

4

6

8

0 0.5 1 1.5 2 2.5

C
ro

s
s

 S
e

c
ti

o
n

 (
c

m
²)

Laser Pulse Energy (nJ)

Laser Beam Data

Weibull Fit

Weibull parameters:

σSAT = 6.762 X 10-5 cm²
Eth = 0.61 nJ

X10-5

Source: From the author.

penalty but still maintaining a high detection rate.

A critical point of the presented method is related to the size of the memory plan,

regardless of the technology used. Considering adopting the method proposed in this

work in a commercial-size SRAM, as we will see in the next chapter, one can think

that the presented behavior could lead to significant sensitivity reductions in the whole

plan, decreasing the radiation robustness of the method. However, this challenge can

be mitigated by inserting some buffers connected to detection lines at the bottom of this

plan to drive its capacitive charge. Only a variation in the alarm signal delay would be

observed, keeping all cells in the plan with the same sensitivity.
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7 INTERLEAVED DATA/DETECTION SRAM

The new method proposed in this thesis was validated on silicon considering a

detectors-only plan as presented in Chapter 6. The detection method was now applied

in a new memory circuit with characteristics closer to current commercial memories.

Besides confirming the correct operation of the method in an interleaved SRAM designed

with data and detection cell, the primary goal is to verify the method behavior in a more

advanced technology and the detection delay considering a commercial-sized memory

plan. The main contributions presented in this chapter are published in (BRENDLER et

al., 2023a).

7.1 The Design

A 256×256 interleaved data/detection SRAM was designed in the 28 nm FD-SOI

Technology from ST Microelectronics. Among the different models available on this

Process Design Kit (PDK), this work considers the Regular Threshold Voltage (RVT)

with a nominal supply voltage of 1V. Of the 65,536 cells available in the SRAM core,

it was defined that 50% of the cells would be used only for detection. This causes the

memory to have its storage capacity reduced from 64 kb to 32 kb. In the current circuit,

the data cells of a conventional SRAM are also considered in addition to the detection

cells, so the design of all peripheral circuits that make up an SRAM must also be carried

out. Before presenting the design of the complete SRAM, the layouts of each circuit that

composes the memory are briefly presented. The transistor sizing of the data cells, the

detection cells, and the main peripheral circuits of the SRAM are presented in the Sec-

tions 7.1.1, 7.1.2, and 7.1.3, respectively. Regarding the design of the decoders and the

detection logic, logic gates were used, sized through logical effort, using as a basis an in-

verter with dimensions WPMOS = 220 nm and WNMOS = 80 nm. This sizing was chosen

according to the ratio WPMOS/WNMOS = 2.75 (to obtain balanced rise and fall propaga-

tion times), obtained through the characterization of PMOS/NMOS RVT transistors in the

28 nm FD-SOI technology.
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7.1.1 Data Cell

Figure 7.1a presents the electric schematic of the 6T-SRAM bit cell with the tran-

sistor sizing adopted. The main characteristics of this cell were already presented in Sec-

tion 2.1.1. The transistor sizing was chosen to obtain stable read/write operations through

balanced Static Noise Margin (SNM). The CR = 1.2 (W/LM1,M2/W/LM5,M6) and PR =

0.8 (W/LM3,M4/W/LM5,M6) are in accordance with the definitions present in the literature

and previously presented in Section 2.1.1 (RABAEY; CHANDRAKASAN; NIKOLIC,

2002; SINGH; MOHANTY; PRADHAN, 2012). The 6T-SRAM layout, shown in Fig-

ure 7.1b, was designed using the rectangular-diffusion topology (ALORDA et al., 2014).

This topology is commonly used for high-density SRAMs, reducing the bit cells area and

process variability, besides improving the SNM (MEDEROS, 2017).

Figure 7.1: 6T-SRAM Bit Cell: (a) Electric Schematic and (b) Layout.
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7.1.2 Detection Cell

As previously described in Section 5.1, in the proposed detection cell, the NMOS

access transistors of the 6T-SRAM bit cell are replaced by pairs of PMOS/NMOS tran-

sistors in charge of detecting and refreshing the detection cell after a state change. Fig-

ure 7.2a and Figure 7.2b present the electric schematic and the layout of the detection

cell, respectively. After validating the method and, consequently, the detection cells used

in the previous analysis, the sizing of the detection cell in the SRAM design maintained

the same standards but adapted to the characteristics of the FD-SOI technology adopted in

this analysis. Three different values of W are used for the eight transistors of the detection
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Figure 7.2: Detection Cell: (a) Electric Schematic and (b) Layout.
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cell. Electrical simulations confirmed the trade-off observed in the previous analysis re-

garding transistors P0/N0. As the width of these transistors increases, the current capacity

increases, and the alarm signal delay decreases. However, these transistors contribute to

increasing the capacitance in the DLs, increasing the alarm signal delay. Therefore, an

optimal W/L = 240 nm was defined for the pair of transistors P0/N0. It is important to

remember that to interleave the data and detection cells in the memory array, both cells

have the same area, which is delimited by the sizing used in the detection cell transistors.

7.1.3 Main SRAM Peripherals

The architectures of the SRAM peripherals circuits were already detailed in Sec-

tion 2.1. Figure 7.3, Figure 7.4, and Figure 7.5 present the electric schematic and layout of

the main SRAM peripherals: Pre-Charge, Sense Amplifier, and Write Driver, respectively.

As the data part of the SRAM designed and presented in this work has no constraints as

in a high-performance or low-power design, the architecture used to design these three

peripheral circuits was defined according to the circuits most used in the SRAM design

presented in the literature (RABAEY; CHANDRAKASAN; NIKOLIC, 2002; SINGH;

MOHANTY; PRADHAN, 2012). The peripheral circuits’ layouts are designed to reduce

the SRAM’s total area and facilitate the connection with the other blocks. The sizing of

the three main peripherals was based on the sizing already used for the same architectures

in the 28 nm FD-SOI technology from ST Microelectronics (MEDEROS, 2017). The

Pre-Charge circuit layout width is the same as the data and the detection cells in order

to fit perfectly on the top of each column of the memory plan. The Sense Amplifier and

Write Driver circuits are designed to optimize the area use.
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Figure 7.3: Pre-Charge circuit: (a) Electric Schematic and (b) Layout.
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Figure 7.4: 7T Latch-Type Sense Amplifier: (a) Electric Schematic and (b) Layout.
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Figure 7.5: Write Driver: (a) Electric Schematic and (b) Layout.
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7.1.4 8X256 Row Decoder

In this work, the static AND/NAND-type structure was chosen mainly due to its

lower power consumption and architecture, which can fit more easily with the memory

core layout (RABAEY; CHANDRAKASAN; NIKOLIC, 2002; SINGH; MOHANTY;

PRADHAN, 2012). The decoder was designed using the pre-decoding technique, which

decodes smaller groups of address bits first and uses a single gate for each of the shared

terms of the decoder’s logic function. The 8×256 decoder is composed of two sub-blocks

of 4×16 decoders, which are composed of two sub-blocks of 2×4 decoders each. Only

2-inputs AND gates and inverters are used in the decoder design. Due to the size of the

layout, Figure 7.6 shows only a part of the 8×256 decoder layout, in which it is already

possible to observe the use of sub-blocks in the design.
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Figure 7.6: A part of the 8×256 Row Decoder layout.
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7.1.5 5X32 Column Decoder

In the designed 32 kbit SRAM, there are 256 cells per row (50% data, 50% de-

tection), which were divided into 32 interleaved 8-bit words, as shown in Figure 7.7a.

As already presented in Section 2.1.4, the bit interleaving technique is used to increase

the robustness of the memory, reducing the probability that a single particle impacts bits

belonging to the same memory word and, thus, facilitating the detection and correction

of the errors. This technique was also used in the design of the SRAM presented in this

work, aiming at a future extension of the proposed method, both about the detection logic

(being able to provide the region of the array in which the fault occurred), and the use of
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Figure 7.7: (a) Memory organization: 32 interleaved 8-bit words and (b) Selection of the
8-bit Word 0 through the 5×32 Column Decoder.
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the method along with other existing techniques, such as ECC (which require bit inter-

leaving to improve their error detection/correction capacity). It is important to remember

that 50% of the cells in the memory plan are exclusive for detection; that is, it is not pos-

sible to store data in these cells. Therefore, the cells were organized so that in even rows,

it is only possible to store data in cells localized in even columns, and in odd rows, only

cells positioned in odd columns.

To select 1 of the 32 words when a word line is selected, a 5×32 column decoder

is designed. One word will be selected through the five selection bits; more specifically,

eight memory cells, each one with 2-bit lines (BL/BLB), need to be accessed. Each of

the eight pairs of bit lines is connected in the Sense Amplifier and Write Driver circuits

to perform the read/write operations of the 8-bit word, as presented in Figure 7.7b. The
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column decoder combines two architectures: PTL MUX with a 2×4 decoder and a Tree

decoder structure (RABAEY; CHANDRAKASAN; NIKOLIC, 2002). A part of the 5×32

column decoder layout is presented in Figure 7.8.

Figure 7.8: A part of the 5×32 Column Decoder layout.
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7.1.6 Detection Logic Circuit

The detection logic is designed in a tree structure composed of NAND2/NOR2

logic gates and an SR Latch circuit. Due to its size, Figure 7.9 shows just part of the

detection logic circuit layout. In every two columns of the SRAM core, the DLs are

connected to the NAND2 gates placed on the first level of this circuit. The outputs of

these same gates are used to send this signal back to the cell plan through the RLs and

propagate the signal to the other NOR2 and NAND2 gates in the circuit to get a single

alarm signal through the SR Latch output.

7.1.7 256X256 Interleaved Data/Detection SRAM

With the design of the data and detection cells, in addition to the design of all

SRAM peripheral circuits, the next step is to perform the placing and routing of all these
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Figure 7.9: A part of the Detection Logic layout.
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sub-blocks. Regarding the SRAM core layout, the data and detection cell layouts were

instantiated and placed according to the size (256×256) and percentage of detection of

cells (50%) chosen. Due to PDK design rules, the SRAM core layout was divided into

two sub-blocks of 128×256 cells each to better distribute the supply voltage across the

circuit through the guard rings.

Figure 7.10a presents the complete SRAM block diagram highlighting the re-

lationship between the core and the peripheral circuits. The difference between this

radiation-hardened SRAM that implements the new method and a conventional SRAM

is highlighted in orange: the detection cells and detection logic circuit. The layout of the

SRAM core with a total area of 0.061mm2 is shown in Figure 7.10b, highlighting how

the data and detection cells layout, presented in Sections 7.1.1 and 7.1.2 were interleaved

composing the SRAM array.

7.2 Test Methodology

For this complete SRAM with interleaved detection cells, tests based on post-

layout simulation are performed. Despite being physically interleaved, the data and detec-

tion cells have separate logical connections and can be tested separately. Before verifying

the correct operation of the detection logic and detection cells, it is important to verify

the operation of the SRAM itself, considering only the data cells. The performance of

the designed SRAM is not a constraint in this work. However, all the experiments were
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Figure 7.10: (a) 256X256 Interleaved Data/Detection SRAM block diagram and the (b)
SRAM core layout.
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performed considering a maximum frequency of 1 GHz.

7.2.1 SRAM Data Cells Test

Several types of tests at different levels can be performed to characterize an

SRAM-type memory. In this work, the SRAM is tested in its complete form, with all

its peripherals, simulating its communication with the processor. The initial goal is to

characterize the memory through consecutive readings and writings, allowing it to ob-

serve its correct operation. Afterward, a more comprehensive test is carried out, widely

used to characterize commercial SRAMs and known as the March Test (GOOR, 1993),

specifically, the March-C test. March tests offer the benefit of achieving high fault cover-

age while maintaining a test time typically proportional to the memory size, making it a

feasible option from an industrial standpoint.

7.2.2 SRAM Detection Cells Test

The main differential of the method proposed, which modifies the design of a tra-

ditional SRAM, is the addition of exclusive cells for detection, interleaved in the SRAM

core. In order to verify the correct operation of the method, it is fundamental to test the
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detection cells, now, in a memory plan of commercial dimensions and designed in modern

technology, such as the 28 nm FD-SOI.

Some detection cells in different positions of the memory plan were selected to

be impacted to simulate the SEU and MCU effects. The SEU/MCU fault injection is

modeled by the widely adopted Messenger’s equation, shown in Eq. 7.1 (MESSENGER,

1982), in which Qcoll is the collected charge, τα (1.64 × 10−10s) is the collect charge

timing constant, τβ (5 × 10−11s) is the timing constant to establish the ion track and L

(28 nm) is the charge collection depth. The values used in this work are the typical values

used for simulations and experiments presented in (CARRENO; CHOI; IYER, 1990).

However, the charge collection depth was modified to 28 nm to better characterize the

charge collection process in recent technologies, such as the 28 nm FD-SOI. This effect

is reproduced on the Cadence® Spectre Circuit Simulator as a current source inserted in

the detection cells’ internal nodes.

I(t) =
Qcoll

τα − τβ
(e−

t
τα − e−

t
τβ )

Qcoll = 10.8×L×LET

(7.1)

The primary objective of these experiments is to verify that the detection cells are

impacted by a certain amount of deposited energy, sending the alarm signal (SIGNAL) to

the CPU and automatically refreshing itself (PULSE). Still, it is also essential to observe a

possible difference in the detection delay concerning the position of the impacted cell and

also in comparison with the detection plan of smaller dimensions, presented in Chapter 6.

7.3 Interleaved Data/Detection SRAM Post-Layout Simulations

Before verifying the correct operation of the new method for detecting multiple

and single events, it is essential to validate the SRAM data cells, which are interleaved

with the detection cells. Figure 7.11 shows the correct memory operation through con-

secutive writings and readings (0s and 1s) in the bit cells.

From top to bottom, the first set of signals represents the memory addresses se-

lected to perform the operations: word 0 of the first row and word 1 of the second row of

the memory plan. The second set of signals, Chip Select (CS), Write Enable (WE), and
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Figure 7.11: The 32 kb SRAM validation through consecutive write/read operations.
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Output Enable (OE), determines what type of operation will be performed on the memory

(write or read). Afterward, it is highlighted which data is being sent to memory through

an external source. Finally, the 8-bit I/Os for each operation are presented in two formats.

It is important to point out that the external data source purposely sends the opposite val-

ues to those previously written during the read operation. This allows verifying precisely

that the data stored in the memory cell is being read correctly and that the value sent by

the source is not being misread.

As previously mentioned, March-type tests allow for validating the memory in

more detail, covering many possible faults that an SRAM can present. In Figure 7.12,

the March C - Test is applied to the 16 words of memory row 0. As many operations

are performed in this type of test, only a snippet of the test is presented, highlighting the

expected I/Os and the execution of the test without any errors.

After inserting single and multiple current pulses, simulating the SEU and MCU

effects, in some detection cells located in different positions of the memory plan, it was

verified that there is no difference in the sensitivity for impacted cells in the same row of

the array, even being in different columns. The impact of multiple cells (e.g., two detec-

tion cells and two data cells diagonally neighboring) also does not significantly influence

the sensitivity and, consequently, the detection delay of the proposed method. The de-

lay of the alarm signal will be determined by the detection cell placed further down the

memory plan, that is, closer to the detection logic, as presented next.
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Figure 7.12: March-C Test in 128 bits of the SRAM: 16 words of Row 0.
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Figure 7.13 presents the circuit’s behavior after the simulated impact of two de-

tection cells placed in the same column but at the boundaries of the memory plan, Row

0 and Row 127. Figure 7.13a shows the behavior of the detection logic after a current

pulse is inserted in the Q node of the detection cell placed in the last row of the first col-

umn of the memory array. As this cell is placed on the row closest to the detection logic,

the delay between the insertion of the pulse (in orange) at t = 2 ns and the activation of

SIGNAL (in red) is almost negligible, being equal to 289 ps. This behavior aligns with

what was seen in the silicon experiments previously presented in this work but now con-

sidering post-layout simulations. Unlike the previous analysis, Figure 7.13b shows the

circuit’s behavior after the impact of a detection cell located as far away as possible from

the detection logic: in the first row of the array. It can be seen that for the same amount

of deposited energy, the circuit also sends the alarm signal regardless of the position of

the impacted cell. However, the time for this signal to be sent to the processor is much

longer. In this case, the detection delay is 143.3 ns, proving the impact of an SRAM of

commercial dimensions on using the proposed method.

The results obtained so far have validated the idea of a new method for detect-

ing radiation-induced effects in memory circuits. By presenting proof-of-concept through

silicon experiments, the successful design of a complete SRAM that incorporates the pro-

posed method has demonstrated its usability. Moreover, it has confirmed the anticipated

challenges in implementing the method in SRAMs of commercial dimensions. In the

complete memory plan designed, featuring a 256×256 cells configuration, the difference

in detection delay in the comparison between the impact of a particle on the first and
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Figure 7.13: The behavior of the detection method considering post-layout simulations of
a particle impact in: (a) The bottom row (Row 127) and (b) The top row (Row 0).
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Source: From the author.

last rows of this array is 143 ns. This discrepancy holds particular significance given the

operational frequency of the designed memory, set at 1 GHz. The substantial difference

in delay suggests the potential occurrence of multiple misreadings before receiving the

alarm signal.

7.4 Comparison with State-of-the-Art

The challenges posed by the main state-of-the-art techniques to deal with radiation-

induced upsets were presented in Chapter 4. The contributions and results of the proposed
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new method were described throughout the thesis. Therefore, placing the new method in

the state-of-the-art is now essential. Table 7.1 briefly compares the previously presented

techniques used in the state-of-the-art papers and the method proposed in this thesis. In

addition to the area penalty added by each technique, three other parameters related to

MCU protection are analyzed:

• Detection: capacity of the technique to detect/alert about an MCU;

• Correction: capacity of the technique to correct the detected MCU;

• # of bits and shape: the limitation of the technique concerning the number of bits

and the MCU format that can be detected/corrected.

It is essential to highlight that the term "correction" is being used when the tech-

nique (typically EDAC techniques) offers the possibility of rewriting the data that has

been corrupted in memory, correcting it. This feature is different from term "masking",

already presented in Section 3.5 and which is present in RHBD techniques, for example.

Table 7.1: Comparison between the state-of-the-art and this thesis.

Work Technique Area Penalty MCU Protection Features
Detection Correction # of bits and shape

TAN et al.
(2021)

Redundancy-based
(GE-TMR + GS) 100% - 200% 7 7

Limited[a]

(Logical Masking)
LI et al.
(2020)

Redundancy-based
(3×Voter-TMR) 220% 7 7

Limited[a]

(Logical Masking)
LI et al.
(2021)

RHBD
(RH-14T) ≈ 233% 7 7

None[b]

(Electrical Masking)
HAN et al.

(2021)
RHBD

(DA-12T) 209% 7 7
None[b]

(Electrical Masking)
CH et al.
(2021)

RHBD
(RH-14T) ≈ 220% 7 7

None[b]

(Electrical Masking)
PRASAD et al.

(2022)
RHBD

(RH-13T) ≈ 222% 7 7
None[b]

(Electrical Masking)
VLAGKOULIS et al.

(2022)
EDAC

(ECC + Parity Code) up to 100% 3 3
Limited

(for detection/correction)
SILVA et al.

(2020)
EDAC

(ECC - eMRSC) > 100% 3 3
Limited

(for detection/correction)
WANG et al.

(2021)
SRAM-based

Radiation Monitor - 7 7 N/A[c]

ANDJELKOVIC et al.
(2022)

BBICS-based
Radiation Monitor

Circuit-
Based 3 7 N/A[c]

GAVA et al.
(2023)

Software-based
(Register Allocation)

Application-
Based 7 7

None[d]

(RC Masking)
THIS

THESIS
Interleaved

Data/Detection SRAM up to 150%[e] 3 7
Unlimited[f ]

(for detection)

a Up to two of the three replicas can be impacted. Voters will logically mask the fault.
b Limited amount of charge collected supported until failure.
c Only the monitoring of the environment where the circuit will be exposed.
d RC = Resource-Constrained. Execution of the application on a limited number of registers to reduce the probability of failure.
e The method is customizable. It is possible to vary the amount of detection cells added (robustness X area penalty).
f It is possible to detect unlimited n-bit MCUs in many shapes.

Source: From the author.
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Regarding the area penalty, despite the significant increase added by the method

proposed in this thesis, similar and even more significant penalties are also perceived

in the other techniques. Redundancy-based techniques, software-based techniques, and

RHBD cells attempt to mask MCUs through different types of masking but do not allow

detection or correction of MCUs. Among all the analyzed methods, only EDAC tech-

niques allow the direct detection and correction of MCUs.

A critical point in common among all the highlighted techniques is the "concern"

about increasing the MCU rate. Techniques that use masking as a basis are always limited

according to the number of MCUs or the charge deposited by the particle after impacting

the circuit. As the MCU rate increases, the probability of all modules of a TMR being

impacted, in addition to the voters, increases significantly, making the technique unable

to mask the events. In harsh environments, the charge deposited by the particle can be

high, being greater than the critical charge of the designed RHBD cell, causing several

cells in the memory array to be impacted. Despite not using masking as a methodology,

EDAC techniques are also limited by the increased MCU rate, detecting and correcting

a certain number of impacted cells according to the resources used and the MCU shape

(distance between impacted bits).

Despite not providing the direct possibility of correction, the great difference of

the proposed method is that it does not have this limitation according to the increase in the

MCU rate. According to the percentage of detection cells chosen for the SRAM array, the

memory radiation hardening level is already defined, and increasing the MCU rate will

increase the detection capability of the method, as the probability of a detection cell being

impacted will also increase. As it is customizable, the proposed method allows varying the

ratio between the radiation hardening level and area penalty according to the objective.

A tool was developed to facilitate this task and is presented in the next chapter. It is

important to emphasize that creating a new technique does not eliminate the use of another

but rather provides a new option, in addition to the possibility of combining different

techniques to increase the robustness of the circuit and reduce the penalties imposed by

the techniques.
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8 RADIATION-HARDENED SRAM LAYOUT GENERATION TOOL

Layout automation is an area that is already well known, but it continues to be

of great importance, especially in the design of increasingly larger and denser circuits.

Because it is customizable, the presented method allows for varying the number of added

detection cells, making it possible to trade off robustness and area/power overheads. The

design of a conventional SRAM is not a trivial task; designing an SRAM that implements

the proposed method with data and detection cells becomes more challenging. The main

goal of the developed tool is to automatically generate the layout of the core of a radiation-

hardened SRAM, facilitating the application of the new method and providing multiple

sizes and protection configurations.

8.1 Tool Features and Implementation

Considering the IC design flow, before the layout generation stage, the electrical

schematic of the circuit to be designed is created. This schematic is usually made graph-

ically, using the transistor symbols provided by the PDK and other sub-blocks of cells.

Depending on the complexity of the circuit, the circuit is often described using a hardware

description language, such as Verilog, rather than designing graphically. It is essential to

highlight that besides the automatic layout generation, the tool also provides the option

of automatically generating the schematic of the generated layout, a function of utmost

importance due to the difficulty in logically relating many data and detection cells.

When designing larger and more complex circuits, not only the layout but also

the electrical schematic design of that circuit becomes more challenging. Regarding the

proposed method, the most challenging point is logically relating both the traditional

SRAM data and detection cells. Although laborious, in a small circuit (maximum of a

few dozen cells), it is possible to instantiate each cell and manually make the connection

between them. However, considering the circuit designed and presented in Chapter 7, for

instance, creating the schematic in this way becomes unfeasible. The tool automatically

generates the schematic to overcome these challenges by facilitating and significantly

reducing the SRAM design time. This functionality will be detailed in the next section.

Two types of data inputs are available to determine the size of SRAM that will be

generated: number of rows and columns or memory size (in kb). In the first option, the

user is free to insert the desired number of rows and columns, the tool being responsible
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for validating the data according to the rules of an SRAM array. In the second option, six

different predefined memory sizes (from 1 kb to 1 Mb) are available to the user.

The differential of the presented method is the insertion of exclusive cells to detect

radiation-induced upsets. Thus, the developed tool offers five different levels of radiation

robustness for generating the SRAM layout. Level 0 does not add any detection cells to

the memory plan and creates a traditional unhardened SRAM array. From level 1 to level

4, different percentages of detection cells (ranging from 12.5% to 50%) are interleaved

in the memory plan, always looking for the best array coverage. The tool does not add

the detection logic and the peripheral circuits; it is necessary to add them manually after

the core layout generation. In order to facilitate the integration with one of the most used

tools in the integrated circuits design, the tool was implemented in the Cadence® SKILL

language. Algorithm 1 presents a summarized view of the code developed for the tool’s

implementation.

It is essential to highlight that the tool uses small pre-designed macros to replicate

them to generate different SRAM core layout options. For the design of these macros,

only the data and detection cell layouts that will be used in SRAM are needed. The already

presented Figure. 7.1 and Figure. 7.2 show the electrical schematic and layout of the data

and detection cells designed in the 28 nm FD-SOI technology from ST Microelectronics

used in this first version of the tool. Among the different models available on this PDK,

the RVT model is considered. The architecture chosen for the data cell design was the

traditional 6T-SRAM. Using Design Rule Check (DRC) clean macros, the tool will also

generate the final SRAM layout without DRC errors, regardless of the technological node

used. In addition to the layout, if the user allows automatic generation of the schematic,

it will also be possible to perform physical verification, such as Layout Versus Schematic

(LVS).

It is important to remember that the macro cells used in this tool version have

already been tested through post-layout simulations for an array of size 256×256, as pre-

sented in the previous chapter. Although the data entry option through the number of rows

and columns allows, the maximum size (1 Mb) available in the data entry option through

memory size also indicates the size limit for generating an array considering the macros

already simulated. The alarm signal activation delay for the same operating frequency

increases proportionally to the number of array rows. Therefore, it is not recommended

to generate an array layout with more than 1024 rows, corresponding to a size of 1 Mb,

considering a square array.
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Algorithm 1: Automatic SRAM layout generation tool
set_bindkey;⇒ To start the tool.
display_form;

Input Data:⇒ Receive data from user.
Bool ← bool;⇒ To select the input data method.
Bool2← bool2;⇒ To enable/disable the schematic generation option.
Row ← row;⇒ Number of rows in the SRAM core.
Col← col;⇒Number of columns in the SRAM core.
Size← size;⇒Memory size method.
Macro← macro;⇒ Radiation hardening level.

⇒ Check data input method.
if bool is 0 then

if size is “1 kb or 4 kb or ... 1 Mb" then
row ← 32 or 64 or ... 1024;
col← 32 or 64 or ... 1024;

end
end

⇒ Input data validation.
if log2(row) & log2(col) are INTEGERS then

cv ← open_cell_view();
if macro is “0% or 12.5% or ... 50%" then

create_layout(cv macro row col);
⇒ Create the schematic view according to the user selection.
if bool2 is 1 then

create_schematic(cv macro row col);
end

end
⇒ Prepare layout information.
num_cells← row × col;
num_detection← macro× num_cells;
data_capacity ← num_cells−num_detection

1024
;

display_succesfull_message;
display_layout_information;

else
display_error_message;

end
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8.2 Tool Execution and Results

After creating a cell view layout in Cadence® Virtuoso, the tool is started by press-

ing a defined shortcut key. Figure. 8.1 shows the new window (main window of the tool)

that appears over the cell view window, with all the functions available for generating the

SRAM layout: SRAM core dimensions, radiation hardening level, and generation of the

schematic view.

Figure 8.1: Automatic SRAM layout generation tool main window, highlighting all the
available features.

SRAM Core Dimensions

2x data input options:

• Rows and Columns;

• Memory Size:

•  1 kb, 4 kb, 16 kb, 64 kb, 

256 kb, and 1 Mb.

Radiation Hardening Level

5x different levels of protection:

Level / % of added detection cells

  Level 0: 0%

  Level 1: 12.5%

  Level 2: 25%

  Level 3: 37.5%

  Level 4: 50%

Schematic view of the layout

Enable/disable the automatic generation of 

the SRAM schematic view.

Source: From the author.

In Figure. 8.2, an example of the tool’s execution is presented. In step 1, the

data entry method is chosen (keeping the checkbox on), the desired number of rows and

columns (16×16) is entered, and the radiation hardening level is set (1) via the slide

button. In step 2, the layout is generated, and a success message appears on the screen.

In the image, it is possible to observe the detection cells positioned between the SRAM

data cells in a smaller amount (12.5%). Finally, step 3 presents the generated layout

information: total number of cells, number of detection cells, and data storage capacity.

Regarding the automatic schematic generation, the symbols of both types of cells

(data/detection) are instantiated the number of times necessary, and labels are added to
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Figure 8.2: An example of running the tool: (1) defining the input data, (2) generating the
SRAM layout, (3) providing layout information.

1
2

3

Source: From the author.

the wires of each cell connection, using the vector expressions in multiple-bit wire names

functionality, performing the correct logical connection, without the need to connect each

cell individually. The detailed explanation of how this functionality works is somewhat

beyond the scope of this thesis but can be found in (CADENCE, 2023, chap. 2). To facil-

itate understanding, Figure 8.3 presents an example of schematic and layout generation

with 4×4 cells and protection level 2. The data cells are separated to distribute them into

even and odd rows. In Figure 8.3a, the first data cell (I0) is instantiated eight times (<0:7>)

and distributed across all columns of the even rows of the array. The second data cell (I1)

is instantiated four times (<0:3>) and distributed only in the odd columns of the odd rows.

Each presented detection cell is instantiated two times (<0:1>), each pair sharing the same

DL and both pairs sharing the same RL.

The generated layout information helps know the newly created layout’s charac-

teristics and compares the cost-benefit between circuit protection level, storage capacity,

and area penalty. From protection levels 1 to 4, a reduction in storage capacity is observed

following the increase in the percentage of detection cells (from 12.5% to 50%). Table 8.1

compares the radiation hardening (Rad-Hard) level with the data storage capacity, consid-

ering the six different memory sizes available in the tool. The inversely proportional

relationship between Rad-Hard level and storage capacity was already expected.

From this data, it is possible to determine the area overhead in the SRAM core
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Figure 8.3: An example of a 4×4 data/detection SRAM (a) Schematic and (b) Layout
generation, highlighting the vector expressions in multiple-bit wire names functionality.
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(b) 4×4 data/detection SRAM (Rad-Hard Level = 2) - Layout

Source: From the author.

layout (without considering the two extra detection cell’s transistors), which, considering

the levels of protection from 1 to 4, equals 14.3%, 33.33%, 60%, and 100%, respectively.

Figure. 8.4 shows this trend between the radiation hardening levels provided by the tool

and the area overhead. Based on the results generated by the tool and defining the nec-

essary protection level according to the environment in which the circuit will operate, it

is possible to automatically generate the SRAM core layout with the lowest area penalty

possible.

Suppose the user intends to employ an alternative technology or to use different

architectures for data/detection cells. In that case, providing its own macro cell layouts is
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Table 8.1: SRAM Generated Layout Data

Memory Size/
Rad-Hard Level

Data Storage Capacity (kb)
0 (0%) 1 (12.5%) 2 (25%) 3 (37.5%) 4 (50%)

1 kb 1 0.875 0.75 0.625 0.5
4 kb 4 3.5 3 2.5 2

16 kb 16 14 12 10 8
64 kb 64 56 48 40 32

256 kb 256 224 192 160 128
1 Mb 1024 896 768 640 512

Source: From the author.

essential so the tool can operate seamlessly. This tool will allow the user to optimize the

layout design time of large memory arrays and easily use different amounts of detection

cells in the memory plan, verifying the trade-off between area penalty and robustness of

the circuit to radiation.

Figure 8.4: The impact of the radiation hardening levels provided by the tool in the total
area of the SRAM core.
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9 CONCLUSIONS

Radiation-tolerant circuits, particularly memory circuits, are of utmost importance

for space applications. The literature presents numerous techniques at different levels to

tackle radiation effects. However, given the notable increase in the MCU rate both for

emerging technological nodes and for the environment in which the circuit will operate,

the conventional techniques may not provide a satisfactory level of robustness to radi-

ation effects depending on the application needs. This thesis presented a new method

to detect radiation-induced upsets in memory circuits, mainly considering the MCUs.

First, the method was validated by designing a prototype version as a proof-of-concept.

Silicon measurements prove the detection cell’s correct operation: sending the alarm sig-

nal and retrieving its previously stored value. Then, the detection method was extended

and applied in a commercial-size SRAM designed in the 28 nm FD-SOI technology. A

radiation-hardened SRAM layout generation tool was also developed to simplifying the

application of the new method and providing multiple sizes and protection configurations.

Susceptibility differences in the circuit behavior were observed according to the

type of event to which the detection plan was exposed, the position of the cell in the plan,

and the size of the evaluated detection plan. Regarding the prototype version and the type

of event, it was observed that the cells are more sensitive to MCUs compared to SEUs,

presenting output pulse widths on average 5.56% greater. This behavior is consistent with

the desired objectives because according to the increase in the number of cells impacted

by a single particle, an increase in the sensitivity is verified.

A reduction in the sensitivity of the cells, considering the same inserted fault, is

observed going through the bottom-up direction of the detection plan, that is, further from

the detection circuit. This sensitivity reduction is related to the increase in the detection

line capacitance and how the first level of AND2 logic gates in the detection logic circuit

will drive this load. This behavior is also reflected in the comparison between the two

evaluated plans in the prototype version. As the number of cells in each column increases,

the impact of the detection line capacitance increases proportionally.

The reduction in the sensitivity of the detection cells going through the bottom-up

direction of the memory array is more critical in analyzing a commercial-size SRAM. As

the number of cells in each column increases significantly in the designed memory, the

impact on the detection delay is more worrisome. However, it is essential to highlight

that the detection rate will remain constant. The challenge is dealing with the increase in
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the delay to know if an event happened. This challenge was partially solved by inserting

some buffers connected to detection lines at the bottom of this plan to drive its capacitive

charge. According to the application requirements in terms of performance, the method

can still provide a high level of radiation robustness.

9.1 Applicability of the Method at the System Level

Despite the definition and validation of the method through the experiments pre-

sented throughout the manuscript, sometimes it is not so clear to imagine how an SRAM

that adopts the proposed method would operate at the system level. This section clarifies

this and suggests new ideas for how the method works at a system level.

In Chapter 7, the SRAM version presented has only one alarm signal as its output.

This means that the connection to the processor would be established just like any con-

ventional SRAM, with control signals, address bits, I/O data bits, and the alarm signal. In

this case, the alarm signal would allow the processor to interrupt and refresh the memory

completely, for example, cutting off the power supply of the SRAM via the CS signal. To

achieve a partial memory refresh, it is essential to expand the detection logic by including

new latches at earlier stages of the logic instead of relying on just a single latch at the final

stage. This approach enables only a designated area of the SRAM array, represented by a

set of bits, to be transmitted to the processor for a partial memory refresh. Furthermore, a

new control signal is required to reset the power supply solely for the chosen columns.

As will also be highlighted in Section 9.3.2, various techniques available in the

literature can aid in implementing the proposed method at the system level. The ECC

presenting in EDAC techniques would provide the capability of correcting to the method

proposed in this work. On the other hand, the method would make the detection capability

unlimited. The combination of the proposed method with an EDAC technique can also

help in refreshing memory data. ECC already offers this functionality through new writes

in memory without requiring the power supply of the cells to be refreshed.

The approach based on resource constraints (GAVA et al., 2023), which has been

discussed in this work, can be a suitable option to implement the proposed method. By

incorporating detection cells only in a limited portion of the SRAM array, and depending

on the application, the critical part of the circuit could run exclusively in this region,

thereby enhancing the overall robustness of the circuit and reducing the area overhead.
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9.2 Competitive Advantage of the Proposed Method

Regarding the area penalty, despite the significant increase added by the method

proposed in this thesis, similar and even more significant penalties are also perceived in

the other techniques. The proposed method’s power consumption overhead is signifi-

cantly lower than other existing techniques. The new challenges arising from the increase

in the MCU rate in modern nodes benefit the new method validated in the thesis because,

with the increase in the number of events in a memory plan, the probability of detecting

an event also increases. This fact highlights the originality of the method, going the op-

posite way of the techniques already present in the literature, achieving a high detection

rate even in the harshest environments.

Although it does not offer direct correction capability, the significant advantage

of the proposed method lies in its freedom from the detection limitation according to the

increase in the MCU rate. Depending on the chosen percentage of detection cells in the

SRAM array, the memory radiation hardening level is already defined, and increasing the

MCU rate will increase the detection capability of the method, as the probability of a

detection cell being impacted will also increase. Thanks to its customizable nature, the

proposed method allows for a flexible adjustment between the radiation hardening level

and the associated area penalty based on specific objectives. It is essential to emphasize

that introducing a new technique does not eliminate the use of another; instead, it presents

an additional option. Furthermore, it opens avenues for combining various techniques to

enhance circuit robustness and mitigate the penalties imposed by these methods. The

solution is of great value for designing radiation-hardening memories focusing on critical

space applications.

9.3 Future Works and Perspectives

The results presented at the end of the thesis consolidate the presentation of a new

method to deal with radiation effects in memory circuits. However, this does not mean the

end of the work. From the circuits and results presented throughout the thesis, in addition

to new technologies already being developed, new perspectives may emerge to improve

the presented method.
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9.3.1 Rad-Hard Test

With the finalization of the SRAM layout, having a circuit ready for manufactur-

ing, the goal is to study the best possibilities for sending this circuit for manufacturing.

In the manufactured circuit, the idea is to conduct radiation tests with heavy ions, con-

sidering the complete memory (data and detection cells) in two ways: static and dynamic

testing.

In the static test, the objective would be to write a data pattern in memory (e.g.,

checkerboard) and then conduct a fault injection campaign in different array positions. In

this test, the goal would be to verify, in addition to detecting failures by sending an alarm

signal, the impact of a single particle on more than one cell, characterizing MCUs. On

the other hand, the dynamic test would allow an even more detailed view of the circuit’s

behavior, considering the chip’s bombardment while consecutive readings and writings

are performed in the memory. This test determines how many incorrect data readings

would be made in the memory, from the particle’s impact to the alarm signal’s triggering.

In addition to finalizing the circuit design, receiving the manufactured circuit usu-

ally takes between 6 and 12 months. Carrying out tests with heavy ions also demands

a particular time, considering the stages of proposal submission, preparation of experi-

ments, execution, and data acquisition. Finally, it is crucial to emphasize the significant

high cost associated with these tests, which underscores the need to explore partnerships

that can facilitate their implementation. Due to these factors, the idea is to try to send the

circuit for manufacturing after the end of the thesis so that radiation tests with heavy ions

can be performed between the end of 2024 and the beginning of 2025.

9.3.2 A combination of widely used techniques and the proposed method

As previously mentioned, a common critical aspect across all the prominent tech-

niques discussed in this thesis pertains to the escalating MCU rate. Techniques founded

on masking are inherently constrained by the count of MCUs or the charge deposited by

particles upon circuit impact. In harsh environments, particle-induced charge can reach

substantial levels, surpassing the critical charge of the designed RHBD cell, resulting in

numerous cells within the memory array being affected. Even though EDAC techniques

do not utilize masking as their methodology, they too face limitations due to the height-

ened MCU rate. They detect and correct a specific number of impacted cells based on the
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allocated resources and the shape of the MCU (distance between impacted bits).

In this context, the advantages of the new method proposed in this thesis could be

combined with the advantages offered by other methods already present in the literature.

In addition to further increasing the robustness of the memory circuit to multiple events,

a mitigation of the overheads introduced by all techniques could be achieved. For exam-

ple, we could use RHBD cells instead of the traditional 6T-SRAM bit cells and base the

architecture of the detection cells similarly to increase the critical charge of all the SRAM

array. Furthermore, we could use the new proposed method to increase the detection rate

using an EDAC technique. The ECC presenting in EDAC techniques would also provide

correction capacity, which is not provided by the proposed method.

9.3.3 AI-driven SRAM

A possible idea would be related to the versatility of the cells used in the SRAM

array. Instead of using different cell architectures to store data and perform detection,

the objective would be to create a single versatile cell that could be dynamically modi-

fied according to the system’s needs. Considering the promising evolution in Artificial

Intelligence (AI), the idea would be the creation of an AI-driven SRAM to protect itself

depending on a mission profile that can change over its life. That is, an SRAM already

present in a satellite, for example, could vary in its level of radiation robustness and stor-

age capacity according to the environment in which that satellite is located. This behavior

would provide the best possible cost-benefit ratio between storage capacity and level of

protection. It is an idea that is still very far from our current reality, but we can take

advantage of new technologies to try to evolve in this direction.
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