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ABSTRACT

The spot market of cloud infrastructure services is a relatively recent pricing model made

available by cloud providers. This report aims to review the previous works developed

regarding this pricing model and perform a historical analysis of the available data. The

findings of this work provide insights on the opportunities available by using Spot In-

stances in multiple regions or with multiple instance types.

Keywords: Spot Market. Cloud Computing. Pricing. Amazon EC2.



Analisando Dados Históricos do Mercado Spot para Múltiplas Regiões e Tipos de

Instâncias

RESUMO

O mercado spot de serviços de infraestrutura de nuvem é um modelo de precificação re-

lativamente recente disponibilizado pelos provedores de nuvem. Este relatório tem como

objetivo revisar os trabalhos anteriores desenvolvidos sobre este modelo de precificação e

realizar uma análise histórica dos dados disponíveis. Os resultados deste trabalho forne-

cem insights sobre as oportunidades disponíveis ao usar Instâncias Spot em várias regiões

ou com vários tipos de instâncias.

Palavras-chave: spot market, computação em nuvem, precificação, Amazon EC2.
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1 INTRODUCTION

In the swiftly evolving realm of cloud computing, the promise of agility, scalabil-

ity, and cost efficiency has prompted businesses to increasingly migrate their operations

to Infrastructure as a Service (IaaS) offerings. Cloud service providers like Amazon Web

Services (AWS), Google Cloud Platform (GCP), and Microsoft Azure have facilitated

access to on-demand computational resources, resulting in a paradigm shift from tradi-

tional IT infrastructure management. However, while the benefits of cloud computing

are undeniable, the accompanying operational expenses have emerged as a central con-

cern for organizations striving to optimize their resource allocation while managing costs

effectively.

During the nascent stage of cloud computing, when the user and provider counts

were modest, static pricing prevailed as the dominant model. However, the landscape

has evolved drastically, witnessing a surge in providers and heightened customer expecta-

tions, intensifying competition and intricacy. In response to these iterative advancements,

cloud computing pioneers were compelled to overhaul their marketing and pricing strate-

gies to optimize profits. The amalgamation of escalating competition and the inadequa-

cies of static pricing, such as challenges in establishing equilibrium pricing, sub-optimal

cost-effectiveness, and inflexibility, spurred providers to embrace dynamic pricing. This

approach, reliant on the utility and availability of resources, not only cultivates robust

competition but also enhances the efficient utilization of resources.

First introduced by AWS in 2009 (AMAZON, 2009) and now available by all

major cloud providers, Spot Instances (SIs) are the option for clients to use the non-

utilized computing resources of the providers at a lower cost, but without any guarantee

of the availability of the machine. A summary of the evolution of SIs can be seen in

Figure 1.1, which shows how AWS pioneered this pricing model and how other major

cloud providers followed the trend. It is important to note that the behavior of spot prices

has changed during this time, mainly to reduce the interruptions of the instances and

make the service more appealing to customers used with on-demand pricing schemes.

The figure also exemplifies the dynamic environment of the Spot Market in the Cloud,

showing recent changes to the model by AWS that provided significant reduction in price

volatility and instance availability in 2017 and 2021. These changes provide fresh ground

for academics to review work that was previously done and provide newer analysis and

models to help decision makers to handle Cloud Expenditure in an effective manner.
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Figure 1.1: Brief history of dynamic pricing mechanisms in the cloud

.
Source: Lin, Pan and Liu (2022)

SIs are offered in an auction system, where clients are bid for the available in-

stances at a discount rate. With their inherently lower costs, these spot instances allow

businesses to alleviate the financial burden associated with cloud-based computing. How-

ever, their transient nature and variable availability necessitate careful consideration of

their utilization. Because of this nature, Amazon categorizes tasks suitable for SIs in four

groups (AMAZON, b):

• Optional tasks. Not strictly required tasks that can be executed on SIs when prices

are low. It can be stopped in case of higher prices.

• Delayable tasks. Tasks with deadlines provide flexibility about when they are exe-

cuted.

• Acceleratable tasks. Tasks that can be speeded up by adding more SIs in case of

availability of SIs at lower prices.

• Large scale tasks. For tasks that may require computing power that one can’t

access any other way, SIs can cost-effectively run them.

Many companies have shared success stories of migrating tasks from on-demand

to SIs and reporting considerable cost savings. Data Processing and Analysis, Scientific

Computing, Web Crawling and Scrapping, Background Jobs and Testing, etc., can all be

executed with SIs since they possess one or more of the characteristics above. A series

of real use cases are described by the providers on their websites, as seen in (AMAZON,

a). Furthermore, due to the presented cost reduction and better utilization of resource

opportunities, research about SIs is still relevant today, as shown in surveys from (LIN;

PAN; LIU, 2022) and (KUMAR et al., 2018).

Therefore, this work aims to explore the data from SIs in search of other oppor-
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tunities for price reduction. To achieve this, the goals of this project were to acquire the

necessary data from the cloud providers, create theories of optimizations based on an

exploratory analysis of the data, and measure the possible gains from those optimizations.

The following sections of this work provide a bibliographical review of related

work to this one and a detailed description of how the project was conducted, ensuring

the results presented here can be reproducible. It also contains the results obtained during

the project, the conclusions, and what can come after this research.
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2 BACKGROUND

This section reviews some essential works and concepts developed for utilizing

Spot Instances in recent years.

2.1 Cloud Computing

The National Institute of Science and Technology (NIST) defines cloud computing

as a model that enables ubiquitous, convenient, on-demand network access to a shared

pool of configurable computing resources (e.g., networks, servers, storage, applications,

and services) that can be rapidly provisioned and released with minimal management

effort or service provider interaction (MELL; GRANCE et al., 2011). This definition

highlights several key attributes of cloud computing:

• On-Demand Self-Service. Cloud users can provision and manage resources, such

as virtual machines, storage, and applications, without requiring direct human inter-

vention from the service provider. This allows for flexibility and agility in resource

allocation.

• Broad Network Access. Cloud services are accessible over the network, often

the internet, from various devices, such as laptops, smartphones, and tablets. This

accessibility facilitates remote access and usage.

• Resource Pooling. Cloud providers aggregate and pool computing resources to

serve multiple users simultaneously. These resources are dynamically allocated

and assigned based on demand, achieving efficient utilization.

• Rapid Elasticity. Cloud resources can be quickly scaled up or down to accommo-

date changing workloads. This elasticity ensures that users can access the resources

they need when they need them.

• Measured Service. Cloud usage is monitored, controlled, and optimized, providing

transparency for both providers and consumers. Users are billed based on their

usage, often regarding CPU hours, storage, bandwidth, or other relevant metrics.

The NIST further outlines three primary service models within the cloud comput-

ing paradigm:

• Software as a Service (SaaS). Consumers use provider-hosted applications acces-
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sible over the network. They are relieved from maintenance, patching, and infras-

tructure management tasks.

• Platform as a Service (PaaS). Consumers deploy applications onto the cloud in-

frastructure using the provider’s programming languages, tools, and services. PaaS

offerings facilitate the development and deployment process.

• Infrastructure as a Service (IaaS). Consumers can access virtualized computing

resources, such as virtual machines and storage, to deploy and manage their soft-

ware applications.

Furthermore, NIST identifies four primary deployment models for cloud comput-

ing:

• Public Cloud. Cloud resources are owned and operated by a third-party provider

and made available to the general public over the Internet.

• Private Cloud. Cloud resources are exclusively used by a single organization,

either managed internally or by a third-party provider.

• Community Cloud. Cloud resources are shared by several organizations with com-

mon interests, often within a specific industry or domain.

• Hybrid Cloud. Cloud resources combine two or more distinct cloud deployment

models (public, private, or community), which remain distinct entities but are bound

together by technology.

To the time of writing, the business of providing cloud services is mostly concen-

trated into the three biggest players with it’s corresponding market share: AWS (31%),

Azure (24%) and Google Cloud Platform (11%). Other players, such as Alibaba Cloud

(4%), Salesforce (3%), IBM Cloud (2%) and Tencent Cloud (2%) still compete, but do

not have the same strength at the whole sale level (SYNERGY, 2023).

2.2 Spot Instance Market

Cloud providers present pricing models tailored to three distinct instance types

to allocate their resources efficiently. For simplicity, the AWS naming of products will

be adopted. These models encompass Reserved Instances, On-Demand Instances, and

Spot Instances. Users can opt for Reserved Instances when they possess predetermined

requirements, securing resources for an entire year, which can be initiated as needed. On
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the other hand, On-Demand Instances offer the flexibility to provision resources, catering

to fluctuating and uncertain demands dynamically. These instances are allocated hourly,

lacking any assurance of availability at any given moment. However, it’s worth noting

that On-Demand Instances incur higher costs compared to Reserved Instances. Following

the conclusion of the reservation period for allocated Reserved Instances, Amazon bills

for them akin to On-Demand Instances. Notably, both allocated On-Demand Instances

and Reserved Instances persist until the user terminates them.

The third pricing paradigm introduces Spot pricing, under which the instances

available are referred to as spot instances. At its core, the spot market functions as an

ongoing auction cycle, with the providers determining spot prices. The process involves

a perpetual assessment of the residual instances within the Spot pool—a collection of un-

used Spot Instances that share the same specifications, availability zone, operating system,

and network platform. The spot price for these instances aligns with the lowest successful

bid in the respective pool. The provider dynamically recalibrates this spot price in re-

sponse to the fluctuating supply and demand of Spot Instances, with the update frequency

ranging from minutes to days.

If sufficient capacity is available, the requested spot instance is initiated only if

the user’s bid surpasses the hourly spot price that the provider has declared. In simpler

terms, if the present spot price exceeds the user’s bid, the instance is halted, denoted as

an "out-of-bid failure." It’s important to highlight that instead of paying the bid price, the

user is billed based on the lowest market price stipulated by the provider. Nonetheless, the

termination of the instance can be instigated either by the user or the provider. Should the

user decide to terminate the instance, all complete hours, including the last partially uti-

lized hour, are included in the calculation. Conversely, the last partial hour isn’t factored

in if the service provider initiates the instance termination.

In May 2017, Microsoft Azure introduced low-priority VMs, mirroring Amazon

EC2’s spot instances. Similarly, Google Compute Engine unveiled instances with com-

parable attributes labeled as preemptible instances. However, unlike Amazon EC2’s spot

instances, Google’s preemptible VMs adhere to fixed pricing, mitigating the need for price

projection and minimizing user risk. Additionally, these instances can remain active for

up to 24 hours and are subject to a per-second billing approach. (GCP, 2023) (AZURE,

2023)

Due to the potential for eviction at any moment, these instances prove suitable for

fault-tolerant and adaptable applications. Consequently, given these attributes, no SLA
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guarantees are provided, and service providers can terminate the instance at their discre-

tion. Nonetheless, certain providers do provide a termination warning feature, whereby

users receive prior notice of instance reclamation (for instance, a two-minute warning in

Amazon EC2) before it occurs.

Given the substantial cost reduction provided by dynamic resource markets within

the cloud, creating contemporary frameworks, platforms, and systems that incorporate

these instances holds significant importance. Consequently, a substantial amount of re-

search has been devoted to formulating systems and services that leverage these instance

types for a variety of applications. (DELDARI; SALEHAN, 2021)
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3 RELATED WORK

3.1 Modeling and Prediction of Spot Prices

Because of the auction model adopted for SIs pricing, the price history of VMs

under spot provisioning resembles that of a stochastic process or even of a stock listed on

a financial exchange. This characteristic has led many researchers to do work trying to

model and predict the behavior of SIs prices over time. Knowing the best bid on a specific

instance in the future is advantageous since it would allow customers to estimate better

how much to bid to keep the resource for the necessary time.

Many have attempted to predict the price of SIs using Machine Learning (ML)

methods. Wallace et al. (2013) proposed a Multi-Layer Perceptron (MLP) to predict

short-term price variations in the spot market. Arévalos, López-Pires and Barán (2016)

used the previous work as a benchmark and to test three other new approaches (Support

Vector Poly Kernel Regression, Gaussian Process, and Linear Regression) in a compar-

ative analysis. Fabra, Ezpeleta and Álvarez (2019) created different Linear Regression

models based on clusters of Availability Zones that showed similarities between them,

besides from providing a good general framework for analyzing SIs. As is regularly the

case with complex market data, such as the one from the Spot Market or the common

finance market, active research is still persistent to find more efficient ways of predicting

it’s future movements (KHODAK et al., 2018) (BAUGHMAN et al., 2018) (DOMANAL;

REDDY, 2018).

3.2 Bidding Strategy

Other works have focused on determining the optimal bidding strategy for the spot

market. (KARUNAKARAN; SUNDARRAJ, 2014) divided bidding strategies into four

different categories:

• S1. Bidding near to reserved price

• S2. Bidding above the average spot price calculated from spot price history

• S3. Bidding close to on-demand price

• S4. Bidding above the on-demand price

Each approach has its own goals, either to reduce costs or increase the instances’
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overall availability. AWS recommends the last strategy to its clients (KUMAR et al.,

2018), as they claim it is the best chance to get the desired instance. (KARUNAKARAN;

SUNDARRAJ, 2014) makes recommendations for different kinds of applications based

on the number of interruptions and mean price from each solution.

3.3 Spot Market Theoretical Frameworks

Another subject for researchers was the proposal of theoretical frameworks for

using SIs to reduce operating costs associated with running VMs. (SHARMA et al., 2015)

proposed SpotCheck, a cloud platform to interact between clients and IaaS providers,

acting transparently to reduce costs without compromising availability. The approach

was to use the lower-cost SIs to execute applications and migrate them to on-demand

instances whenever the provider revokes the service.

Similarly, (SUBRAMANYA et al., 2015) proposed SpotOn, a batch computing

service for the cloud spot market. SpotOn utilizes fault tolerance techniques to exploit

spot markets in different service regions and to provide the SLA of an on-demand instance

with the discount of SIs (with the performance costs of such a solution).

3.4 Contributions of this work

Due to the constant changes and immaturity of the general spot market, this work

aims to present a fresh analysis of the behavior of spot prices utilizing current datasets. It

also aims to provide top-level guidance for future works, speeding up the understanding

of the dynamics of this market relating to its core variables: instance type, region, and

time.



20

4 METHODOLOGY

This project aims to find and measure ways to reduce costs with spot instances.

For this, it was first necessary to obtain the available data from SIs providers (spot price,

on-demand price, etc.). Then, an exploratory analysis was conducted to better understand

the behavior of the obtained time series and to elaborate theories on how optimizations to

use SIs could be done. For last, the possible gains of these optimizations were estimated

as a way to measure how significant the opportunities are.

4.1 Data Acquisition and Preparation

The data used in this work comes from the work of Kim et al. (2023), which con-

tained historical data for Spot Instance pricing from the three major IaaS providers (AWS,

Azure, and GCP). This previous work consisted of collecting data from multiple providers

and providing it to other researchers to speed up cloud system research to improve spot

instance usage and availability while reducing cost. The used dataset contained a full year

of data, starting from October 2022. To work with the provided data, a step of preparation

was required. The main problems were the file format in which data was originally stored

and the changes made to the data structure during the period.

The data came in Comma Separated Values (CSV), which, although a suitable

format for human readability, cannot be considered space or speed-efficient. For those

reasons, the data was transformed to the Apache Parquet data storage format, which,

besides being efficient, is free and open-sourced. The exploratory process was much

quicker with the data stored as Parquet files. It allowed the project to be executed on local

machines (rather than in special purposes ones).

Since the original data comes from distinct sources, each provider dataset con-

tains its columns (i.e., they share some but not all). All providers’ data points contain the

timestamp, instance type, region, spot price, and on-demand price. Tables 4.1, 4.2, and

4.3 provide samples of the available data from the major cloud providers AWS, Azure,

and GCP, respectively. As seen in table 4.1, AWS’s pricing is more granular than it’s com-

petitors since it provides different prices for each Availability Zone (AZ). For this reason,

when referring to AWS’s data the presented results are using the AZ of the instance, while

with the other providers the region is used.
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Table 4.1: AWS Dataset Sample
Time AZ Instance SPS IF Price Spot Price

2022-10-01 00:00:00 use1-az1 m5.large 3 2 0.096 0.038
2022-10-01 00:10:00 use1-az1 m5.large 3 2 0.096 0.038
2022-10-01 00:20:00 use1-az1 m5.large 3 2 0.096 0.038
2022-10-01 00:30:00 use1-az1 m5.large 3 2 0.096 0.038
2022-10-01 00:40:00 use1-az1 m5.large 3 2 0.096 0.038

Source: Author

Table 4.2: Azure Dataset Sample
Time Region Tier Instance Price Spot Price

2022-10-01 00:00:00 US East 2 Standard A4 0.480 0.070
2022-10-01 00:00:00 US East 2 Basic A4 0.352 0.052
2022-10-01 00:10:00 US East 2 Standard A4 0.480 0.070
2022-10-01 00:10:00 US East 2 Basic A4 0.352 0.052
2022-10-01 00:20:00 US East 2 Standard A4 0.480 0.070

Source: Author

Table 4.3: GCP Dataset Sample
Time Region Instance Price Spot Price

2022-10-01 00:00:00 us-east1 c2-standard-4 0.209 0.021
2022-10-01 01:00:00 us-east1 c2-standard-4 0.209 0.021
2022-10-01 02:00:00 us-east1 c2-standard-4 0.209 0.021
2022-10-01 03:00:00 us-east1 c2-standard-4 0.209 0.021
2022-10-01 04:00:00 us-east1 c2-standard-4 0.209 0.021

Source: Author

4.2 Exploratory Data Analysis

In order to assess what opportunities are available with the spot market oscilla-

tions, first, it was necessary to determine how these markets behave. For this, the spot

price time series of selected instances were plotted to map the behavior. Figures 4.1, 4.2

and 4.3 provide the variation of Spot Price for a single instance across selected Availabil-

ity Zones/Regions, each one represented by a different color. Each time series contains a

frequency of 1 data point for each 10 minutes. From observing the plots, the following

conclusions can be made:

• AWS’s prices are the only ones that resemble a market, where supply and demand

define the price.

• The prices from Azure and GCP move in jumps, which was expected from GCP,

since it states that its prices are adjusted only monthly, but not from Azure, making

no such claims in its documentation.
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Figure 4.1: AWS m5.large Spot Price variation for selected regions

Source: Author

• The difference in price between regions in Azure is static. The mean Pearson Cor-

relation between the same instance types of different regions is approximately 1.

During this phase of the work, it was noticeable how the prices from AWS showed

greater variability than the rest and, thus, showed more significant promise of the oppor-

tunities that motivated the analysis. For this reason, the work followed on examining only

AWS’s data.

Figure 4.2: Azure A4 Spot Price variation for selected regions

Source: Author
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Figure 4.3: GCP c2-standard-4 Spot Price variation for selected regions

Source: Author

4.3 Estimation of opportunities

From the observed results of the exploratory analysis phase, it was possible to

conclude that savings could be achieved by allowing the application to be run in any

available region. To measure how significant these savings could be, an estimation was

made by comparing the mean price of an instance for multiple regions, which intended to

represent the choice of choosing a region/AZ and staying with it, against the lowest price

available for each data point, representing what ideally could be achieved by changing the

application’s region with the price fluctuations.

As a continuation, it was also tested to verify if savings could be achieved by

allowing the application to be run in different instance types (in addition to different

regions). However, this analysis can be much more complicated than the previous one

since different instances imply significantly different execution times. For simplification,

this factor was not considered during this work, and the analysis was used as the basis

for the cheapest option available between a group of instances, as measured by the on-

demand price. Doing so allows us to work with an approximated worst-case scenario and

make reasonable claims.
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5 RESULTS

Since AWS offers its clients a significant variety of instance types, only some of

those instances were selected for further analysis. This choice was made based on AWS’s

classification, which splits the instance types into five groups: General Purpose, Compute

Optimized, Memory Optimized, Accelerated Computing, and Storage Optimized. Three

instance types were selected for each category based on AWS’s catalog of Intel Processor-

based instances. This last criterion was selected to enable future research beyond the work

done here, which will be discussed in greater depth in the last chapter.

The analysis was also made using only regions and AZs inside the United States.

It was done so in order to compare comparable prices and to maintain networking latency

negligible. The United States was selected since it contains the cheapest cloud prices in

the world and hosts most of the worlds cloud applications.

The following sections contain the results derived from the data analysis. In the

tables presented in this chapter, all the prices are stated in US Dollars per hour, the stan-

dard for IaaS, and the discounts are stated in percentages. The results are separated into

three distinct sections, each one representing a different scenario. In all scenarios, it’s

assumed that the customer can freely change his allocation at any given time.

5.1 Single Instance Type - Multiple AZs

The first scenario simulates the possible discounts from being free to pick any

given AZ to run the desired application, given that the instance type selected remains the

same. Relating this scenario to the real world relates to a customer with an application

running on an SI, with a specific instance type, and in a specific AZ. This customer, who

does not have network latency constraints, now has the opportunity to pick any AZ to run

his application, being free to choose the cheapest option at all times.

Tables 5.1, 5.2, 5.3 and 5.4 display what the calculated mean price for an instance

using multiple AZs and the calculated best price that could be achieved at all times. The

tables also indicate the discount between those two prices, showing the magnitude of the

difference between them. Table 5.5 shows the aggregated results from all groups.
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Table 5.1: General Purpose | Single Instance Type - Multiple AZs
Instance Type Mean Price Best Price Discount

t2.large 0.0434 0.0303 30.15
t3.large 0.0397 0.0263 33.77

m5.large 0.0441 0.0268 39.21

Source: Author

Table 5.2: Compute Optimized | Single Instance Type - Multiple AZs
Instance Type Mean Price Best Price Discount

c5.large 0.0431 0.0283 34.23
c5n.large 0.0459 0.0254 44.63
c6i.large 0.045 0.0264 41.27

Source: Author

Table 5.3: Memory Optimized | Single Instance Type - Multiple AZs
Instance Type Mean Price Best Price Discount

r5.large 0.0428 0.0287 32.99
r6i.large 0.0458 0.0282 38.52
z1d.large 0.0733 0.0591 19.37

Source: Author

Table 5.4: Storage Optimized | Single Instance Type - Multiple AZs
Instance Type Mean Price Best Price Discount

i3.large 0.0543 0.0458 15.66
i4i.large 0.0587 0.0507 13.55

i3en.large 0.0695 0.0655 5.74

Source: Author

Table 5.5: Group Discount | Single Instance Type - Multiple AZs
Instance Group Average Discount

General Purpose 34.38
Compute Optimized 40.04
Memory Optimized 30.3
Storage Optimized 11.65

Source: Author

5.2 Multiple Instance Types - Single AZ

The second scenario illustrates the opposite case from the previous one. Now, a

customer with an application running on an SI with a specific instance type and in a spe-

cific AZ can run the same application in any of the selected instance types. This analysis

imposes a challenge that was not seen in the previous section. Running an application in

different instance types incurs in different execution times, impacting the final bill since



26

the prices are given by the hour. To incorporate this effect, tables 5.6, 5.7, 5.8 and 5.9 also

contain a column for the mean price of keeping the cheapest option at all times. Table

5.10 shows the aggregated results from all groups.

Table 5.6: General Purpose | Multiple Instance Types - Single AZ
AZ Price Price Price Discount to Discount to

Cheapest Average Best Average Cheapest
usw1 0.0340 0.0350 0.0319 9.00 6.36
usw2 0.0447 0.0455 0.0382 15.98 14.41
use1 0.0510 0.0499 0.0406 18.71 20.48
use2 0.0330 0.0300 0.0242 19.39 26.73

Source: Author

Table 5.7: Compute Optimized | Multiple Instance Types - Single AZ
AZ Price Price Price Discount to Discount to

Cheapest Average Best Average Cheapest
usw1 0.0358 0.0333 0.0311 6.51 13.05
usw2 0.0469 0.0507 0.0436 13.98 6.96
use1 0.0503 0.0528 0.0406 23.12 19.29
use2 0.0308 0.0305 0.0288 5.6 6.56

Source: Author

Table 5.8: Memory Optimized | Multiple Instance Types - Single AZ
AZ Price Price Price Discount to Discount to

Cheapest Average Best Average Cheapest
usw1 0.0354 0.0449 0.0343 23.59 3.05
usw2 0.0492 0.0600 0.0461 23.21 6.34
use1 0.0473 0.0573 0.0364 36.42 22.93
use2 0.0316 0.0414 0.0284 31.22 9.98

Source: Author

5.3 Multiple Instance Types - Multiple AZs

This last section merges both previous ones and considers that all instance types

from each group could be selected in any given instant. The found results are displayed

in table 5.11. Crossing these results with the ones from the previous sections, it can be

seen that most of the available discount comes from the lack of an AZ constraint. It also

demonstrates that the benefits of removing each constraint are not fully correlated, since

the final result is better than the previous ones.



27

Table 5.9: Storage Optimized | Multiple Instance Types - Single AZ
AZ Price Price Price Discount to Discount to

Cheapest Average Best Average Cheapest
usw1 0.0516 0.0611 0.0516 15.55 0.00
usw2 0.0563 0.0617 0.0547 11.34 2.88
use1 0.0579 0.0630 0.0556 11.75 3.95
use2 0.0465 0.0551 0.0461 16.32 0.92

Source: Author

Table 5.10: Group Discount | Multiple Instance Types - Single AZ
Instance Average Discount Average Discount
Group to Mean to Cheapest

General Purpose 15.77 17.00
Compute Optimized 12.30 11.46
Memory Optimized 28.61 10.58
Storage Optimized 13.74 1.94

Source: Author

Table 5.11: Group Discount | Multiple Instance Types - Multiple AZs
Group Price Price Price Discount to Discount to

Cheapest Average Best Average Cheapest
General Purpose 0.0424 0.0242 0.0434 42.93 44.26

Compute Optimized 0.0447 0.0252 0.0431 43.55 41.5
Memory Optimized 0.053 0.0275 0.0428 48.15 35.74
Storage Optimized 0.0607 0.0458 0.0543 24.53 15.71

Source: Author
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6 CONCLUSION AND FUTURE WORK

From the results seen earlier in this work, the conclusion is that significant gains

can be extracted by adding the possibility of utilizing multiple AZs and multiple instance

types, in ranges from 15% to 45% according to the estimations. While an approach ex-

ploiting this fact certainly cannot apply to many use cases, such as where the stability

of the service is a must, there are scenarios where an approach to take advantage of the

found results could be feasible. As presented earlier, these scenarios include but are not

limited to, CI/CD pipelines and software testing. To take advantage of the findings, one

must allocate SIs and constantly reevaluate the current price.

Further works could improve the ideas presented here in many ways. In case the

scenario changes, a multi-provider analysis could be of great value. The implementa-

tion part of everything presented here could cement the findings and provide empirical

evidence of cost reduction opportunities. The latter is a must since there is a huge gap

between theory and practice when complex systems are involved. This work did not

consider engineering costs to build a solution, neither the data transfer rates charged by

providers nor the difference in processing speed for different instance types as presented

by O’Loughlin and Gillam (2014). These items can change the magnitude of the findings

from this work. To minimize this chance, findings from empirical studies analyzing the

investment in Cloud Infrastructure, such as Kotas, Naughton and Imam (2018), can be

brought to the Spot Market, which, with its constant changes and improvements, is still

fertile ground for research.
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