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RESUMO

Nos ultimos anos, a espectroscopia no infravermelho (IR) ganhou grande aceitacdo em
diversas areas de pesquisa por ser uma técnica rapida, simples e ndo destrutiva que permite a
quantificacdo de diversos componentes quimicos em amostras. Apesar de a IR resultar em
valores de absorbancia que auxiliam na caracterizacdo da amostra, tal técnica acaba por gerar
bancos de dados compostos por centenas, ou até milhares, de varidveis altamente
correlacionadas e ruidosas, comprometendo o resultado de diversas técnicas de analise
multivariada. Dentro deste cenario, esta Tese apresenta novas metodologias para selecdo de
variaveis, também chamada de selecdo de comprimentos de onda quando aplicados em dados
de IR, com o intuito de auxiliar o reconhecimento de padrdes para o controle de qualidade em
diversas areas. Tais metodologias sdo apresentadas em trés artigos onde as proposi¢des visam
a solucdo de problemas especificos: no primeiro artigo, amostras de erva mate sdo
categorizadas de acordo com seu pais de origem através de uma nova metodologia para
selecdo de variaveis. Para tanto, um problema de Programacdo Quadratica, combinado com a
Informacdo Mdtua entre as variaveis, é utilizado para reduzir a redundancia entre as variaveis
retidas e maximizar sua relacdo com o local de origem da amostra; por sua vez, o segundo
artigo adequa as proposi¢cdes do primeiro artigo para um problema de predicdo, onde o
objetivo é determinar a concentracdo de cocaina e adulterantes em amostras de cocaina
laboratoriais e apreendidas; por fim, o terceiro artigo utiliza a estatistica do teste de
Kolmogorov-Smirnov para duas amostras em uma abordagem de selecdo de intervalos de
comprimentos de onda com o intuito de identificar falsificacbes em medicamentos para
disfuncdo erétil. A aplicagdo dos métodos em bancos de dados com distintas caracteristicas e
a validacéo dos resultados corrobora a adequabilidade das proposi¢oes desta tese.

Palavras-chave: Selecdo de Comprimentos de Onda; NIR; FTIR; Classificacdo; Predicdo.



ABSTRACT

Over the last few years infrared (IR) spectroscopy gained wide acceptance in many research
fields as a quick, simple and non-destructive technique allowing the quantification of many
chemical compounds. Although IR provide many absorbance values that helps the sample
characterization, this technique also generate databases comprised by hundreds, or even
thousands, of highly noisy and correlated wavenumbers, jeopardizing the results of many
multivariate analysis techniques. Under such scenario, this thesis presents new variables
selection methodologies (also called wavenumber selection when applied in IR data) aimed to
recognize patterns for quality control in many areas. Such methodologies are presented in
three papers where the propositions are tailored for the solution of specific problems: on the
first paper, yerba mate samples are categorized according to their country of origin through a
novel variable selection methodology. Thereunto a quadratic programming problem,
combined with the Mutual Information among variables, is utilized to reduce the redundancy
among variables and increase their relationship with the samples’ place of origin; the second
paper adequate the first paper propositions for a prediction method which aims to determine
cocaine and adulterants concentration in laboratorial and seized cocaine samples; lastly, the
third paper uses the two-samples Kolmogorov-Smirnov statistic in an wavenumber interval
selection method aimed for the identification of counterfeit erectile dysfunction medicines.
The application of the methods in databases with distinct characteristics and the results

validation corroborates the suitability of this thesis propositions.

Keywords: Wavenumber selection; NIR; FTIR; Classification; Prediction.
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1 Introducéo

O rapido avanco de tecnologias para analise e monitoramento de processos e produtos
tem gerado volumes crescentes de dados, os quais oferecem oportunidades para a
identificacdo de padrdes que expliqguem eventos das mais diversas naturezas. Tais dados, no
entanto, sdo tipicamente caracterizados por elevado nimero de variaveis, 0 que inviabiliza
uma analise minuciosa das mesmas. Além disso, parcela significativa das ferramentas
multivariadas de andlise perde eficiéncia frente a dados impregnados por ruido ou
multicolinearidade, o que é usualmente percebido em bancos com elevada dimensionalidade
(LIU; YU, 2005).

Para quantificar a composicdo quimica de produtos, de forma a encontrar padrdes que
permitam verificar determinadas carateristicas desejaveis, percebeu-se nos ultimos anos um
aumento substancial no nimero de estudos que se apoiam na espectroscopia no infravermelho
(IR); tal técnica é tida como de simples execucdo, rapida e ndo destrutiva, permitindo estimar
a composicdo quimica de observacGes com baixa preparacdo prévia (CRAIG et al., 2014;
LIU; YANG; DENG, 2015; ZHANG; ZHANG; IQBAL, 2013). Apesar de dados do tipo NIR
fornecerem diversas informacdes relevantes para a caracterizagdo de amostras, tipicamente
sdo compostos por diversas caracteristicas indesejaveis a analises multivariadas. Tal cenario
justifica a necessidade da utilizacdo de técnicas de mineracdo de dados para identificacéo
apropriada de padrdes (MAIONE et al., 2016).

A mineracdo de dados consiste no processo computacional de identificacdo de padrdes
em grandes bancos de dados, tendo como principal objetivo extrair informacdes relevantes e
implicitas destes bancos. Dentre as técnicas de mineracdo de dados, destaca-se a selecdo de
variaveis (também chamada de selecdo de comprimentos de onda quando aplicada a dados do
tipo NIR), a qual objetiva identificar as variaveis mais importantes através da remocéao de
variaveis irrelevantes ou que prejudiquem a interpretacdo dos dados. Os beneficios desta
reducdo incluem melhor interpretacdo dos resultados, maior rapidez computacional na
geragdo de modelos e aumento de acurdcia de técnicas de predigdo e classificacdo. Tais
beneficios estdo alinhados com as justificativas trazidas pela literatura para selecdo de
variaveis: (i) evitar o overfitting de modelos; (ii) produzir modelos com menor necessidade de
processamento e melhor custo-efetividade; e (iii) permitir um conhecimento aprofundado do
processo, uma vez que a identificacdo de variaveis com base no conhecimento empirico de
especialistas é frequentemente sujeita a equivocos (BLUM; LANGLEY, 1997; GUYON;
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ELISSEEFF, 2003; HASTIE; TIBSHIRANI; FRIEDMAN, 2009; KETTANEH,;
BERGLUND; WOLD, 2005; SAEYS; INZA; LARRANAGA, 2007).

Dentro do escopo desta tese, a selecdo de variaveis (ou comprimentos de onda) tem
por objetivo criar um modelo de andlise selecionando regides do espectro que sejam
significativas, reduzindo a quantidade de varidveis e, consequentemente, removendo dados
ruidosos, redundantes, ou irrelevantes. A selecdo de regides relevantes do espectro também
contribui na criacdo de modelos mais simples e, consequentemente, mais faceis de interpretar,
uma vez que tais modelos explicitam néo apenas a relagdo dos comprimentos de onda entre si,
como também sua relacdo com a variavel resposta (XIE; YING; YING, 2009; ZHANG,;
ZHANG; IQBAL, 2013). Por fim, a remogdo de comprimentos de onda que ndo possuem
informacBes relevantes reduz a complexidade do modelo, resultando em ganhos
computacionais e de precisdo (CHEN et al., 2013).

Existem dois propdsitos principais alinhados com a sele¢do de comprimentos de onda:
(i) predicdo, onde o objetivo é encontrar um conjunto de variaveis independentes que
viabilizam melhor predicdo de variaveis dependente quantitativa (GAUCHI; CHAGNON,
2001; PEREIRA et al., 2011); e (ii) classificacdo, a qual objetiva encontrar o conjunto de
variaveis independentes que melhor insira novas observacfes em categorias (ANZANELLO
et al., 2015; DINIZ et al., 2014). Para atingir tais objetivos, os métodos de selecdo de
comprimentos de onda se dividem em duas frentes: (i) selecdo de comprimentos de onda
individuais, como em Anzanello et al. (2015), e (ii) selecdo de intervalos de comprimentos de
onda, como em Soares et al. (2017) e Marcelo et al. (2014). Os artigos apresentados nesta tese
abordam metodologias para classificacdo e predicdo voltadas a selecdo individual e de
intervalos de comprimentos de onda. O primeiro artigo apresenta um método de selecdo de
comprimentos de onda que visa a identificacdo do pais de origem de amostras de erva mate;
por sua vez, o segundo artigo apresenta um metodo com o intuito de predizer a concentracao
de cocaina e adulterantes em amostras de cocaina; por fim, um método de selecdo de
intervalos de comprimentos de onda é proposto no terceiro artigo com o objetivo de

identificar falsificagdes de remédios para disfuncéo erétil.

1.1 TewmAE OBJETIVOS

O tema da presente tese € a proposicdo de novas abordagens para selecdo de
comprimentos de onda com vistas a classificagdo de amostras e predicdo de suas

propriedades. Os objetivos especificos sdo:
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(1) Criar novos indices de Importancia de Comprimentos de onda com vistas a
mensurar a relevancia das variaveis analisadas;

(i)  Comparar métodos de selecdo de intervalos de comprimentos de onda e de selecdo
individual de comprimentos de onda;

(iii)  Comparar os resultados dos métodos propostos a outras metodologias de selecéo
de varidveis mais difundidas, aplicando-os em bancos de dados reais; e

(iv)  Verificar a adequabilidade em dados oriundos de NIR com diferentes
caracteristicas em relacdo a dimensionalidade e caracteristicas da variavel

resposta;

1.2  JUSTIFICATIVA DO TEMA E DoOSs OBJETIVOS

Nos Gltimos anos, a espectroscopia no infravermelho (IR) ganhou grande aceitagdo em
diversas areas de pesquisa por ser uma técnica rapida, simples e ndo destrutiva que permite a
quantificacdo de diversos componentes quimicos em amostras. A IR, combinada com
diferentes tipos de técnicas de analise multivariada, tem sido utilizada nas mais diversas areas
de pesquisa, as quais incluem analise forense (BORILLE et al., 2017; MARCELO et al.,
2016), engenharia de combustiveis (CRAMER; MORRIS; ROSE-PEHRSSON, 2010; SUN et
al., 2011) e engenharia de alimentos (MARQUETTI et al., 2016; ZHANG et al., 2015).

Apesar da IR resultar em valores de absorbancia que auxiliam na quantificacdo de
diversos componentes quimicos, a técnica acaba por gerar bancos de dados compostos por
centenas, ou até milhares, de variaveis altamente correlacionadas e ruidosas, comprometendo
o resultado de diversas técnicas de analise multivariada. Dentro deste cendrio, a mineracao de
dados voltada a selecdo de regifes relevantes do espectro se mostra necessaria tanto para
aumentar a qualidade da analise multivariada como para reduzir a influéncia de dados mal
condicionados, gerando assim modelos mais simples e eficientes em termos de interpretacédo
(HE et al., 2014; MARCELO et al., 2014). Tais beneficios justificam as abordagens aqui
propostas em termos praticos.

Percebe-se ainda que diversas abordagens cléssicas da literatura acabam por ndo mais
produzir modelos satisfatorios quando aplicadas a dados espectrais mais detalhados, os quais
sdo decorrentes da modernizacdo das técnicas experimentais utilizadas na obtencdo do NIR.
Desta forma, é possivel perceber no ambito académico um grande esforco devotado ao
desenvolvimento de abordagens mais robustas e aptas a aplicagdo em bancos com tendéncia

crescente de dimensionalidade, o que contribui na justificativa académica do tema desta tese.
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1.3 ESTRUTURA DA PESQUISA

A pesquisa € realizada em trés etapas, onde cada etapa corresponde a um artigo que
visa a atender os objetivos especificos supracitados. Com relacdo a estrutura da tese, cada
artigo corresponde a um dos capitulos subsequentes a presente introducdo. A Tabela 1-1

apresenta os artigos, ferramentas utilizadas e contribuicdo cientifica de cada artigo.

Artigo Titulo Ferra}mentas Contribuicéo cientifica
utilizadas
Near infrared x _—
Programacao Proposic¢do de um novo
spectroscopy and " ) «
. Quadratica, método de selecdo de
element concentration N .
. . Informagdo Mutua, comprimentos de onda
analysis for assessing A N
1 Maquina de Suporte para categorizacao de
yerba mate (llex . i
. Vetorial, Analise amostras de erva mate de
paraguariensis) samples RO .
) Discriminante, K- acordo com seu pais de
according to the country - o .
L vizinhos proximos origem
of origin
Programacao
Quadratica, _—
X nao Proposi¢do de um novo
) Informacéo Mutua, ) N
Wavenumber selection . b método de selecéo de
; Regressédo Linear .
method to determine the S < comprimentos de onda
) X Mdlipla, Regresséo X
2 concentration of cocaine para predicdo da
. por Componentes x .
and adulterants in Principais concentracdo de cocaina e
cocaine samples pais, adulterantes em amostras
Regresséo por .
. de cocaina
Minimos
Quadraticos Parciais
Teste de .
Proposicdo de um novo
Kolmogorov- . «
) método de selecdo de
. . Smirnov para duas .
Spectra interval selection amostras. Maquina intervalos de
3 to identify counterfeit » Vi comprimentos de onda

medicines

de Suporte Vetorial,
Analise
Discriminante, K-
vizinhos proximos

para categorizacao de
medicamentos falsificados
e originais

Tabela 1-1 — Descrigéo dos artigos da tese

Dentre as principais contribui¢cbes desta pesquisa destacam-se: a integracdo da

Programacdo Quadrética a Informacdo Mutua voltada a geracdo de um indice de importancia
de comprimentos de onda aplicavel a selecdo de variaveis em problemas de classificagdo e
predicdo; a proposi¢do de um indice de importancia de intervalos de comprimentos de onda
atraveés da estatistica do teste de Kolmogorov-Smirnov para duas amostras; e a comparagédo
entre a selecdo de comprimentos de onda individuais e a selecdo de intervalos de

comprimentos de onda, duas abordagens utilizadas na literatura.
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1.4 DELIMITACOES DA PESQUISA

A pesquisa considera em seu escopo somente ferramentas classicas de analise
multivariada, bancos de dados de NIR voltados a problemas especificos e a validacdo dos
resultados através da comparacdo com os resultados de técnicas difundidas de selecdo de
comprimentos de onda ou por especialistas. Desta forma, ndo foram considerados nesta
pesquisa:

e Técnicas de analise multivariada alternativas as existentes na literatura;

e Dados publicos de NIR;

e Modelos alternativos ao wrapper com a inclusdo de varidveis de forma forward
ordenada;

e Avaliacdes de modelos baseados em métricas outras que acuracia e dimensionalidade;

e

e A interpretacdo detalhada dos modelos gerados, analisando apenas 0s comprimentos

de onda selecionados e ndo suas implicagdes.
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2 ARTIGO 1 - Near infrared spectroscopy and element concentration analysis for
assessing yerba mate (llex Paraguariensis) samples according to the country of
origin

Artigo publicado no Computers and Electronics in Agriculture (Elsevier, JCR 5ylF: 2.502, Qualis A2)

Abstract

Yerba mate (llex Paraguariensis) is used to produce a beverage typically consumed in South
America countries, and presents peculiar land-based characteristics due to geographical
origin. Such characteristics have recently become a matter of interest for many producers as
specific features of yerba mate tend to influence product acceptance in new markets, prices
and commercial advantages. This scenario justifies the developing of frameworks tailored to
correctly classify products according to their authenticity. This paper uses Near Infrared
(NIR) spectroscopy and data describing concentration of chemical elements to classify
commercial yerba mate samples according to their place of origin. Aimed at enhancing data
interpretability, we propose a novel variable selection method that applies quadratic
programming to reduce redundant information among the retained variables and maximize
their relationship regarding the sample place of origin; sample categorization is then
performed using alternative classification techniques. When applied to the NIR dataset, the
proposed method retained average 8.79% of the original wavenumbers, while leading to 1.9%
more accurate classifications when compared to categorization using the full spectra. As for
the elements dataset, we increased average classification accuracy by 3.5% and retained
47.22% of the original elements. The proposed method also outperformed two other
approaches for variable selection from the literature. Our findings suggest that variable
selection frameworks help to correctly identify the origin and authenticity of yerba mate
samples, making model construction and interpretation easier.

Keywords: Yerba Mate, Near infrared (NIR), ICP-MS, ICP-OS, Variable selection

2.1 INTRODUCTION

Food and beverage producers typically associate their brands with the place of origin
in order to increase product acceptance in new markets, and to obtain better prices and
commercial advantages (DINIZ et al., 2015; KAROUI; BAERDEMAEKER, 2007; LUYKX;

RUTH, VAN, 2008). The conditions of planting, harvesting and product processing, as well
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as intentional adulteration, may alter the final product quality and specifications. Thus,
aligned with regulatory authorities, producers have presented an increasing interest in
ensuring the precise categorization of products into proper classes according to place of
origin, as well as improve methodologies for recognizing product authenticity (BORRAS et
al., 2015; MARCELDO et al., 2014). Additionally, with the growth of international trades and
potential markets, many countries have relied on several regulations or laws to ensure food
traceability (ZHAO et al., 2013).

The llex Paraguariensis, also known as yerba mate, is a plant typically cultivated in
the subtropical regions of South America, and its infusion is one of the most consumed
beverages in countries from that continent. Despite being consumed throughout the continent,
each region has different tastes and ways of consuming the beverage, forcing the producers to
adapt the product to each region (FILIP et al., 2000; LINARES et al., 2010; NUNES et al.,
2015). The commercialization of yerba mate has increased in recent years due to the benefits
that its consumption brings to health as the substance contains bioactive components such as
polyphenols, flavonoids, amino acids, xanthines and alkaloids (GAO et al., 2013; LOPEZ-
CORDOBA et al., 2015; MARCELO et al., 2014); these compounds are associated with
antioxidant, anticancer, antiallergic, diuretic and hypocholesterolemic properties
(BRACESCO et al., 2011; FILIP et al.,, 2000; LINARES et al., 2010). Although seminal
researches on yerba mate were carried out in South America (where its use is mostly
widespread), recent findings have also been extended to Japan, China and the USA
(BRACESCO et al., 2011; HECK; DE MEJIA, 2007).

In the last few years, near infrared (NIR) spectroscopy has gained wide acceptance in
many research fields as a simple, quick and non-destructive technique that allows the
identification of chemical compounds from samples without previous preparation (CRAIG et

al., 2014; LIU; YANG; DENG, 2015; ZHANG; ZHANG; IQBAL, 2013). NIR has been
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coupled with multivariate techniques aimed to identify patterns emerging from different
products with categorization purposes in several fields, including food (KAROUI; DE
BAERDEMAEKER, 2007; MARCELDO et al., 2014), pharmaceuticals (ANZANELLO et al.,
2013; GENDRIN; ROGGO; COLLET, 2007) and fuels (FERRAO et al., 2011;
VASCONCELOS et al., 2012). More aligned with the propositions of this paper, NIR and
multivariate techniques have been used to confirm the authenticity and origin of food and
beverage products, including tea (DINIZ et al., 2014), wine (CYNKAR et al., 2010; LIU et
al., 2008), cheese (OTTAVIAN et al., 2012; PILLONEL et al., 2003), olive oil (CASALE et
al., 2010; GALTIER et al., 2007), honey (WOODCOCK et al., 2007) and persimmon fruits
(KHANMOHAMMADI et al., 2014).

Although the NIR technique efficiently provides absorbance values that help to
identify and quantify several chemical components, it also generates databases comprised of
hundreds (or even thousands) of highly correlated and noisy variables that jeopardize the
prediction of a response variable. In this scenario, wavenumber selection techniques become
fundamental to enhance the analysis and reduce the influence of such ill-conditioned data
upon the multivariate techniques (BALABIN; SMIRNOV, 2011; COZZOLINO; RESTAINO;
FASSIO, 2010; DONG et al., 2013; XIAOBO et al., 2010). Selecting the most relevant
regions of the NIR spectra also makes it easier to interpret the generated models, once it
highlights not only the relationship among wavenumbers but also the relationship of these
wavenumbers with the investigated property (XIE; YING; YING, 2009; ZHANG; ZHANG;
IQBAL, 2013). Additionally, the removal of uninformative wavenumbers reduces the model
complexity and provides better results (CHEN et al., 2013).

Another approach to trace the origin of food products consists of analyzing their
elemental composition and chemical concentration (DRIVELOS; GEORGIOU, 2012; Luykx

et al., 2008). Multivariate analysis of elements concentration determined by ICP-OES and/or
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ICP-MS has been widely used to determine the quality of products such as eggs (BARBOSA
et al., 2014a), rice (MAIONE et al., 2016), organic coffee (BARBOSA et al., 2014b), and tea
(DINIZ et al., 2015; MOREDA-PINEIRO; FISHER; HILL, 2003). Specifically in yerba mate,
elements can provide useful insights on different forms of cultivation, type of soil and
climatic conditions in each country, since macronutrient and micronutrient availability
depends on several features such as rainfall, temperature, pH and type of soil (MARCELO et
al., 2014a). The concentration of certain elements may also be altered by the plant age, use of
fertilizers, pesticides, fungicides, and soil acidity (HANSCH; MENDEL, 2009; LAURSEN et
al., 2011; MAATHUIS, 2009). In addition, elements concentration may change as yerba mate
is industrially processed, especially in the drying and blanching steps (GIULIAN et al., 2009).
In light of that, focusing on the chemical elements with higher discriminant ability becomes a
crucial step to identify sample patterns tailored to classification purposes.

Some previous studies also aimed to classify yerba mate samples according to their
place of origin: Cozzolino et al. (2010) used NIR full spectra coupled with Principal
Components Analysis to perform such classification, while Marcelo et al. (2014a) identified
the origin of yerba mate samples based on inductively coupled plasma mass spectrometry
(ICP-MS) and inductively coupled plasma optical emission spectrometry (ICP-OES). Finally,
Marcelo et al. (2014b) selected regions of the yerba mate NIR spectra using an interval-based
approach to classify samples.

This paper proposes a new framework for variable (wavenumbers or elements)
selection aimed at categorizing yerba mate samples into classes according to place of origin.
For that matter, we use quadratic programming to simultaneously minimize the probability of
retaining redundant variables, and to maximize the relationship between such variables and
the geographical origin (which is the response variable). Aimed at verifying the quality of the

retained subset, different classification techniques are used. We applied our propositions to
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two datasets emerging from the same yerba mate samples: one consisting of NIR and the
other describing elements concentration. Such datasets were obtained from 54 yerba mate
brands proceeding from four different countries (Brazil, Paraguay, Argentina and Uruguay).
The method using the recommended technique achieved 100% in the training and 94.29% in
the testing set in the NIR dataset, while retaining only 3.7% of the original wavenumbers. As
for the dataset consisting of elements concentration, 50% of the original variables were

retained to perform a perfect classification in both training set and testing set.

2.2 MATERIALS AND METHOD
2.2.1 Sample preparation and Instrumentation

Fifty-four (54) packages of different brands of commercial yerba mate were purchased
in local markets of four South America countries: 19 from Brazil, 14 from Paraguay, 14 from
Argentina and 7 from Uruguay. The different number of brands available in each country
justifies the different number of samples derived from each country. Geographic origin and
additional information were available on package labels. In addition, we have carefully
screened all brands of yerba mate available in each assessed market, so the number of samples
is near the population. It is noteworthy that we restricted our study to the traditional version of
yerba mate (also called “native”), excluding commercial variations that present sugar, teas or
other substances in their composition. Although such samples would increase the number of
assessed samples, the added substances certainly would alter the spectral data, misleading the
findings of our propositions. As for Brazilian samples, we focused on brands produced in Rio
Grande do Sul and Santa Catarina states due to the vast territory of that country and potential
heterogeneity of samples; such information was available on package labels.

The NIR spectra were obtained using a PerkinElmer 400 IR spectrometer equipped

with integrating sphere and indium gallium-arsenic (In-Ga-As) detector. Background



22

registration was taken using a Spectralon disc. Reflectance was measured in the range 10000—
4200 cm™ with a 4 cm™ resolution. Due to excessive noise, in some NIR regions, the 8000-
4200 cm™ spectral region was selected, resulting in 3801 wavenumbers. For each sample,
reflectance was normalized (maximum values to 1 and minimum values to 0) in order to
correct multiplicative effects in the spectrum and to remove light effects. We performed a
total of 32 scans for each sample; all scans were run in random order and in triplicate. One
triplicate for a Brazilian sample was discarded; therefore the total number of NIR
observations is 161. An aliquot (50 g) of each yerba mate brand was grounded in a cryogenic
mill (Spex Certiprep, 6750 Freezer Mill, USA). The result was a homogenous green powder
with particle size under 300 um. This powder was transferred to a glass recipient
recommended by the equipment manual (PerkinElmer 400 IR spectrometer). The glass
recipient was put above the equipment sampler and covered with a black plastic cape to
protect from external lights. Samples were not attached to the integrating sphere. Preliminary
tests revealed that particle size had huge importance upon the analysis, so the cryogenic
grinding was carried out in argon atmosphere with the sample frozen for 2 min and then
ground for 2 min at 20 beats per second.

To determine the elements concentration a Varian/Vista MPX (USA) ICP-OES and
ELAN DRC Il (Perkin EImer/SCIEX, Canada) ICP-MS were employed for quantification of
the investigated elements. The ICP-MS instrument was operated in standard mode.
Information about the elements, main instrumental parameters and settings are summarized in
Table 2-1.

Additionally, we used nitric acid (Merck) purified by sub-boiling distillation
(Duopor/Milestone, Italy) for sample and solution preparation. In order to obtain a resistivity
of 18.2 MQ cm the water used throughout the study was purified in a Milli-Q system

(Millipore). The calibration solutions were prepared in 5% (v/v) HNOj3 by serial dilution of
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stock solutions as follows: a) 10 mgL~! (Plasma Cal SCP33MS Science, Canada) for Li, Be,
Ti, V, Cr, Ni, Co, As, Se, Rb, Mo, Ag, Cd, Sh, La, Ce, Pb, Bi and U; b) 1000 mgL™!
(SpecSol, Brazil) for Al, Ba, Ca, Cu, Fe, K, Mg, Mn, Sr and Zn; and ¢) 1000 mgL~! (Titrisol,
Merck) for P. The concentration of calibration solutions ranged from 0.05 to 10 pugL™! for the
elements determined by ICP-MS. As for the elements determined through ICP-OES, the
concentrations of calibration solutions were 10 to 100 ugL™ for Sr, Zn, Ba and Cu; 50 to
1500 pgL~! for Fe, Al and Mn; and 1.0 to 8.0 mgL~! for K, Ca, Mg and P. Sb, Se, Ag, Bi, Li

and Be were not detected in some samples, yielding a dataset comprised of 24 variables.

Parameter Setting for each technique

ICP-OES ICP-MS
RF power 1300W 1300W
Plasma gas flow rate 15 L min~?t 15 L min™?
Auxiliary gas 2.25 L min~! 12 Lmin™?*
Nebulizer gas flow rate 230 kPa 1.0 L min™?t
Sample flow rate 1.5-2.5 mL min~?! 1.2 mL min~?*
Nebulizer Ultrasonic (CETAC, 5000) and concentric MicroMist MCN-600
Spray Chamber Sturman-Masters (VARIAN) Cyclonic
Wavenumber (nm) Al (396.153), Ba (233.527), Ca (422.673), Cu (324.754),

Fe (238.204), K (769.897), Mg (279.553), Mn (257.610),
P (213.617), Sr (407.771), Zn (213.857)

Isotope - 7Li, 9Be, 47Ti, 51V, 53Cr, 58Ni,
59Co, 75As, 82Se, 85Rb, 98Mo,
107Ag, 112Cd, 121Sh, 139La,
140Ce, 208Pb, 209Bi, 238U

Plasma view Radial

Calibration type External External

Table 2-1 — Parameters and settings for elemental analysis using ICP-OES and ICP-MS

2.2.2 Multivariate Techniques

We now present the fundamentals of the multivariate techniques used in this paper

(Mutual Information, Quadratic Programming, k-nearest neighbor, Support Vector Machine
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and Discriminant Analysis). All these techniques are widely available in computational
packages for data analysis, justifying their use in our propositions.

The Mutual Information of two random variables (e.g. wavenumbers or elements
concentration) is a non-negative symmetric dependency measure between these two variables
(i.e., the Mutual Information quantifies the amount of information shared between such
variables). Unlike other dependency measures, Mutual Information has the advantage of
modeling nonlinear dependences (ROSSI et al., 2006). The Mutual Information between

variables X and Y is defined as

CvY — (x,y)
I (X1 Y) - Zer erxp(x, ynog(%)(l)

where p(x, y) is the joint probability distribution function of X and Y, and p(x) and p(y) are
the marginal probability distribution functions of X and Y, respectively (LONG, et al., 2013;
RACHOW et al., 2011; RODRIGUEZ-ROSARIO et al., 2008). Such distributions can be
either discretized (also known as “Histogram Method”, approach used in this paper) or
estimated by density function methods (DUDA; HART; STORK, 2001).

Quadratic programming (QP) is a type of optimization applied to a quadratic function
consisting of several variables subjected to linear constraints (CHEN; CHEN; LIN, 2005;
GILL; WONG, 2015). An optimization problem seeks to determine the function domain that
reaches the extreme values of a function, i.e. the largest or the smallest value that a function

can achieve. The generic vector formulation of a QP is depicted in equation (2)

minmEe f(x) = {% x'Hx - f'x } )
where X is a N-dimensional variable vector, H is a NxN symmetric matrix that represents the
second order elements of the polynomial, and f is a N-dimensional vector that represents the

first order elements (RODRIGUEZ-LUJAN et al., 2010). In the propositions of this paper, the

QP aims at identifying the most relevant variables for sample classification.


https://en.wikipedia.org/wiki/Joint_distribution
https://en.wikipedia.org/wiki/Marginal_probability
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We now present the fundamental of the classification techniques we test. The first, k-
Nearest Neighbor (KNN), is a non-parametric technique that categorizes a new sample
according to the class that appears the most among the k nearest samples; the nearest
neighbors are typically identified by means of the Euclidian or the Mahalanobis Distances.
The KNN stands out for its simplicity and for requiring a single parameter, k, which can be
defined by cross-validation (BARBON et al., 2016; DUDA; HART; STORK, 2001;
REBOLO et al., 2000). Discriminant Analysis (DA), the second used technique, determines
the hyperplane that maximizes the ratio of variances between classes and within each class.
Similarly to several other statistical techniques, such hyperplane can be achieved through the
calculation of eigenvalues and correspondent eigenvectors. The resulting hyperplane is then
used to classify new samples (DUDA; HART; STORK, 2001; HASTIE; TIBSHIRANI,
FRIEDMAN, 2009). The third technique is the Support Vector Machine (SVM), which uses a
training sample to create a linear hyperplane maximizing the separation between two classes
(CORTES; VAPNIK, 1995); the location of a sample with regards to that hyperplane defines
its allocation to a class. In addition, kernel functions can be applied to transform nonlinear
data and create a proper hyperplane (COLMAN et al., 2015; HUANG, C. L.; WANG, C. J.,
2006; RAKOTOMAMONJY, 2003). SVM was originally created to classify samples into two
classes, but different approaches (e.g. one versus the remaining classes, used in this paper)

allows one to classify new samples into multiple classes (BURGES, 1998; LUTS et al., 2010).

2.2.3 Proposed framework for variable selection

There are four methodological steps in the proposed framework for variable selection
aimed to identify the origin of yerba mate samples: (i) divide the original data into training
and testing sets using the Kennard Stone algorithm; (ii) compute the mutual information
among variables and between variables and the response variable using the training set; (iii)

create a Variable Importance Index (VII) to assess variable relevance using the QP
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optimization; and (iv) iteratively classify the training set samples using a forward procedure
according to the order suggested by the VII, and retain the subset that yields the best result.
Finally, classify the testing set using the retained variables. We now detail such steps.

Consider samples represented by C classes, c=1,...,C. In step (i), for each class c, we
split the M. samples consisting of N variables into two sets: a training set from class c,
containing TR, samples, and a testing set from class c, containing TS, samples, where
TR.+TS.=M,. The Kennard-Stone algorithm was used to split the dataset into training and
testing set due to its robustness and wide acceptance in chemometrics (DONG et al., 2013;
KHANMOHAMMADI; GARMARUDI; LA GUARDIA, 2013; PONTES et al., 2005). The
proportion between TR, and TS, is defined as 80%-20%. The union of all ¢ training sets is
used to select the most important variables, while the union of all ¢ testing sets denotes new
samples to be classified. Such unions will hereafter be called just as training set and testing
set, respectively.

When modeling a dataset, one typically intends to retain variables that have minimum
relationship among themselves and maximum information regarding the response variable
(GUYON; ELISSEEFF, 2003; LIU; YU, 2005). In order to tackle such points, in step (ii) we
use the training set to generate a matrix R and a vector s. Since each class may be differently
described by sets of variables, a matrix R, with dimensionality NxN, where r.;;=I(V,;, V;),
i.e., the mutual information of variables i and j within class c, is calculated for each class c. In
that notation, in the R matrix of class c, ith line and jth column is the mutual information
between variable i and variable j within class ¢. Matrix R is then defined as the average
Mutual Information for each variable among classes, as in equation (3), while s is a N-
dimensional vector with elements s;=I(V;, origin); i.e., the ith element of vector s is the
mutual information between variable i and the response variable (place of origin).

R
R = anber of classes c 3
Zc_l number of classes (3)
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In step (iii), a QP optimization problem is formulated using R and s. The objective
function aims to simultaneously reduce the shared information and increase the categorization
ability among variables, as in equation (4); in that equation, a is a scalar parameter proposed
in Rodriguez-Lujan et al. (2010) that prevents the predominance of R or s in the optimization
(i.e., o avoids one term of the optimization to dominate the other term, which may lead to loss
of important information, as claimed by Rodriguez-Lujan et al. (2010). Constraints presented

in equations (5) and (6) restrict the domain function to the interval [0,1].

e £ (x) = {% (1 - a)x'Rx- as'x } (4)
Subject to

x;=>0 5)

Nox=1 (6)

In the propositions of this paper, the weight vector x (consisting of variables x;) in
equation (4) represents the weight of variable i in a scenario where the association among
independent variables is minimized and the association between independent variables and
classes is maximized by means of the QP (RODRIGUEZ-LUJAN et al., 2010). Such weight
enables assessing the importance of each variable for the classification procedure carried out
in step (iv). Therefore, x is used as a VII; the greater the VII, the more important such variable
is deemed for classification.

In step (iv), the training samples are inserted into proper classes applying the KNN on
the variable with the highest VII; the classification accuracy (i.e., ratio of correct
classifications) is calculated. Next, the variable with the second highest VII is added to the
dataset and a new classification using the two most important variables is carried out. Such
iterative procedure is repeated until all variables have been inserted into the dataset used for
classification. The variable subset yielding the highest accuracy is retained; in case multiple

variable subsets yield the maximum accuracy, the subset with fewer variables is retained. That
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course of action allows one to interrupt step (iv) whether perfect classifications are obtained
before all variables are inserted into the dataset (avoiding unnecessary computational
processing). The selected variables are then used to classify the testing set samples, denoting
observations not used during the development of the classifier. Finally, we repeat Step (iv)
replacing KNN by DA and SVM classification techniques and compared their categorization

performance.

2.3 RESULTS AND DISCUSSION

We now apply the proposed method to the datasets (yerba mate NIR and chemical
elements) described in section 2.1; the classification performance obtained after variable
selection is then compared with the categorization using all original variables (i.e., full
databases) and with two frameworks for variable selection. All computational experiments
were performed in Matlab® R2014a, using Statistics and Machine Learning Toolbox and
Optimization Toolbox.

Parameters for the classification techniques were defined using cross validation
(BARBON et al., 2016; ZHANG et al., 2015). For the KNN classification technique, we
defined the parameters “number of neighbors” (assessed from k=3 to k=5), and the “distance
metric” (Euclidean or Mahalanobis). As for the DA, we tested the parameter “discriminant
type” (linear or quadratic); we also set the prior probability for each class as “uniform”, since
there were no evidences to believe that a sample had different probabilities to belong to a
specific class. Finally, SVM parameters were assessed in terms of “kernel function” (linear,
polynomial with order 2 or 3, and Radial Basis Function with sigma equal to 1, 3, or 5), and
“box constraint” representing the misclassification cost (1, 5 or 10). If more than one
combination of parameters depicted the same result, the one closest to the default values was

used.
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2.3.1 NIR data

2.3.1.1 Overview of the NIR spectra for yerba mate

The 8000-4200 cm™ spectral region was selected due to excessive noise observed in
other NIR regions. The infrared spectra were normalized using sup norm (maximum
absorbance equal to 1) to remove systematic variation associated to the particle size, and to
equalize the magnitude of each sample in the model. Figure 2-1 displays the normalized

spectra for the 161 samples.

0.9 C
0.8
0.7
0.6

05

Absorbance

0.4

03

0.2

0.1

0

4500 5000 5500 6000 6500 7000 7500 8000
Wavenumber

Figure 2-1 Raw spectra of NIR absorbance for 161 yerba mate samples

2.3.1.2 NIR wavenumber selection

Table 2-2 depicts the selected parameters of the classification techniques for the NIR
data. As for the KNN parameters, wavenumbers do not require the Mahalanobis Distance,
since the Euclidean Distance (the default parameter) produces similar results; in addition, k=3
is set to avoid overfitting as the number of Uruguayan samples is substantially smaller than
other countries’ samples and may jeopardize the classification. DA and SVM depict different
results, as DA indicates that the classes have linear boundaries while SVM rely on a nonlinear

classifier.

KNN DA SVM
Radial Basis Function
k=3 (default) - S . -
Euclidean Distance (default) Linear Discriminant (default) Box Sclogr:ztarz;nf:; e

Table 2-2 — Parameters of multivariate techniques on NIR dataset

Table 2-3 depicts the confusion matrix for each classification technique applied to the

yerba mate training set using the recommended subset of wavenumbers. The training set is
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comprised of 126 samples: 32 from Argentina, 45 from Brazil, 15 from Uruguay and 33 from
Paraguay. DA and SVM led to perfect classifications, while KNN yielded several
misclassifications. Table 2-4 depicts the number of retained wavenumbers for each
classification technique after the selection procedure suggested in section 2. Regardless the
classification accuracy in the training set, it is noteworthy that SVM and DA needed
substantially fewer wavenumbers than the KNN. The joint analysis of Table 2-3 and Table
2-4 suggests that the variables are highly overlapped and jeopardize the KNN performance as

this last classification such technique relies on the Euclidean distance for categorization.

Training Set
Real
KNN DA SVM
ARG BRA URU PAR ARG BRA URU PAR ARG BRA URU PAR
ARG 31 4 3 1 33 0 0 0 33 0 0 0
Predicted BRA 1 40 3 2 0 45 0 0 0 45 0 0
URU 0 0 9 0 0 0 15 0 0 0 15 0
PAR 1 1 0 30 0 0 0 33 0 0 0 33

Table 2-3 — Confusion matrix of classification results on NIR training set

Classification Number of Retained % of Retained

Technique Wavenumbers Wavenumbers
KNN 759 19.97%

DA 102 2.68%

SVM 141 3.71%

Table 2-4 — Number and ID of retained wavenumbers

Figure 2-1 illustrates the initial stages of the classification accuracy profile as the first
wavenumbers are inserted into the training set following the order suggested by the VII (SVM
is used as classification technique); the dots in that figure represent the classification accuracy
when an increasing number of wavenumbers is used. After the addition of the 141"
wavenumber the accuracy stands on 100%, suggesting that the insertion of additional
wavenumbers into the model does not provide relevant information for the classification.

In order to illustrate the better classification performance yielded by the proposed VII
in the wavenumber selection process, we carried out an alternative selection procedure by
randomly adding wavenumbers (one by one) to the subset of wavenumbers used for
classification until 100% accurate classifications were obtained or all wavenumbers were

added to the subset. We repeated that procedure 100 times. The results from such alternative
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course of action are represented by the bars in Figure 2-1, which depict the mean accuracy * 1
standard deviation (numerical results of such alternative procedure are presented in section
3.3, which brings a comparison between different approaches). It can be noticed that the
accuracy profile yielded by the random selection of wavenumbers leads to smaller accuracies
(especially after the method achieved 100% of accuracy), suggesting the proposed method as

a reliable way of selecting the most relevant wavenumbers for sample classification.
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Figure 2-1 — NIR training set accuracy profile with SVM

Table 2-5 depicts the confusion matrix comparing the classification performance of
both full spectra and selected wavenumbers in the testing set. The testing set is comprised of
35 samples: 9 Argentinean, 11 Brazilian, 6 Uruguayan and 9 Paraguayan. It can be noticed
that only SVM provides satisfactory results, while both KNN and DA have their classification
performance substantially reduced in the testing set. The poor results achieved by KNN were
expected, once the training set results were poor; as for the DA low accuracy in the testing set,
there are strong evidences of model overfitting yielded by this classification technique. Such
results indicate that linear techniques are not adequate to create a good classification model,

therefore a high dimensionality transformation (such as RBF) is needed.



32

Testing Set
Real
KNN DA SVM
ARG BRA URU PAR ARG BRA URU PAR ARG BRA URU PAR

ARG 8 1 0 2 8 0 0 2 6 0 0 0

Full data BRA 1 9 0 0 0 6 0 3 1 9 0 0
URU 0 0 6 0 0 2 1 2 0 0 2 1

PAR 0 1 0 7 1 3 5 2 2 2 4 8

Predicted

ARG 8 1 0 2 2 0 1 2 9 1 0 1

Selected BRA 1 7 0 2 1 5 1 2 0 10 0 0
Wavenumbers URU 0 0 6 0 5 5 4 1 0 0 6 0
PAR 0 3 0 5 1 1 0 4 0 0 0 8

Table 2-5 — Confusion matrix of classification results on NIR testing set
2.3.1.3 Analysis of the retained wavenumbers
We now discuss on the wavenumbers retained by the proposed method using the SVM;
we recommend that classification technique as it yields the best overall results. As the
retained subset contains very close (and presumably redundant) wavenumbers, it may suggest
that the retained subset is not optimum. Although that may be the case of the proposed
method, such condition does not testify against the categorization ability of the subset
recommended by the method. According to Guyon and Elisseeff (2003), the addition of
redundant variables in subsets used for classification may, in some scenarios, reduce the noise
of the whole retained subset and conduct to better categorizations. Such authors also state that
such scheme is likely to happen when approaches based on variable ranking are used;
although producing a suboptimum subset, it should not be considered a harmful characteristic.
In order to better analyze the retained wavenumbers, they are divided into two groups:
group (i), containing wavenumbers in the 4530 to 4684 cm™ interval; and group (ii),
containing wavenumbers in the 4264 and 4381 cm™ interval. The wavenumbers inside the
groups are homogeneous, and have the same chemical interpretation, while the groups are
heterogeneous. To visually describe these groups a box plot of three wavelengths of each
group is presented in Figure 2-2.
Wavenumbers inserted into Group (i) are closely related to combinations of carbon-
carbon bonds, aldehydes and amine functional groups. Figure 2-2 suggests a large

overlapping between Argentinean and Paraguayan samples and Brazilian and Uruguayan
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samples, but a reasonable separation between these two overlapped groups. Wavenumbers
belonging to Group (ii) are related to combinations of the CH3, CH, and CH bonds. Figure
2-2 indicates that the main contribution to this group to classification is the notable separation
between the Uruguayan samples to other countries samples that wavenumbers inside this
interval provides. Additionally, the notable overlap among different categories samples
depicted in Figure 2-2 enhances the necessity of a nonlinear classifier.

The differences among samples highlighted by the retained variables may not be only
related to soil and weather conditions, but also to processing stages. Different methods of
drying yerba mate (or sapecado stage) can lead to different moisture migrations along the heat
process, as well as changes in the organic composition of the final product. The drying step
can also lead to different organoleptic characteristics, which can be used as a commercial

advantage for trading (GIULIAN et al., 2009; SCHMALKO; LOVERA; KOLOMIEJEC,

4661 cm™* 4601 cm™®
. 0.75
0.76 — =
0.75} B 0.74f
+ +
0.741 1 0.73|
073 T 072
8 g -
2 072 B 2
3 8 onaf
o =}
2 071 B 2
Ed < g7k
0.7 B
— 0.69
0.69f + ;
0.68 - 068
1 1
0.67F 1 0.67F

ARG BRA PAR URU ARG BRA PAR URU



0.73

0.72

0.7

Absorbance

0.69

0.68

0.67

0.66

0.99

0.985

0.98

0.975

0.97

Absorbance

0.965
0.96
0.955

0.95

2.3.2

34

4531 cm™® 4381 cm™®

] 0.975 -
T b 0.97f
T i 0.965 [~

0.96

0.955 -

0.95~

0.945

+ | !
e , 0.04}- 4 i
L | 0.935- % i

0.931

Absorbance

ARG BRA PAR URU ARG BRA PAR URU

4306 cm™® 4264 cm™®

W
t
0.995 -
T 1 0.99}-
0.985|-
0.98f-

LT T ] -7 T

B 0.97
il 0.965

Absorbance

ARG BRA PAR URU ARG BRA PAR URU

Figure 2-2 — Boxplot of NIR retained wavenumbers

Elements data

2.3.2.1 Elements selection

Table 2-6 depicts the parameters of the classification techniques for the elements

dataset. Most parameters are the same used in the NIR dataset, with the exception of the

kernel function RBF with sigma=3 and “box constraint”=10 required by the SVM. Such

modification suggests the existence of a nonlinear boundary among the classes.

KNN DA SVM
RBF kernel function

k=3 (default) . S ) _
Euclidean Distance (default) Linear Discriminant (default) Box gé%?t?a?n?: 10

Table 2-6 — Parameters of multivariate techniques on elements dataset

Table 2-7 depicts the confusion matrix of the classification on the training set using

the recommend subset of variables. KNN was unable to correctly classify all samples,
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misclassifying two samples (one Brazilian and one Uruguayan sample into the Argentinean

class). On the other hand, both DA and SVM correctly classified all training set samples.

Training Set
Real
KNN DA SVM
ARG BRA URU PAR ARG BRA URU PAR ARG BRA URU PAR
ARG 11 1 1 0 11 0 0 0 11 0 0 0
Predicted BRA 0 14 0 0 0 15 0 0 0 15 0 0
URU 0 0 4 0 0 0 5 0 0 0 5 0
PAR 0 0 0 11 0 0 0 11 0 0 0 11

Table 2-7 — Confusion matrix of classification results on training set of the elements dataset

Table 2-8 depicts the variables (i.e., elements) retained by each classification
technique. SVM and DA retained practically the same elements, with exception of Al for the
DA, such elements yielded perfect classifications using both techniques. KNN relied on fewer
variables, but it did not correctly classify all training set samples; such results suggested that
elements V, Ni and La were relevant for sample classification and should have remained in

the classifier.

Classifigation l\_lumber pf % of Retained Retained Elements
Technique Retained Variables Variables
KNN 9 37.50% Cu, K, As, Zn, P, Cd, Co, Mn, Mg
DA 13 54.16% Cu, K, As, Zn, P, Cd, Co, Mn, Mg, V, Ni, La, Al
SVM 12 50.00% Cu, K, As, Zn, P, Cd, Co, Mn, Mg, V, Ni, La

Table 2-8 — Retained elements

Figure 2-3 illustrates the classification accuracy profile with SVM as variables were
added into the training set. We decided to recommend SVM as classification technique since
it led to perfect classifications with the smallest number of retained variables. Figure 2-3
displays that the accuracy stood on 100% after inserting the 12" variable (50% of full
dataset), implying that the addition of extra variables did not improve classification
performance. Results depicted in Table 2-9 suggest that the full dataset presents lack of
generalization, making of variable selection an important step to correctly determine the
origin of new samples.

As similarly performed for the NIR, we also added variables in a random way to the

subset of elements used for sample classification of the training set aimed at comparing
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results with the proposed VlI-based method. Differently from the previous dataset, a visual
assessment of the accuracy profile does not suggest the proposed method as superior when
compared to a random insertion of variables (see Figure 2-3). This can be justified by the fact
that the Elements dataset is comprised of a substantially smaller number of variables than the
NIR, so some of the replications relying on random insertions of variables may have led to
optimum (or close to optimum) results. However, despite the similar results on the training set
(and graph below), the performance of the suggested method led to 100% precise
classification in the testing set, against average 84.16% vyielded by the random procedure

(results discussed in section 3.3).
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Figure 2-3 — Training set accuracy profile with SVM for the elements dataset

Table 2-9 depicts the confusion matrix for the testing set considering full data (all
variables) and data consisting of the selected elements for the testing set. DA correctly
classified all samples in both scenarios (i.e., full data and with selected elements). As for the
SVM, it improved its categorization performance after variable selection as it led to a perfect
classification for the Argentinean samples. Regardless of variable selection, KNN
misclassified a Uruguayan sample as Argentinean. The poorer performance of KNN can be
justified by the small number of Uruguayan samples available for analysis, and by similarities

on the elements found in Argentinean and Uruguayan samples.
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Testing Set
Real
KNN DA SVM

ARG BRA URU PAR ARG BRA URU PAR ARG BRA URU PAR

ARG 3 0 1 0 3 0 0 0 2 0 0 0

Full data BRA 0 4 0 0 0 4 0 0 0 4 0 0
URU 0 0 1 0 0 0 2 0 1 0 2 0

PAR 0 0 0 3 0 0 0 3 0 0 0 3

Predicted

ARG 3 0 1 0 3 0 0 0 3 0 0 0

Selected BRA 0 4 0 0 0 4 0 0 0 4 0 0
Elements URU 0 0 1 0 0 0 2 0 0 0 2 0
PAR 0 0 0 3 0 0 0 3 0 0 0 3

Table 2-9 — Confusion matrix of classification results on Elements testing dataset
2.3.2.2 Analysis of the retained elements

In light that the SVM classification technique leads to the best results for the elements
data, we assess the boxplots yielded by the retained elements in Figure 2-4 (concentrations of
such elements are given in pg L™). Differently from the selected NIR wavenumbers, the
elements concentration present substantial overlapping regions, justifying the necessity of
kernel transformation for the SVM, and the incapacity of KNN to correctly classify all
samples. It is also noteworthy the large number of potential outliers; e.g., 4 samples from
Paraguay (PAR) regarding Cu, and three for Argentina (ARG) in element V. Such outliers
also contribute to justify the poor results emerging from the KNN, since this technique is
more sensitive to outliers than DA and SVM.

Among the selected elements, there are macronutrients (K and P), micronutrients (Cu,
Zn, Mn and Ni) and beneficial elements (Co, V). The concentration of these elements is
related to soil contents and farming practices (e.g., fertilizers and limestones used for
adjusting soil pH). In addition, elements contents in the yerba mate can be modified by
industrial processing stages, as previously mentioned for the NIR data (GIULIAN et al.,
2009). Among the retained elements, we understand that Lanthanum is a relevant
discriminating element that can be related to the soil composition (and consequent place of
origin): Uruguay and Brazil have similarly low La levels, whereas Argentina and Paraguay

present high concentrations regarding that element. In addition, Cd and As (toxic elements for
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human and plants) were selected as variables for discriminating some Brazilian samples; such

samples should certainly require further assessment given that dangerous aspect.
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2.3.3 Comparison with other variable selection methods

PAR

URU

39

We now compare the proposed method using SVM as classification technique with

two other approaches for variable selection: (i) a forward selection that relies on a variable

importance index derived from Principal Component Analysis (PCA) parameters; and (ii) the

performance of a random forward selection, as described in section 3.1.2. The fundamentals
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of such methods are based on a wrapper approach and forward selection (i.e., principles
aligned with the ones from our propositions), and cited by the literature as well suited courses
of action to find the most relevant variables for classification techniques (JIANG; LI, 2015;
LIU; YU, 2005). The SVM parameters are the same presented on Table 2-2 and Table 2-6.
We now briefly describe the fundamentals of each method.

The first method we compare our propositions relies on the propositions of
(ANZANELLO et al., 2013), and will be referred as PCAVII. Such framework builds a VI
based on the eigenvalues and eigenvectors from PCA assuming that variables with higher
variability are more relevant for sample classification. In the propositions of this paper, we
used the Scree Graph approach to define the number of principal components to be retained
(RENCHER, 2002); 3 principal components were retained to generate the VII. That VII
guides a forward-based procedure similar to the one employed in the proposed method, in
which variables are added one by one to the recommended subset and classification accuracy
assessed after each addition. In the other tested method variables are randomly included one
by one in the subset used for classification and accuracy is evaluated; this method also does
not require any parameter to be trained. All a