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We study the behavior of the phase transitions of the Ziff-Gullari-Barshad (ZGB) model when CO molecules
are adsorbed on a catalytic surface with a rate y and desorbed from the surface with a rate k. We employ large-
scale nonequilibrium Monte Carlo simulations along with an optimization technique based on the coefficient of
determination, in order to obtain an overview of the phase transitions of the model in the whole spectrum of y
and £ (0 <y < 1and 0 < k < 1) with precision Ay = Ak = 0.001. Successive refinements reveal a region of
points belonging to the directed percolation universality class, whereas the exponents 6 and 8/v obtained agree
with those of this universality class. On the other hand, the effects of allowing the CO desorption from the lattice
on the discontinuous phase transition point of the original ZGB model suggest the emergence of an Ising-like
point previously predicted by Tomé and Dickman [Phys. Rev. E 47, 948 (1993)]. We show that such a point
appears after a sequence of two lines of pseudocritical points which leads to a unique peak of the coefficient of
determination curve in y. = 0.554 and k. = 0.064. In this point, the exponent 6 agrees with the value found for

the Ising model.
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I. INTRODUCTION

Over several decades, the study of the critical behavior
of many-body systems has been mainly carried out through
Monte Carlo simulations, which makes it one of the most
important methods in statistical mechanics. At the very begin-
ning, to circumvent the critical slowing down (characteristic
of the long-time regime) of systems close to their critical
point was not a simple task. However, nowadays, with the
advances in computational technology and with the discovery
of new techniques, this is not the main concern anymore when
studying phase transitions and critical phenomena of those
systems. In 1989, Janssen et al. [1] and Huse [2] proposed
a method which avoids the critical slowing down and is
known as short-time (nonequilibrium) Monte Carlo (MC)
simulations. They discovered, by using renormalization group
techniques and numerical calculations, respectively, that there
is universality and scaling behavior even at the early stage
of the time evolution of dynamical systems [3]. Since then,
this method has been successfully applied to a wide variety of
problems ranging from systems with a defined Hamiltonian
[4-21] to models based on generalized Tsallis statistics [22],
protein folding models [23], and models without a defined
Hamiltonian such as polymers [24], a contact process and
cellular automaton [25], epidemic models [26], driven lattice
gases [27], model of liquids [28,29], and even surface reaction
models [30,31]. (An interesting review on the progress of this
method was published by Albano et al. [32].)

The surface reaction models [33-36] have attracted con-
siderable interest, whereas they possess phase transitions and
critical phenomena and can be used to explain several exper-
imental observations in catalysis [37-39]. One such model
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was proposed in 1986 by Ziff et al. [40] to describe some
nonequilibrium aspects of the catalytic reaction of carbon
monoxide molecules (CO) and oxygen atoms (O) on a sur-
face to produce CO, molecules, CO, (CO 4 O — CO,). In
this model, also known as the ZGB model, the surface is
represented by a two-dimensional regular square lattice. Both
CO and O, molecules in the gas phase impinge the surface
at rates y and 1 — y, respectively. Each CO molecule which
impinges the surface needs only one vacant site to be adsorbed
on it. However, the O, molecule dissociates into two O atoms
during its adsorption process. The atoms are both adsorbed
on the surface when there exist two vacant nearest-neighbor
sites. The production of CO, molecules occurs when, after
the adsorption processes, a nearest-neighbor pair of CO and
O is found. In this case, the CO, molecule desorbs and
returns to the gas phase, leaving the surface with two vacant
sites. This model possesses only one control parameter, the
CO adsorption rate y (the partial pressure of CO in the gas
phase), and exhibits three distinct states and two irreversible
phase transitions: one continuous and another discontinuous.
The continuous phase transition occurs at y = y; ~ 0.3874
[41] and separates the O poisoned state (0 < y < y;) from
the reactive state (y; < y < y,) where both CO and O and
vacant sites coexist on the catalytic surface, and there is
sustainable production of CO, molecules. The discontinuous
phase transition occurs at y = y, ~ 0.5256 [42] and separates
the reactive state from the CO poisoned state (y, <y < 1).
So, despite the simplicity of this model, its rich phase diagram,
experimental observations, and industrial applications have
made the ZGB model one of the most prominent exam-
ples in the study of reaction processes on catalytic surfaces
[43-45,47]. Several modified versions of the model have been
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proposed in order to obtain more realistic systems of actual
catalytic processes, for instance, by including CO desorption
[46-56], diffusion [37,47,54-57], impurities [52,56,58—60],
attractive and repulsive interactions between the adsorbed
molecules [56,61], surfaces of different geometries [43,62],
hard oxygen boundary conditions [63], etc.

The ZGB model has been studied with several techniques.
One of them was considered recently by the authors and
will be employed in this work to study the ZGB model with
desorption of CO molecules. In that work [31], we studied
the original ZGB model through short-time MC simulations
and considered a method which is based on optimization of
the coefficient of determination of the order parameter. In this
way, it was possible to locate its nonequilibrium phase tran-
sitions. This amount, which measures the quality of a linear
fit, is widely employed in statistics and was proposed for the
first time in statistical mechanics by one of the authors of this
work and other collaborators in order to optimize the critical
temperature of spin systems [22]. Since then this method has
been successfully applied to other systems with and without a
defined Hamiltonian (see, for example, Refs. [17-19,21,26]).

As shown in Ref. [31], this method was able to characterize
the continuous phase transition of the original ZGB model
and its upper spinodal point, as well as estimate the static and
dynamic critical exponents which are in complete agreement
with results found in the literature.

By taking into consideration those unambiguous results,
we decided to study a modified version of the ZGB model to
include the desorption of CO molecules [46,49,50,55] from
the catalytic surface in order to obtain a detailed structure
of the phase diagram of the model. We do not consider the
desorption of O molecules, whereas it has been shown that
the desorption rate k of CO molecules is much higher than that
of O atoms [37]. Physically, the desorption of CO molecules
can be thought of as the temperature effect, which is a very
important parameter in catalytic processes. In addition, the
desorption of CO molecules from the surface also prevents
the appearance of the CO poisoned phase, which turns the
discontinuous phase transition reversible [51,52]. Although
thinking of the desorption of CO molecules as an effect of
temperature, in this work we do not include other correlated
effects such as the diffusion of CO molecules and/or O atoms
on the surface since we are concerned only with the analysis
of the ZGB model with the desorption process. So this model
has now two control parameters, the CO adsorption rate y and
the CO desorption rate k. Our results show that the model
possesses two universality classes: the directed percolation
(DP) universality class in the region of the continuous phase
transition of the original model, as well as a single point that
apparently has Ising-like characteristics as suggested by Tomé
and Dickman [46].

The rest of this paper is organized as follows. In Sec. II
we present the modified version of the ZGB model to in-
clude the desorption of CO molecules from the surface and
describe the short-time MC simulations as well as the tech-
nique known as coefficient of determination (see, for exam-
ple, Ref. [64]). In Sec. IIl we present our main results by
showing how these techniques can be used to obtain the phase
diagram of the model. In that section, as additional results,
we also estimate some critical exponents for some specific

critical points (y., k.). Finally, a brief summary is given in
Sec. IV.

II. MODEL AND SIMULATION METHOD

The ZGB model [40] simulates the catalytic oxidation
obtained with the reaction between CO molecules and O
atoms on a surface which, in turn, is in contact with a gas
phase composed of CO and O, molecules.

This catalytic surface can be modeled as a regular square
lattice, and its sites might be occupied by CO molecules
or O atoms or may be vacant (V). The reactions presented
in the previous section follow the Langmuir-Hinshelwood
mechanism [40,65] and are schematically represented by the
following reaction equations:

CO(g)+V — CO(a), @))
0,(g) +2V — 20(a), 2)
CO(a) + O(a) — CO,(g) +2V, 3)

where g and a refer, respectively, to the gas and adsorbed
phases of the atoms and molecules. Equation (1) takes into
account the adsorption process of CO molecules on the sur-
face, i.e., if a CO molecule is selected in the gas phase (with
arate y), a site on the surface is chosen at random, and, if it
is vacant V, the molecule is immediately adsorbed at this site.
Otherwise, if the chosen site is occupied, the CO molecule
returns to the gas phase and the trial ends. Equation (2)
considers the adsorption process of O, molecules, i.e., if an
0O, molecule is selected in the gas phase (with a rate 1 — y),
then a nearest-neighbor pair of sites is chosen at random. If
both sites are empty, the O, molecule dissociates into a pair
of O atoms which are adsorbed on these sites. However, if
one or both sites are occupied, the O, molecule returns to the
gas phase and the trial ends. Finally, after each adsorption
event, all nearest-neighbor sites of the newly occupied site
are checked randomly. If one O-CO pair is found, they react
immediately, forming a CO, molecule, which desorbs, leaving
behind two vacant sites [Eq. (3)].

In this work, we modified the ZGB model by including the
desorption of CO molecules with a rate kK whose equation is
given by

CO(a) — CO(g)+ V. 4)

This equation accounts for the possibility, observed in exper-
iments, of the desorption of CO molecules adsorbed on the
catalytic surface without reacting. As pointed out above, we
do not consider the desorption of O atoms since, as shown in
Ref. [37], its desorption rate is much smaller than k.

Here the order parameter of the model is given by the
density of vacant sites, which is defined as

1 &
LOEE>DI0E )
i=1

where s; = 1 when the sites i are vacant; otherwise it is equal
to zero.

The study is carried out via short-time MC simulations in
order to obtain the phase diagram of the model. To perform
the numerical simulations, we take into consideration that,
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for systems with absorbing states, the finite size scaling near
criticality can be described by the following general scaling
relation [66]:

(p()) ~ 1P F(y =y M L pr M, (6)

where (---) stands for the average on different evolutions
of the system, d is the dimension of the system, L is the
linear size of a regular square lattice, and ¢ is the time.
The indexes z = v /v, and 6 = ‘El - % are dynamic critical
exponents, and 8, vy, and v, are static ones. Here y — y, is
the distance of a point y to the critical point, y., which governs
the algebraic behaviors of the two independent correlation
lengths: the spatial one, £, ~ (y — y.)~"*, and the temporal
one, & ~ (y —yo)™".

The critical exponents of the model can be estimated
through Eq. (6) and from nonequilibrium MC simulations
by taking into account three different initial conditions at
criticality. When all sites of the lattice are initially vacant
(with initial density pg = 1), it is expected that the density
of vacant sites decays algebraically as

(p(t)) ~t7PI =173, (7)

and when the simulation starts with all sites filled with CO
molecules (pg = 0), or with O atoms, except for a single
empty site located in the center of the lattice, i.e., pg = 1/ L2,
we expect

d B
(p(0) ~ pot 1 = pot”. ®)
So the exponents 6 and 6 are given by the slope of the power
laws in log x log scale, respectively.

The algebraic behavior presented above along with other
power laws found at the critical point (see, for example,
Refs. [25,31]), both obtained via the short-time MC method,
allows us to find the whole set of critical exponents of the
model without the problem of critical slowing down. So,
instead of waiting the system to achieve the steady state to
perform the statistics, which in turn takes between 10* to 108
MC steps depending on the lattice size and other parameters,
we consider only a few hundreds of MC steps at the beginning
of the time evolution of dynamical systems to obtain our
estimates. In addition, this technique also is used to estimate
the critical points, whereas Eqs. (7) and (8) hold only at
the criticality. So, out of criticality, those equations are not
straight lines in log - log scale. This is the main reason for the
use of the coefficient of determination to estimate the critical
points of the model. This coefficient is given by

Mie [ (p()) —a — bInt]
Mo o ) )
N {0 (0)) = In(p) (1)1

where Nyic is the number of MC steps, p(¢) is obtained for
each pair of the control parameters of the model (y, k), a is
the intercept and b the slope of a linear function, In (p(¢)) =
(l/NMC)Zflelgmm In (p)(t), and Np;, is the number of MC

steps discarded at the beginning (the first steps). The coeffi-
cient r has a very simple interpretation: it is the ratio (expected
variation)/(total variation) and ranges from 0 to 1. So the
bigger the r (r ~ 1), the better the linear fit in log x log scale,
and therefore, the better the power law which corresponds to
the critical point (y., k.). On the other hand, when the system
is out of criticality, there is no power law and r =~ 0. Thus, we
can obtain the coefficient of determination for several pairs
(y, k) by using, for instance, Eq. (7) or (8).

In this work, we consider Eq. (7) and obtain the coefficient
of determination r for 10° pairs (y, k), i.e., we perform simu-
lations in the whole spectrum of values of yand k (0 < y < 1
and 0 < k <1 with Ay = Ak =0.001) in order to have a
structure of the phase diagram of the model, as well as a
clue of what happens with the continuous and discontinuous
phase transitions of the original model when CO desorption is
allowed.

III. RESULTS

In this section, we present our main results by using
large-scale short-time MC simulations. First, we consider the
coefficient of determination to obtain the phase diagram of the
model. The results allow us to observe in detail the changes
caused by the inclusion of the CO desorption in the original
ZGB model obtaining in this way its possible critical points
(Ye, k.). With these points in hand, we estimate some critical
exponents and compare our results with those ones found in
the literature.

A. Coefficient of determination

Figure 1(a) shows the phase diagram of the ZGB model
with CO desorption obtained through the coefficient of deter-
mination r given by Eq. (9) and by taking into consideration
Eq. (7). To construct this figure, we needed to perform 10°
independent simulations. Each simulation was carried out on
square lattices of linear size L = 80 with periodic boundary
conditions and returned the value of r obtained for a given
set of the control parameters, y and k. Here we considered the
system starting with a lattice fully occupied by CO molecules,
which means pp = 0 since we are using the density of empty
sites as the order parameter of the model. Each value of r is an
average taken over 1000 samples in their first 300 MC steps
without taking into account the first N, = 100 MC steps. As
stated above, r ranges from zero (black points), which means
that the considered point (y, k) is not critical, to one (yellow
points), which means that this point follows a power law and
therefore is a candidate to a critical point. This figure shows
a large extension of yellow points, mainly before the critical
point of the original ZGB model, y >~ 0.39 (here named
region 1). As can be seen, there is also a small region near
the discontinuous point, around 0.45 <y < 0.6 and small
values of k, which has a set of yellow points and looks like
a tail (region 2). These behaviors can be easily explained: as
the second order phase transition of the original model takes
place at the point which separates the O poisoned phase from
the beginning of the reactive state where the production of
CO; molecules starts, any value of k does not influence this
transition substantially. However, for the discontinuous phase
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FIG. 1. (a) Coefficient of determination r as function of y and k
for the ZGB model with desorption of CO molecules. (b) A highlight
of the coefficient of determination r as function of y and k for the
ZGB model with desorption of CO molecules. We can observe an
extension that ends after the discontinuous phase transition point
(y &~ 0.53) of the model without desorption (k = 0). This extension
comes from continuous phase transition of the original ZGB model
(y ~ 0.39 and k = 0).

transition this argument does not hold since at this point even
a small value of k can avoid the poisoning of the surface with
CO molecules, and, therefore, k£ substantially influences the
transition to the point of eliminating the discontinuous phase
transition.

In Fig. 1(b) we highlight the region that presents an exten-
sion coming from the continuous phase transition (y &~ 0.39
and k = 0) and that lasts up to y ~ 0.58 and k & 0.15, which
is close to the discontinuous phase transition of the original
model y =~ 0.53 and k = 0.

Before analyzing these two regions in detail, it is impor-
tant to improve Fig. 1(a) in order to find points with best
coefficients of determination. Figure 2 shows the refinement
of Fig. 1(a) for higher values of r: r > 0.98, 0.99, 0.999,
and 0.9995. This figure shows a narrowing of the yellow
points in both regions when one considers only » > 0.98 to
r 2 0.9995. Figure 2(b) shows that, for r > 0.99, region 1
splits into two parts: the first one looks like an upside-down
bow, and the second one is a straight vertical line which starts
at y >~ 0.39 and k = 0 and increases to around & = 1 when

two branches arise in both sides of the diagram. On the other
hand, region 2 presents two well-defined lines which meet
each other in y ~ 0.56 and k ~ 0.07. A similar analysis can
be done for r > 0.999 [see Fig. 2(c)] with only a decrease
of yellow points. So, as r 2> 0.999 is a good value for the
coefficient of determination, all these points can be considered
as candidates to phase transition points. However, as we are
looking for higher values of r, we consider in our study only
values of r 2~ 0.9995 as presented in Fig. 2(d). This figure
shows that region 1, around the critical adsorption rate of
the original model (y >~ 0.39) and for all values of k, is not
affected by the desorption of CO molecules [49,53]. However,
the discontinuous phase transition of the original ZGB model
(y = 0.53) and k =~ 0 disappears even for very small values of
k [46,53]. In this case, only few points appear in region 2.

In order to analyze these points, and more precisely the
characteristics of their proximities, we consider the region
0.44 <y <0.56 and 0 < k£ < 0.09 with the refinement r >
0.98, as shown in Fig. 3. As can be seen, this figure highlights
the two curves presented in Fig. 2(a) which end in a given
point. In order to characterize the phenomena related to this
region we choose four values of y: 0.530, 0.536, 0.542, and
0.552, and calculate the coefficient of determination r for
0 < k < 0.09 with Ak = 0.001. The vertical dashed lines pre-
sented in Fig. 3(a) indicate where our analysis is performed.
We can observe that three of these vertical lines cross both
curves, which means a double peak in a plot of r versus
k as shown in Fig. 3(b) for (i) y = 0.530, (ii)) y = 0.536,
and (iii) y = 0.542. However, the vertical line for y = 0.552
[Fig. 3(a)] crosses the curve only once, i.e., there is only a
single peak in Fig. 3(b) (iv). The inset plot in this figure cor-
responds only to a zoom, which indeed verifies the existence
of a unique peak. As found in previous works [30,31], the
two peaks are related to pseudocritical points (here interpreted
from a nonequilibrium simulations’ point of view) which
characterize the discontinuous phase transitions (weak first
order phase transitions). Here it is worth mentioning that in
a previous work, Tomé and Dickman [46] found, for y =
0.54212 and k = 0.0406, an critical adsorption rate associated
with an Ising-like point. However, in our study, we believe that
this point must be related to a single peak, as shown in the
last plot of Fig. 3(b). According to our simulations the best
candidate for this Ising-like point is slightly after y = 0.552
and k£ = 0.064 . In fact, our best value of the coefficient of
determination, r = 0.99984 was obtained for y = 0.554 and
k = 0.064.

At this point, two important questions arise: Is the narrow
extension of points that grow up from k = 0 to k = 1 nearby
y & 0.390 critical? Is the point y = 0.554 and k = 0.064 an
Ising-like critical point? If so, what can we say about its
universality class?

In the next subsection, we carried out nonequilibrium
MC simulations to look into several points of region 1
[Fig. 2(d)] in order to obtain some critical exponents. We
also study the point corresponding to the best value of r
of region 2, y = 0.554 and k = 0.064, and obtain the dy-
namic critical exponent 6 to check for its universality class.
However, region 2 deserves more attention, and, therefore,
a more detailed study will be considered in an upcoming

paper.
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FIG. 2. Refinement process of the coefficient of determination for (a) r > 0.98, (b) r > 0.99, (c¢) r = 0.999, and (d) r > 0.9995.

B. Critical exponents

In this subsection, we obtain the critical exponents § =
B/v; and 6 of the model for some critical points of region 1, as
well as the exponent 6 for a critical point of region 2, through
nonequilibrium MC simulations in two-dimensional lattices.
All results were obtained for the following set of parameters:
L =160, Nyc = 300, and 5000 samples. The results are
averages obtained through five different time evolutions and
the error bars are obtained from them. To study region 1, we
decided to consider some values of k, equally spaced and look
for values of ypest Which correspond to the best value of rpeg.
The values of k, Ypest, and rpes; are shown in Table I. As shown
in the second row of this table, the values of y are very close
to the value of the critical adsorption rate of the original ZGB
model, y = 0.388.

In order to obtain the critical exponents, we first consider
the simulations starting with the initial condition py = 0, i.e.,
where all sites of the lattice are initially occupied by CO
molecules, and we also expect a power law described by
Eq. (8). Figure 4(a) illustrates the time evolution of p(¢) in
log - log scale for one particular case: k = 0.1 and y = 0.387.
We can observe that after an initial transient, p(¢) decays (the
inset plot shows the corresponding linear fit in log - log scale).
The error bars taken over five different seeds are indeed very
small. The values obtained for 6 (dpest) corresponding to the
best y (Vpest) is relatively close to § = 0.451 [41]. However,
the results present a best are shown in the third row of Table I.
The values are certainly a variation and do not permit us to
assert that the points found in region 1 belong to the DP uni-
versality class. The values of the coefficient of determination
for these points are presented in the fourth row of Table I.

Since the values of y (second row) are very close to y =
0.388 (in fact, this value appears in four of the nine values
presented in Table I), we also carried out simulations by
considering the same values of k but kept y = 0.388. The
coefficient of determination is still very close to 1, as shown
in the sixth row of Table I, and the results for the exponent &
are surprising. Now we have § even closer to the value of the
DP universality class (see row five of the table).

Thus, our results suggest that the points of region 1 are
critical ones and may belong to the DP universality class,
but further studies must be performed in order to confirm (or
disprove) this assertion. However, we have two more results
to present in this work and which reinforce our previous
estimates. First, we show the results related to the expo-
nent 6. Here it is important to note that the initial transient
where p(t) increases before decaying as p(t) ~ =% does not
correspond to the critical initial slip where the exponent 6
is usually obtained. In fact, this exponent is not expected
for that initial condition. In addition, this initial transient
lasts only for few steps (fewer than 10 MC steps). So we
performed simulations for those same points presented in
Table I with the initial condition where all sites are occupied
by O atoms but a single site that remains vacant at the center
of the lattice, i.e., po = 1/L?. The time evolution of p(t)
[given by Eq. (8)] is shown in Fig. 4(b). The gray lines
introduced in this figure work as directions to observe that
power laws are approximately parallel lines in log - log scale.
The seventh row of Table I presents the exponents 6 for
all considered points. These values are very close to 6 =
0.230 found for the two-dimensional DP model [41]. The
error bars are bigger for this initial condition as can also be
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FIG. 3. (a) A small part of region 2 (0.44 <y < 0.56 and k <
0.09) corresponding to the two curves that, after the refinement, lead
to a single point. The vertical dashed lines correspond to different
values of y: (i) y = 0.530, (i) y = 0.536, (iii) y = 0.542, and (iv)
y = 0.552, where the coefficient of determination r is calculated as
function of k. (b) r x k for these values of y. We can observe that
the double peaks observed in plots (i), (ii), and (iii) culminate in an
single peak shown in plot (iv). The inset in plot (iv) is a zoom in order
to verify the existence of a unique peak.

observed in Fig. 4(b) generating uncertainties in the second
decimal digit.

Second, it is also possible to study the behavior of p(t) ~
t~% when all initial sites are vacant, since we expect this be-
havior specifically for this initial condition when considering
the density of vacant site as the order parameter of the model.
We verified that, in this case, the exponent § corresponds
exactly to what is expected when pp = 1, giving § ~ 0.45 for
all values of k as can be observed in Fig. 5, which present
curves with approximately the same slope (parallel lines).
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FIG. 4. (a) The time evolution of p(¢) in log x log scale for one
particular case y = 0.387 and k = 0.1, when all sites are initially
filled with CO molecules. We can observe that after a transient, the
system decays according to the power law given by Eq. (7) (the
inset plot highlights the robustness of this power law). (b) The initial
growing of p(¢) when the initial lattice is fully occupied by O atoms
except for a vacant site located at the center of the lattice. We show
the power laws for k = 0.1, 0.2, ..., 0.9 and y = 0.388.

Since we unveiled region 1, let us briefly explore region 2,
which, according to the previous subsection, culminates in a
point corresponding to a unique peak for the coefficient of
determination, after a succession of double peaks (pseudo-
critical points). For this point (y. = 0.554 and k. = 0.064),
we consider the initial lattice being fully occupied with
CO molecules. Figure 6 shows the critical initial slip for
the density of vacant sites as a function of ¢, in log-log
scale.

TABLE 1. Critical exponents estimated for the refined points of region 1.

k 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
Yoest 0387 0.388 0.387 0.388 0.391 0.388 0.391 0.390 0.392
Sves  0.4838(6)  0.4527(4)  04797(7)  0.4587(6)  0.4065(2)  04581(4)  0.4146(5)  0.4218(2)  0.3953(1)
Fhest 0.999784 0.999767 0.999801 0.999867 0.999718 0.999928 0.999915 0.999953 0.999975
s 0.4532(3)  04527(3)  0.4546(4)  04587(6)  0.4587(5)  0.4581(4)  0.45154)  0.4396(5)  0.4153(3)
r 0.999770 0.999767 0.999650 0.999867 0.999541 0.999928 0.999898 0.999469 0.999829
0 0.24(1) 0.23(2) 0.23(2) 0.23(1) 0.22(1) 0.21(2) 0.21(1) 0.21(1) 0.21(1)
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t

FIG. 5. Time evolution of p(¢) for y = 0.388 when we start with
all sites vacant (pp = 1) fork = 0.1, 0.2, ..., 0.9.

The slope of this curve gives
0 = 0.198(1), (10)

and is in fair agreement with the results found for the Ising
model, 8 ~ 0.193 [3]. Our estimate identifies this critical
point as belonging to the Ising universality class, exactly as
predicted in Ref. [46] for the static exponent v for a point
slightly before ours, y = 0.54212 and k£ = 0.0406.

Actually, this is more general and deserves more
comments. The kinetic Ising models, introduced by Glauber
[67], have continuum generalizations described by the
time-dependent Ginzburg-Landau theory. More precisely,
there is a specific kinetic Ising universality class of the
nonconserved order parameters, known as model A in
the Halperin, Hohenberg, and Ma classification (see, for
example, Ref. [68]). The universality class of kinetic Ising
models also represents a large class of models that are
intrinsically irreversible, i.e., without a defined Hamiltonian,
such as all probabilistic cellular automata with “up-down”
symmetry [69]. For example, Tomé and Oliveira [70] studied
numerically the dynamic critical behavior of a family of
nonequilibrium models with up-down symmetry: the Glauber
model, majority vote model, and extreme model, obtaining
0 =0.191(2), 0.190(5), and 6 = 0.188(8), which is quite
reasonable with the expected estimates.

It is important to notice that there is a class of models in
the literature which presents a critical (bicritical) point which
separates the model-A and directed-percolation critical lines.
For instance, the nonequilibrium Potts model, whose dynam-
ics has two absorbing states [71], belongs to the voter uni-
versality class [72]. In addition, the authors of Refs. [73-75]
showed that the voter critical point is split in a transition that

0.4 - -
034 6=0.198(1)

0.2

(1)

0.1+ =

14
- 4.6 48 5.0.52 54 56 5.8
Int

1 10 100 1000

4

FIG. 6. Time evolution of density of vacant sites, p(¢) vs t, for
y = 0.554 and k = 0.064 when we start the simulation with all sites
occupied by CO molecules.

belongs to the Ising universality class and the other one that
belongs to DP universality class. This similarity between our
model and this model that belongs to the voter universality
class is not casual. For example, a generalized class of voter
models, so-called generalized voter models [76], includes a
particular case in the class of models of catalytic surfaces
introduced by Swindle and Grannan [77]. Nonequilibrium
studies of these similarities deserve future exploration.

IV. CONCLUSIONS

In this paper, we studied the ZGB model with desorption
of CO molecules through nonequilibrium MC simulations and
showed that it can belong to the DP and Ising universality
classes depending on the values of the CO adsorption rate, y,
and of the CO desorption rate, k. We presented the diagram
k x y obtained through the optimization of the coefficient of
determination and showed that the region belonging to the
DP universality class is composed of a line of critical points
extending from 0 < k£ < 1 and y =~ 0.388. The other region
possesses two pseudocritical lines that probably intercept each
other at the Ising-like critical point, y = 0.554 and k = 0.064.
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