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Abstract. This paper presents a methodology that allows the numerical simulation of realistic sea waves, called WaveMIMO
methodology, which is based on the imposition of transient discrete data as prescribed velocity on a finite volume computational
model developed in Fluent software. These transient data are obtained by using the spectral wave model TOMAWAC, where the
wave spectrum is converted into a series of free surface elevations treated and processed as wave propagation velocities in the
horizontal (x) and vertical (z) directions. The processed discrete transient data of wave propagation velocity are imposed as
boundary conditions of a wave channel in Fluent, allowing the numerical simulation of irregular waves with realistic
characteristics. From a case study that reproduces the sea state occurring on March 31st, 2014, in Ingleses Beach, in the city of
Florianépolis, state of Santa Catarina, Brazil, it was concluded that the WaveMIMO methodology can properly reproduce realistic
conditions of a sea state. In sequence, the proposed methodology was employed to numerically simulate the incidence of
irregular realistic waves over an oscillating water column (OWC) wave energy converter (WEC). From these results, the WaveMIMO
methodology has proved to be a promising technique to numerically analyze the fluid-dynamic behavior of WECs subjected to
irregular waves of realistic sea state on any coastal region where the device can be installed.

Keywords: Ocean waves, irregular waves, computational modeling, Fluent, TOMAWAC.

1. Introduction

The urgent need for clean and renewable energy sources is well known. Among the possibilities, there is an important and
still poorly explored resource: the ocean. The harnessing of ocean wave energy can significantly contribute to addressing the
growing global demand for electric energy [1].

According to Mgrk et al. [2], the total theoretical potential of wave energy is 32,000 TWh/yr, having the same order of
magnitude as the energy consumption on the planet, which was 22,385.81 TWh in 2015 [3]. However, it is estimated that the value
that can be used, due to geographical, technical, or economic constraints, is one order of magnitude lower [4]. The most energetic
waves on the planet are generated between latitudes of 30° and 60° by extratropical storms. Wave energy availability varies
seasonally, with variation typically higher in the northern hemisphere [5].

Ocean wave energy is energy that has been transferred from the wind to the ocean. The waves store this energy as potential
energy (in the water mass displaced in relation to the mean sea level) and kinetic energy (in the motion of the water particles) [6].
In addition, the waves are very efficient in the transfer of energy and can travel long distances on the surface of the ocean with
little loss of energy. However, in coastal regions, the energy density decreases due to the interaction with the sea floor [7, 8].

To date, several devices have been studied, developed and, in many cases, tested in real scale for the conversion of wave
energy into electricity, but none of them has been consolidated from the commercial point of view. As the characteristics of the
installation site are very singular, they must be considered to choose the appropriate wave energy converter (WEC) [9, 10].

In this sense, it is a fundamental point to understand how the WEC behaves when subjected to the incidence of the sea waves.
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For this reason, computational fluid dynamics (CFD) modeling has been widely used to relate equipment functionalities and
environmental variables.

However, countless studies found in the literature address a numerical generation of regular waves [11-15], as well as its
incidence over the WEC, e.g., overtopping devices [16-21], oscillating water column (OWC) devices [15, 22-27] and submerged
horizontal plate (SHP) devices [28-32]. This simplification is valid since it provides important information about the working
principle of WECs, but the obtained results for its available power do not properly reflect reality.

Another approach that can be found in the literature relies on the study of irregular waves, especially applying the JONSWAP
and Pierson-Moskowitz [33] wave spectra. Some works use the incident wave spectrum over the WECs, allowing a more realistic
representation of the problem, e.g., OWC [25, 27, 34-36], overtopping devices [37] and floating body converters [38-41]. Other
studies approach only the numerical generation of irregular waves [42-48]. However, this approach requires for the spectral shape
to match a defined function, which is rarely the case in real sea states.

In the literature, one can also find the case when a wave train is measured in situ using wave buoys [49] or produced using
physical models [50]. This is the ideal case when actual wave measurements are used to force a numerical simulation so that the
waves imposed are the best possible representation of the real scenario. However, this type of data is restricted to a single point in
space and a limited period of time, so it can only be used in a determined set of studies. Furthermore, the cost of the equipment
necessary for acquiring this type of data is prohibitive for installation for the sole purpose of a numerical study.

Given the above and specifically regarding the computational modeling approach of irregular waves, it should be noted that,
so far, as stated by Romanowski et al. [51], there are no well-defined methodologies for CFD numerical simulation of irregular sea
states. Hence, CFD is still not widely used to investigate the effect of realistic ocean waves over vessels and marine structures.
Nevertheless, in the literature, there are numerical methodologies for irregular wave propagation, as follows.

In Jacobsen et al. [52], the library waves2Foam of OpenFOAM software was extended to a generic free surface water wave
generation and its absorption. It includes the solver, based on the interFoam solver, the volume of fluid (VOF) solver in OpenFOAM,
and some utilities for pre- and postprocessing. The absorption method applies a relaxation zone technique (active sponge layers)
and the relaxation zones can take arbitrary shapes. To show the method’s ability to model wave propagation and wave breaking,
benchmark tests were carried out. A large range of regular wave theories is supported, as well as irregular waves.

Higuera et al. [53, 54] developed a numerical methodology for realistic wave generation associate with active wave absorption
in OpenFOAM software, aiming for applications in coastal engineering studies. This methodology is implemented in a solver
known as IHFoam. Higuera et al. [53] presented the theoretical background for the proposed boundary conditions for
simultaneous wave generation and its active absorption; the validation of this methodology is presented in Higuera et al. [54]. The
active absorption method is based on the linear shallow water theory, which means that it works very well in shallow water but is
unable to absorb deep-water waves.

Dos Reis et al. [42] presented a methodology for forecasting and early warning of wave overtopping in ports/coastal areas. The
system downloads sea-wave characteristics predicted offshore, up to 180 h, every day. These data correspond to results obtained
through WAVE-WATCH III. To transfer to the port entrance and then into the port, SWAN and DREAMS are applied, which are a
spectral wave model and a mild slope wave model, respectively. The DREAMS model provides wave characteristics in front of each
structure, which are then used as inputs to the neural network tool NN_OVERTOPPING2, together with cross-sectional
characteristics of the maritime structures. NN_OVERTOPPING?2 gives an estimate of mean overtopping discharges per unit length
of the structure crest.

Shen et al. [55] and Shen and Wan [56] developed an irregular wave generation model capable of maintaining the wave
amplitudes by automatic adjustments of the input wave spectrum based on measured of free surface elevation in a numerical
channel. These authors used a white noise spectrum to generate the incoming irregular waves to evaluate the ship motion
responses. The procedure replaces a decade of simulations in regular waves with one single run to obtain a complete curve of
linear motion response, considerably reducing computation time. The computations were made using a solver based on
OpenFOAM and used a damping zone (sponge layer) to dissipate waves at the end of the channel. Its validation was carried out
with several cases with different wave spectra.

The software ANSYS Fluent [57] also has available different types of wave theories, regular and irregular, to be used with the
VOF method. To avoid wave reflection, there is a numerical beach considering in the momentum equation a damping sink term.
Lisboa et al. [58] presented a detailed methodology for regular and irregular wave propagation in a channel using ANSYS Fluent.
The irregular waves were based on a JONSWAP spectrum, which obtained satisfactory results.

Dealing specifically with WEC investigations, Ransley et al. [50] presented a numerical study of the fluid-dynamic behavior
analysis of WEC systems submitted to extreme waves, which was validated with experimental data. A nonlinear CFD
methodology was developed in OpenFOAM using waves2Foam [52] and the six degrees of freedom (6DOF) body motion solver,
including the propagation of design waves, the free surface behavior around structures, the pressure on the structure’s surface,
the motion of floating structures, and the loading in mooring lines.

Gatin et al. [59] and Choi et al. [60] presented the coupling of the pseudo-spectral high-order spectral (HOS) method and a
nonlinear viscous two-phase CFD model for irregular wave simulations in Open-FOAM software. The CFD model is based on
solution decomposition via the spectral wave explicit Navier-Stokes equation (SWENSE) method, allowing efficient coupling with
arbitrary potential flow solutions. In both references, validations were presented, showing the applicability of the methodology
for extreme wave modeling.

Miquel et al. [61] evaluated the performance of several wave generation techniques and wave absorption methods used in CFD
numerical wave tanks. To do so, the REEF3D open-source code was employed, which is based on the Reynolds-averaged Navier-
Stokes (RANS) equations, allowing two-phase flow simulations. The wave generation and absorption were promoted by the
relaxation method, Dirichlettype method, and active wave absorption. Among the simulated cases, irregular waves were
successfully tested.

Mendonca et al. [47] applied the methodology from dos Reis et al. [42] to characterize the sea-wave at the Azores archipelago
in terms of the corresponding wave power for a period of 10 years at various points around each island in winter and summer.

Romanowski et al. [S1] proposed a methodology for CFD irregular ocean wave simulations, aiming to model complex and
realistic marine environments. From the statistical analysis of irregular sea proposed by a wave spectrum, its decomposition into
key factors allows defining meshing and time step methodologies for CFD modeling. The presented examples were carried out
with the JONSWAP spectrum and Star CCM+ software. These authors used and presented a MATLAB code to generate a time
history of a JONSWAP spectrum defined by the key variables, significant wave height and peak period and using a randomness
factor. In their simulations, these authors solved the RANS equations using the standard k-¢ turbulence model and the VOF
method.

Therefore, aiming to provide a cost-effective alternative to in situ wave measurements, and at the same time allowing the
representation of a realistic sea state in a numerical study of sea waves, the present work proposes a methodology for the
numerical generation of irregular waves, which reproduces the sea state of a coastal region of interest. With this approach, it will
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be possible to numerically evaluate the fluid-dynamic behavior of WECs when submitted to a realistic sea state related to the
intended installation spot. The contribution of this work is the coupling between the software TOMAWAC (TELEMAC-Based
Operational Model Addressing Wave Action Computation) and Fluent, enabled by the innovative way to impose the boundary
conditions of prescribed velocity for wave generation in Fluent.

TOMAWAC [62, 63] is a spectral model for coastal hydrodynamic simulations able to reproduce a realistic sea state; however, it
fails to study the fluid-dynamic behavior of WECs. In opposition, Fluent [57] is a CFD software able to numerically simulate the
operating principle of WECs; but it would present difficulties in modeling the coastal propagation of waves as TOMAWAC does.

Therefore, the main goal of this work is to propose a methodology that applies the TOMAWAC results as boundary conditions
at Fluent for the numerical generation of irregular realistic sea waves, aiming to simulate WECs submitted to its incidence. To do
so, the sea state of the Ingleses Beach (located in the city of Floriandpolis, state of Santa Catarina, Brazil) that occurred on March
31st, 2014, was reproduced by the proposed methodology. After that, the incidence of these realistic irregular waves was
considered over an OWC device, showing the applicability of the WaveMIMO methodology.

2. TOMAWAC

The computational model used for the hindcast simulation was TOMAWAC, part of the Open TELEMAC-Mascaret modeling
system'. TOMAWAC is a third-generation sea-state solving wave model based on the equation of wave action density
conservation [62]. In a general situation of propagating waves in a nonhomogeneous and nonstationary environment, e.g., an
environment under the action of currents and/or sea level variation, the wave action is preserved, being taken into account the
energy exchange processes that the waves are subject to when propagating. The physical processes considered by TOMAWAC
include wind-driven generation and propagation; bottom-friction-induced dissipation; wave breaking; bathymetry and current-
induced refraction; shoaling; whitecapping dissipation; and nonlinear triad and quadruplet interactions. However, TOMAWAC
does not consider phase dependent processes such as diffraction and reflection, so its usage is not recommended where these
processes prevail [63]. TOMAWAC splits the directional spectrum of wave action (N) into a finite number of wave frequencies (f)
and directions () (called a discrete directional spectrum) and solves the wave action density equation for each component (f;, 8:).

2.1 Superficial and Boundary Conditions for TOMAWAC

To perform the numerical simulations, data from NOAA's (National Oceanic and Atmospheric Administration) wave
forecasting model WAVEWATCH III? [64] and from the NCEP/NCAR Reanalysis [65] were used to represent the liquid and
superficial boundaries of the model, respectively.

The model started from rest, and the surface boundary was set to winds from the NCEP/NCAR Reanalysis 1, with a temporal
resolution of 6 h and a spatial resolution of 1.875° (T62 Gaussian Grid). These data were bilinearly interpolated to the unstructured
mesh used to simulate the sea state. The oceanic boundaries were set by the imposition of the integrated parameters: spectral
significant wave height (Hs), spectral peak period (Tp), and spectral peak mean direction (Dp). The data obtained from WAVEWATCH
Il have a spatial resolution of 0.5° (approximately 56 km in the study region) and the temporal resolution of 3 h. The bathymetry
data used to represent the sea bottom were obtained from the GEBCO® (General Bathymetric Chart of the Oceans) in deeper
regions, and on the continental shelf and near the coastline, the bathymetric data were obtained from the DHN (Diretoria de
Hidrografia e Navegagdo* of the Brazilian Navy).

3. Fluent

Fluent is CFD software, based on the finite volume method (FVM), able to numerically simulate water wave propagation in
both deep and shallow water. To do so, Fluent solves the Reynolds averaged Navier-Stokes (RANS) equations, using the volume of
fluid (VOF) technique to identify the free surface. Proposed by Hirt and Nichols [66], the VOF method is a multiphase model used
to solve flows composed of two or more immiscible fluids through the concept of a volumetric fraction (a). Therefore, in the
present study, Fluent was employed for the numerical generation of a realistic sea state in a wave channel, as well as for the
incidence of these irregular waves over WECs, solving the continuity equation, the Navier-Stokes equation for a water-air mixture,
and the volumetric fraction transport equation [67-68], respectively, given by:

%-FV'(pﬁ):O (1)
%(pﬁ)Jrv(pﬁﬁ):—Vp+v-(/ﬁ)+p§+§ )

where p is the fluid density, t is the time, U is the velocity vector, p is the static pressure, y is the viscosity, 7 is the stress
deformation tensor, pg is the buoyancy force, § is the gravity acceleration vector, and S are the external body forces.

Once the mass and momentum conservation equations are solved for the mixture between air and water, average values for
the density and viscosity are calculated as follows [68]:

P = Qyater Pwater + QXgir Pair (4)

B = Qyater Frvater + QXgir Hgir (5)

www.opentelemac.org
http://polar.neep.noaa.gov/waves/wavewatch
www.gebco.net
www.mar.mil.br/dhn/chm/box-cartas-nauticas/cartas.html
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In addition, the computational model developed in the Fluent software uses the first-order upwind scheme for the treatment
of advective terms, the PRESTO (pressure staggering option) method for spatial discretization of the pressure, and the PISO
(pressure-implicit with splitting of operators) method for pressure-velocity coupling [67]. Moreover, the geo-reconstruction
scheme is applied for the volumetric fraction discretization [69].

The generation of regular waves in Fluent is performed by the imposition of components of horizontal (u) and vertical (w)
velocity of the wave as prescribed boundary conditions. These velocity components are obtained using regular wave theories (Airy,
2nd-order Stokes, etc.). This methodology is widely used for WECs evaluation when submitted to regular waves in a variety of
studies, as in Machado et al. [14], Martins et al. [18], Han et al. [19], Horko [22], Gomes et al. [24], Gaspar et al. [26], Seibt et al. [28],
Chen et al. [70], and Yamag and Koca [71].

It is still possible to avoid the effect of wave reflection at the end of the wave channel in the model by employing a technique
called numerical beach. In other words, the numerical beach technique dissipates the energy of the waves that reach the end of
the wave channel. To do so, a damping sink term S is added in the momentum equation, given by [72-74]:

2
127
Zy, —Zg

X — X,

1
S=— C1PV+§C20‘V‘V1 .

(6)

where (1 is the linear damping coefficient, €2 is the quadratic damping coefficient, V is the velocity along the z direction, p is the
density, z is the vertical position, zss and z» are the vertical positions of the free surface and bottom, x is the horizontal position,
and xs and x. are horizontal positions of the beginning and end of the numerical beach. As recommended by Lisboa et al. [58], the
coefficients of linear and quadratic damping can be set equal to 20 and zero, respectively.

4. WaveMIMO Methodology

The WaveMIMO® methodology allows the numerical simulation of irregular waves in a wave channel, representing the waves
of a realistic sea state for a particular coastal region. To do so, a wave spectrum is obtained from the spectral wave model
TOMAWAC and then, it is transformed into a time series of free surface elevations. This time series is appropriately treated using
the procedure explained in sections 4.2 to 4.4 and transformed into the orbital velocity components of the water particles. Finally,
the transient discrete data from the propagation velocity of the realistic waves are imposed as velocity inlet boundary conditions
of the wave channel in Fluent, thereby allowing irregular waves to be numerically simulated with realistic characteristics. Figure 1
shows a summary of the WaveMIMO methodology. It is worth mentioning that the irregular waves only can be generated in
Fluent software due the innovative way of subdivided the inlet region of the wave channel, allowing that discrete values of the
vertical and horizontal velocity components of the wave along the water column are imposed as boundary conditions in each
subdivision. General guidelines on the WaveMIMO methodology starting from TOMAWAC and ending in Fluent are presented in
appendix. Highlighting that the WaveMIMO methodology can also be used to generate regular waves.

sen, and a sea state simulation is run
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Fig. 1. Summary flowchart of the WaveMIMO methodology. Rectangles represent a step of the methodology, and arrows represent the action to go
from one step to another. The text to the right describes each item.

5 The first letter of the surname of B. N. Machado, L. A. Isoldi, W. C. Marques and P. H. Oleinik originated the name of this methodology for
irregular wave imposition on the wave channel.

Journal of Applied and Computational Mechanics, Vol. 7, No. 4, (2021), 2129-2148 A\V'A



WaveMIMO Methodology: Numerical Wave Generation of a Realistic Sea State 2133

Depth [m]
Depth [m]

-10.9

s -15.0
8389°W 48.386°W

Depth [m]

28.0°S

28.3°S

49.0°W 48.4°W 47.8°W

Fig. 2. Overview of the study area: (a) The location of the mesh in South America; (b) The island of Florianépolis; (c) Ingleses Beach and the location
of the wave channel.

4.1 Study Area

The chosen location to insert the hypothetical wave channel is the Ingleses beach in the island of Florianépolis, state of Santa
Catarina, Brazil; based on the work of Oleinik et al. [75], who evaluated the annual behavior of the waves on the South-
Southeastern Brazilian Shelf. Figure 2 shows an overview of the study area. The numerical domain used for TOMAWAC comprises
the Brazilian coast from the city of Mostardas (state of Rio Grande do Sul), at its southernmost point, to Santos (state of Sdo Paulo),
at its northern end, totaling approximately 1000 km of coastline. The mesh also extends approximately 700 km towards the sea,
as presented in Fig. 2a. The shape of the coastline was taken from the GSHHG® (global self-consistent, hierarchical, high-
resolution geography) database [76]. The numerical mesh is an unstructured triangular mesh with variable spatial resolution. At
the oceanic boundary, the edges of the triangular elements have approximately 0.1° (~ 11 km), progressively reducing to 0.03° (~ 3
km) at the continental shelf slope, and 0.005° (~ 500 m) near the coastline. At the study area, the elements are progressively
refined to approximately 30 m from one mesh node to another. It should be noted that this location was adopted due to the
possibility to validate the obtained numerical results from TOMAWAC with data monitored in situ by the wave buoy operated by
the Brazilian PNBOIA (Programa Nacional de Boias), from the previous work of Oleinik et al. [75].

The island of Floriandpolis is located approximately in the center of the coastline of the domain (Fig. 2b), and Ingleses Beach is
located at the northern part of the island (Fig. 2c). Ingleses Beach has a NW-SE orientation, and the wave channel is practically
perpendicular to the coastline, as shown by the line in Fig. 2c. The oceanic end of the wave channel is located at the coordinates
27°25’59.1”S and 48°23’19.6"W, and the other end touches the coastline at 27°26’6.14”S and 48°23'28.5"W.

The simulated period with TOMAWAC was from January 1st to March 31st, 2014, to allow for the model to stabilize; the data
used to generate the velocity profiles for the wave channel simulation in Fluent were obtained from the last hour of March 31st.
The data used to impose the velocity profile on the wave channel were taken from the node farthest away (point “P” in Fig. 2c, 327
m from the coastline) from the coast on the representative wave channel (indicated by the red lines in Fig. 2c).

TOMAWAC's results were taken at the oceanic end of the wave channel (point “P” in Fig. 2c) to force the fluid-dynamic
simulations on Fluent. The used data were the wave spectrum (the directional spectrum integrated along with the directions) and
the wave’s integrated parameters, i.e., spectral significant wave height (Hs) and spectral peak period (Tp). The directional spectrum
was integrated along the discretized directions to simplify the imposition of the boundary conditions in the 2D wave channel
simulation in Fluent. This simplification does not impact the results because the chosen location is near the coastline, so due to
refraction, the waves travel in a single direction perpendicular to the coastline.

Finally, the wave spectrum was then transformed into an equivalent time series of sea surface elevations using the method
described in the following sections. From this, the discrete orbital velocity components of waves in horizontal (u) and vertical (w)
directions are defined and imposed as boundary conditions of prescribed velocities at the subdivided inlet region of the wave
channel in Fluent, generating the irregular waves corresponding to the realistic sea state of TOMAWAC.

4.2 Converting Wave Spectra into Sea Surface Elevation

Large-scale sea state modeling is only possible because wave models use wave spectra to represent the sea surface behavior at
a given point and time. The sea surface under the action of waves has an elevated rate of change in small distances and periods
of time, and their representation requires a sampling rate of, at least half of their period, otherwise, the sampling rate is less than
the Nyquist frequency, and the data will be aliased [77]. This high sampling rate makes the time-domain representation of sea
surface data impractical for large-scale applications.

However, the sea surface behavior under wind-wave action is considered a stochastic process [77], which allows the
representation of its general behavior with a semi-stationary function with a very lower rate of change in time and space. This
function, namely, the wave spectrum, is the frequency-domain representation of the sea state.

¢ www.ngdc.noaa.gov/mgg/shorelines/gshhs.html
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Usually, sea surface elevation data are measured by wave buoys, and these data are condensed into a spectrum using a Fourier
transform. The Fourier transform of a real-valued function (such as the sea surface elevation) results in a complex-valued
function, whose real and imaginary parts are merged to compose the spectrum. This operation yields the variance spectrum of
the sea surface, and the phase data are discarded following the assumption that the phase of wind-waves is randomly distributed
in the interval [0; 27] [77].

However, for small-scale processes, such as the fluid-dynamic modeling of wave channel and WEC devices, the time domain
representation is more useful because it allows representing short-scale processes that prevail in these situations.

As stated above, the wave spectrum contains only information on the amplitude of the waves, using the assumption of the
wave phase randomly distributed in the interval [0; 2x]. If one tries to simply apply an inverse Fourier transform to the wave
spectrum, the lack of phase data (which is then taken to be null) behaves as a resonance effect of every wave component,
resulting in a wave that resembles a sawtooth wave.

To properly transform the spectrum back into an equivalent series of sea surface elevation () data, one must provide the
missing random phase data to the IFFT (inverse fast Fourier transform) algorithm. With these data, one can write the Fourier
transform of the sea surface elevation, F(n),as the combination of the amplitude data from the spectrum and the generated

random phase data. The additional phase spectrum is crucial in this process because without it, the IFFT would assume the phase
to be zero for all components, and thus, a resonance of the wave components would appear in the time series of surface elevation.

Then, the sea surface elevation caused by the action of the waves can be obtained by applying the inverse Fourier transform
(usually by means of an IFFT implementation) to the aforementioned F(5), obtaining .

The generated random sea surface elevation series, if long enough to eliminate statistical bias from the random numbers, will
have the same characteristics as the original spectrum. The spectral variance and the variance of the sea surface elevation are the
same; the spectral significant wave height and the significant wave height measured from the time series (using, for example, the
zero-up crossing method) are the same; and, more importantly, the spectrum of said time series is identical to the original.

It is worth noting that depending on the combination of the variance spectrum and the random phase spectrum, the
resonance effect mentioned earlier might happen at smaller scales, producing a taller wave due to superposition of the linear
components. This effect is reduced by increasing the sample size as described above.

4.3 Obtaining the Velocity Field from the Sea Surface Elevation

According to Holthuijsen [77], one of the basic assumptions of the wave spectra is that the sea state is composed by the sum
of a finite number of plane monochromatic waves that can, individually, be described by the linear wave theory of Airy [78]. With
this theory, the free surface elevation and the horizontal and vertical components of the velocity field caused by the passage of
the waves are, respectively [6]:

n = Acos(kx — wt) 7)

hik(h
u= WA%WCOS(IQX — wt) (8a)

and

inh|k(h
w= wA%((HBZ)]sin(kx —wt) (8b)

Equations (8a) and (8b) describe the velocity profile along the water column (z coordinate) of a monochromatic wave with
amplitude 4 = H/2, length L = 2n/k, and period T = 2n/w propagating in a medium with average depth h; being k the wave number
and w the wave frequency.

As a consequence of the method used to transform the spectrum, the mean sea level is taken to be zero (7 =0), so the wave

amplitude can be assumed to be equal to 5. Therefore, to calculate the velocity field, it is still necessary to determine the
wavelength and period.

Since the generated time series for n cannot be described by an analytical function and the clear distinction of what is a wave
does not hold anymore because of the random character added to the data, one can resort to the usual wave counting methods.
For this paper, the zero-up crossing method is used to count the waves and measure them [6]. Figure 3 exemplifies the process
used to calculate the wave period and length for the time series of sea surface elevation.

First, the waves are separated from each other (Fig. 3a) using the zero-up crossing method, which consists of counting as a
“wave” the segment of the time series between every other instant when the value of n is zero. After the waves are split, the
period is obtained by simply calculating the time interval between the first up-cross and the next, which is, effectively, the
duration of the wave (Fig. 3b). One major problem with this method is the discontinuities caused by the discretely counting the
waves. To counteract this issue, the discrete periods were smoothed using a cosine interpolation technique (Fig. 3b).

With the wave period calculated, the wavelength can be obtained by solving for k the dispersion relation, given by [77]:

w? = gktanh (kh) ©)

where the angular wave frequency w is related to wave period T by w = 27/T, the angular wave number k is related to wavelength L
by k = 2n/L, and g is the acceleration of gravity.
To avoid the iterative solution of Eqg. (9), the explicit approximation proposed by Beji [79] was adopted:

fteu]
" Jtanh (1)

where m = 1.09e"(55#13u+0.2647) 1) = kh = 2;h/L, and uo = koh = 4n%h/gT?. This approximation can be used to directly calculate the wave
number k with a maximum relative error of less than 0.044%, a significant improvement compared to the widely used
approximation by Eckart [80], with an accuracy of 5%. Using Eq. (10), the time series of wavelength (Fig. 4) can be calculated using
the previously obtained wave period.

(10)
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Fig. 3. Illustration of the procedure to obtain T from #: (a) Sample time series of . (b) Discrete measured waves and calculated time series of wave
period T.
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Fig. 5. lllustration of the computational domain of the wave channel. Geometry used for generation of regular waves: (a) Procedure 1: Imposition of
continuous u and w using Egs. (8a) and (8b) - see the solid blue line in the inlet region; (b) Procedure 2: Imposition of discrete u and w from data files
generated from Egs. (8a) and (8b) - see the subdivision of the inlet region.

Now, finally, Egs. (8a) and (8b) can be employed to calculate the velocity field at arbitrary points along the water column (z) at
every time step of the simulation.

In the case where a spectrum of the velocity fields is also available, it is possible to skip this step altogether and use the IFFT
process described in the previous section to obtain the velocity fields. However, since TOMAWAC is a 2D model that simulates
only the wave spectrum at the surface, the velocity profiles along the water column are not available, so this step is necessary.

4.4 Regular and Irregular Wave Generation in Fluent

As earlier mentioned the Fluent software was already used in several works addressed to the propagation of regular waves, as
well as to study the fluid-dynamic behavior of WECs over the incidence of these waves. The conventional way of generating waves
in Fluent, named here as Procedure 1, imposes the horizontal and vertical velocities of the regular waves, defined by Egs. (8a) and
(8b), at a continuous inlet region of the wave channel (solid blue line in Fig. 5a).

However, in the present study, it is proposed an alternative way to prescribe the wave velocity components (called as
Procedure 2) by means the tool Table Data/Boundary Profiles in Fluent software. For this, a geometric particularity is required: the
computational domain region in which the prescribed velocities are imposed in the wave channel needs to be divided into sub-
regions (dashed light and dark green line in Fig. 5b). Thereby, the corresponding discrete values for the wave velocity components
u and w along the water column should be defined at the center of each subdivision of the wave channel inlet.
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Fig. 6. Validation time series of TOMAWAC (continuous line) for the studied period, comparing with buoy data (dots): (a) Hs and (b) T,.

Regarding the other boundary conditions, considering Fig. 5, on the upper region of the left boundary and the upper boundary
of the wave channel, the atmospheric pressure is prescribed as a boundary condition (dashed red line). In the right end of the
wave channel, a numerical beach is defined, as explained in Section 3, to dampen the incoming waves. On the right boundary of
the channel, after the numerical beach, a hydrostatic profile (dashed blue line) is imposed on the fluid in order to avoid reflection.
On the bottom channel (solid black line), a nonslip with impermeability boundary condition is imposed, which means that the
velocities are prescribed as null. For the initial conditions, the fluid is considered at rest (dashed gray line).

In its turn, for the irregular wave generation, which is the focus of the present work, necessarily the alternative way to
prescribe the wave velocities (Procedure 2) should be adopted. Like this, the discrete transient values of the velocity components
obtained from TOMAWAC for different depths along the water column are imposed as prescribed velocity boundary conditions in
the Fluent software. The other boundary conditions are the same employed for the regular wave generation. Both for the
generation of regular waves and for the generation of irregular waves, the numerical analysis consists of finding a solution for the
transient and laminar water-air flow. More details about the numerical model can be found in Machado et al. [14], Gomes et al.
[36], and dos Santos et al. [81].

5. Results

In this section, initially, a validation of the computational modeling performed in TOMAWAC and a verification of the
computational modeling developed in Fluent were carried out. Then, the results of the WaveMIMO methodology, which couples
these two numerical models, are presented and discussed.

It is important to inform that the numerical simulation in TOMAWAC was performed in a workstation Intel Core i7-4960X
clocked at 3.60 GHz and 32 GB of RAM; while all numerical simulations in Fluent were carried out in a workstation Intel Core i5-
7500 clocked at 3.40 GHz and 16 GB of RAM.

5.1 Validation of the Computational Model Developed in TOMAWAC

To validate the parameterization performed in TOMAWAGC, its results were compared to data measured by a wave buoy
operated by the Brazilian PNBOIA (Programa Nacional de Boias). The buoy is located at the coordinates 31°31'12” S and 49°48’'36” W,
with an average depth of 200 m off the coast of Santa Catarina state. The buoy data are available for almost the entire simulated
period (between January and March 2014), except for the last week of January.

Figure 6 compares the data measured by the buoy (dots) and the corresponding time series from TOMAWAC (continuous line).
The available data for comparison are the spectral significant wave height (Hs) and spectral peak period (Ty).

Qualitatively, the results of the model seem to correlate to the observations on the simulated period, with very few
occurrences of large discrepancies. The comparison for T, (Fig. 6b) is apparently slightly off more frequently, which can be
attributed to the discrete nature of this variable and the very likely misalignment of TOMAWAC’s and the buoy’s spectra.

To quantify the fitting of both datasets, one can use a few common error metrics [75, 82-86]. The comparison is done for the
average of the variables and their standard deviation. The error metrics used are the root mean square error (RMSE) and the
scatter index (SI) defined by [83, 85, 86]:

(12)

and
(12)

where R; are the reference values (which here are the data measured by the buoy), E; are the estimated values (which here are the
TOMAWAC's results), n is the number of points in the dataset, and R, is the average of reference values.

Table 1 shows the error metrics calculated for the studied period. From the average of Hs one can conclude that TOMAWAC
slightly underestimates the measured data. This is a common conclusion in this type of comparison [75, 83, 85] because the
model usually fails to correctly represent too extreme phenomena. In addition, the variability (given by the standard deviation) is
approximately the same, and the RMSE and consequently the SI are acceptable for this type of simulation.

From Table 1, the average and standard deviation of T, show high similarity between measured and simulated datasets,
showing that, on average, the sea behavior is the same. In this kind of analysis, it is usually recommended to proceed with the
RMSE due to problems related to zero and, mainly, because the difference R; — E: is squared, so larger differences, which are severe
parameterization errors, weight more in the final RMSE value than smaller differences, which are minor processes not considered
by the model. The RMSE for both Hs (0.44 m) and Ty (1.52 s) is around the usual values for sea wave models [82-85]. Additionally,
the scatter index shows that the overall comparison for Ty is better than for Hs in the studied period. Therefore, the spectral wave
model developed in TOMAWAC can be considered adequately validated, as already presented in previous works [75, 83-85].
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Table 1. Error metrics calculated using the buoy data and TOMAWAC'’s results.

Parameter PNBOIA TOMAWAC

Average [m)] 1.70 1.61

Standard Deviation [m] 0.57 0.46
: RMSE [m] 0.44
SI[] 0.26

Average [s] 9.15 9.08

T Standard Deviation [s] 2.13 1.40
’ RMSE [s] 1.52
SI[-] 0.17

Table 2. Integrated parameters used for the representative monochromatic linear wave scenario.

Parameter Symbol  Value

Spectral significant wave height [m] Hs 0.3545
Spectral peak period [s] Ty 11.12
Wavelength [m] L 96.91

Wave channel depth [m] h 8.5035

Table 3. Time step influence.

At (s) AYT RMSE [m] MAE [m] Processing time [h]

0.20 0.0179 0.0090 0.0076 0.3167
0.10  0.0089 0.0087 0.0074 0.6833
0.09  0.0081 0.0087 0.0074 0.9000
0.08  0.0072 0.0087 0.0074 0.9333

5.2 Verification of the Computational Model Developed in Fluent

To verify the computational model used for the regular wave generation in Fluent, its results were compared with the free
surface elevation given by Eq. (7). The regular waves were generated using the two procedures previously described to impose the
prescribed velocity as boundary conditions on the computational domain inlet: Procedure 1- the widely adopted imposition of the
analytical Egs. (8a) and (8b); and Procedure 2 - the proposed alternative way for the imposition of the discrete transient velocity of
wave propagation in the horizontal (x) and vertical (z) directions.

For this purpose, the integrated spectrum parameters (Hs and Tp) were used to represent a sea state equivalent to the irregular
scenario, but using a monochromatic linear wave calculated from these parameters. The integrated parameters are calculated by
TOMAWAC by integrating the spectrum along with the discretized frequencies. Moreover, the mean wavelength was calculated
iteratively using the peak period on the dispersion relation (Eg. (9)). The integrated values used are summarized in Table 2.

In other words, the regular waves defined in Table 2 are representative of the irregular wave data obtained from TOMAWAC
and were considered in this verification procedure. Its numerical propagation was performed in the wave channels presented in
Figs. 5a and 5b, having horizontal and vertical dimensions of 327 m and 12 m (based on Martins et al. [18]), respectively.

Initially, the discretization of the computational domain was performed with a stretched mesh, as proposed by Mavriplis [87],
with the refinement in the free surface region, as recommended by [88]. Thus, the domain was vertically discretized into 60
computational cells in the region with only water, 20 cells per wave height in the free surface region and 20 cells in the region
with only air; horizontally, the discretization was 50 computational cells per wavelength.

Regarding the analysis of the numerical beach, wave reflection was observed when using the recommendation of 2-L (twice
the wavelength of representative regular wave) for the beach length indicated in Lisboa et al. [45] since the generated numerical
wave presented considerable differences when compared to the solution given by Eq. (7). Aiming to reduce these differences, the
numerical beach length of 2.5-L (two and a half times the wavelength) was also tested. To do so, numerical simulations of 100 s
were carried out with a numerical probe positioned at 275 m from the beginning of the wave channel. For this preliminary study,
the regular wave generated in the channel with the numerical beach of 2.5.L in length presented smaller differences in
comparison with results of Eq. (7). This fact can be proved by the value of the largest crest obtained for the 2.L and 2.5-L numerical
beaches, of 0.1441 m and 0.0119 m, respectively. As seen, the numerical beach with a length of 2.5L damped the waves in a more
efficient way and was thus adopted in this study.

Thereafter, the time step influence was analyzed through the RMSE (see Eq. (11)) and the mean absolute error (MAE), defined
as [85]:

R —E
n

MAE=Y"
i=1

adopting as reference the regular wave described by Eq. (7).

Table 3 shows the five investigated At values, as well as the corresponding RMSE and MAE for a numerical probe positioned at
50 m from the beginning of the wave channel (Wave Monitor 50 m on Fig. 5). For all cases, a total simulation time of ¢t = 180 s was
used.

From Table 3, it is possible to infer that the RMSE and MAE remain constant from At = 0.10 s. Therefore, aiming to reduce the
processing time, the time step of At = 0.10 s was adopted.

Next, using the same mesh refinement and time step defined by means Procedure 1, Procedure 2 was also applied to generate
the same regular waves already simulated, aiming to prove that the proposed alternative way of boundary condition imposition
does not significantly changes the outcome of the simulation. Figure 7 shows the free surface elevation numerically generated by
using Procedure 1 and Procedure 2, as well as the free surface elevation given by the Airy wave theory (Eqg. (7)), at position x = 50 m
for the time interval of 13 s <t <180 s.

From Figure 7, it is possible to qualitatively note that there is no significant difference between the results obtained with
Procedure 2 when compared with those obtained with Procedure 1 (adopted as reference). In addition, one can observe that the
crests and troughs of the waves are in phase concerning the Airy wave theory (Eqg. (7)). The quantitative difference between the
numerical solution obtained with Procedure 2 and the solution given by Eq. (7) is RMSE of 4.00% and MAE of 3.42%. In its turn,
when comparing the results of Procedure 2 with the results of Procedure 1, values of RMSE = 0.80% and MAE = 0.70% were
achieved.

(13)
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Fig. 8. llustration of the computational domain of the wave channel used for the generation of irregular waves with the WaveMIMO methodology
(same as Fig. 5b) with the bathymetry of Ingleses Beach added.

It is worth highlighting that Procedure 1 has already been verified and validated in other studies, such as in Machado et al. [17],
Martins et al. [18], Han et al. [19], Gomes et al. [24], Gaspar et al. [26], Seibt et al. [28], Chen et al. [70], Yamac and Koca [71], Goulart
et al. [89]. It is also worth mentioning that this verification of Procedure 2 is fundamental for the proposed WaveMIMO
methodology since the subdivision of the inlet region of the computational domain is required for the generation of irregular
waves, as detailed in the next section.

5.3 WaveMIMO Methodology Verification

To verify the WaveMIMO methodology, numerical simulations with the wave channel shown in Fig. 8 were performed. To do so,
its velocity inlet boundary was subdivided into 14 equal segments, and in each segment, the component values of the irregular
wave propagation velocity of the realistic sea state in the horizontal (1) and vertical (w) directions were imposed.

These data were originally obtained from the directional spectrum of TOMAWAC (according to Section 4), transformed into a
temporal series of elevation of the free surface and used to calculate the velocity components (as described in Sections 4.2 and
4.3); finally, they were imposed in Fluent as boundary conditions (according to Section 4.4).

5.3.1 Spectral Analysis

Based on the assumption that the sea state can be described by a stationary function, namely, the variance spectrum of the
free surface elevation (), as explained in Section 4.2, it is possible, instead of a time-domain analysis, to perform a frequency
domain analysis of the water surface elevation.

Therefore, a time series of surface elevation at the inlet region of Fig. 8 (left end of the wave channel, i.e, at x = 0 m) was
collected, in addition to another time series located in the propagation zone in the wave channel (at x = 65 m downstream from
the inlet - Wave Monitor 65 m on Fig. 8), as well as the time series of elevation used to generate the velocity profiles.

The analysis at the first point (x = 0 m) is required because it shows that the transformation of the free surface from
TOMAWAC into a velocity profile and its imposition in Fluent results in the expected behavior of the free surface, proving that the
proposed methodology is consistent. The analysis in the second point (x = 65 m) aims to demonstrate Fluent’s capability to
propagate the irregular waves imposed on the inlet region along the wave channel, allowing is application in WECs investigations.

The time series used have 3600 s of duration with an interval of 0.05 s, resulting in 2% data points of 5. The three time series
were transformed into their spectrum using the fast Fourier transform (FFT) implementation from the FFTW library (fastest
Fourier transform in the West) [90]. The spectrum was calculated and then resampled taking the average of each 16 consecutive
data points to reduce the intrinsic noise of the FFT, as suggested by Holthuijsen [77].

Regarding the numerical simulation in Fluent, also considering a temporal discretization of 0.05 s, a mesh sensitivity test was
performed by adopting five mesh refinements. It was used as reference the representative regular wave of the realistic sea state
(see Table 2). Hence, the first spatial discretization (named mesh M1) was adopted considering the recommendations of Mavriplis
[87] and Gomes et al. [88], as earlier explained. From M1, successive refinements in the free surface region were proposed,
generating meshes with twice (M2), three times (M3), four times (M4), and five times (M5) more refined than the mesh M1, as
indicated in Table 4.
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Table 4. Spatial refinements of free surface region for irregular wave generation in Fluent.

Mesh  Vertical cells dimension [m]  Horizontal cells dimension [m]  Processing time [h]

M1 0.01773 1.93820 31.20
M2 0.00887 0.96910 50.12
M3 0.00591 0.64607 77.20
M4 0.00443 0.48455 101.40
M5 0.00355 0.38764 153.02

Table 5. Quantitative evaluation of free surface elevation at the inlet of the wave channel.

Mesh RMSE [m] MAE [m]
M1 0.068 0.054
M2 0.054 0.043
M3 0.053 0.042
M4 0.052 0.041
M5 0.051 0.040

Figure 9 presents the resultant spectrum obtained at the inlet region of the wave channel in Fluent for each mesh of Table 4, in
comparison with the spectrum from TOMAWAC. The original spectrum of elevation (TOMAWAC) exists only in the region between
1 s and 30 s because, as previously described, TOMAWAC was discretized with 25 frequencies ranging from 1 s to 30 s. In other
words, the TOMAWAC frequency interval is between 0.033 Hz (30 s) and 1 Hz (1 s).

Figure 9 shows the variance spectral density S as a function of the frequency f or the period T. It can be observed that Fluent
reproduces the imposed waves with good agreement because the spectrum of the free surface at the wave channel inlet (Fluent —
0 m) is very similar to the original spectrum from TOMAWAC, especially for the meshes M4 and M5. The slight differences
observed come from the transformation processes between TOMAWAC and Fluent; and from the spatial discretization of the
computational domain in Fluent. Therefore, as expected, the proposed WaveMIMO methodology is verified since the imposition of
velocities in Fluent reproduces the same realistic sea state that is represented by the original spectrum of TOMAWAC. It is worth
to highlight that there is no significant difference between the results of meshes M4 and M5 in Fig. 9; however an increment
around 50% in processing time occurs if M5 is adopted instead M4 (see Table 4).

This aforementioned similarity can also be observed in Fig. 10, where the variation of free surface elevation at the inlet region
of the wave channel in Fluent is compared with the one from TOMAWAC. Qualitatively, the same trend can be noticed, i.e., the
same irregular wave behavior of TOMAWAC occurs in all cases reproduced in Fluent by means the WaveMIMO methodology.
Aiming to quantify the relative differences, Table 5 presents the RMSE and MAE having the free surface elevation of TOMAWAC as
reference.

From Table 5, it is evident that the proposed methodology is robust to transform the spectral data obtained in TOMAWAC into
velocity components to be imposed as boundary conditions in Fluent, thus allowing the generation of irregular waves. Again it is
noticed that there is no significant improvement if compared the results of mesh M5 with those of mesh M4.

These slight differences can be perceived when the variation of free surface for the cases in Fluent and TOMAWAC are plotted
together in interval times of 50 s, as depicted in Fig. 11; highlighting that all cases simulated in Fluent preserve the irregular
behavior of the realistic sea state predict by TOMAWAC.

Thereafter, in order to evaluate the propagation of irregular waves, the results monitored by the numerical probe located at
65 m from the wave channel inlet (see Fig. 8) were considered. For each mesh refinement (see Table 4), Fig. 12 shows the spectrum
at 65 m in Fluent in comparison with the original spectrum from TOMAWAC.

Regarding the comparison in the propagation zone of the wave channel, in a general way it is possible to infer a good
agreement for the medium- and low-frequency waves. However, the high-frequency waves presented a discrepancy that can be
reduced by using a more refined spatial discretization in Fluent. This aspect can be observed for the mesh M1 that is able to
propagate waves with frequencies below 0.25 Hz (period above 4 s). Furthermore, the meshes M4 and M5 are able to numerically
simulate waves with frequencies below approximately 0.33 Hz (period above 3 s).
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Fig. 9. Comparison of spectra at the inlet of the wave channel in Fluent and the realistic spectrum of TOMAWAC.
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Here, it is important to present some remarks about it: i) more refined meshes that are suitable to numerically simulate the
high-frequency waves will need a large, if not prohibitive, processing time; ii) the main motivation to the development of the
WaveMIMO methodology is concerned with the computational modeling applied to the study of WECs; and iii) the amount of
energy available in high-frequency waves is not so significant for harnessing by the WECs, as already observed for OWC WECs in
Gomes et al. [24] and overtopping WECs in Martins et al. [18]. Therefore, this limitation of the proposed methodology should not
significantly impact the fluid-dynamic evaluation of WECs or the determination of its available power.

As in the Fluent numerical simulations the wind action was not considered, in addition to the differences caused during data
transformation between TOMAWAC and Fluent and the influence of spatial discretization on Fluent, other possible cause for the
energy loss for high-frequency waves can be related with the fact that waves of less than 7 s, classified as “sea waves”, whose
defining characteristic, which differentiates them from longer waves (called “swells”), is the need for wind action to maintain
their propagation. Sea waves exist in the region of wave generation and dissipate as soon as the wind stops, or they incorporate
enough energy to become “swell” waves that can propagate long distances without wind action.

Still concerning the limitation on reproducing the high-frequency waves in Fluent, the influence of two other possible causes
was also investigated: temporal discretization and initial condition. Taking into account the improvement obtained with mesh M2
related to mesh M1 (see Fig. 12), the mesh M2 was adopted here as reference. Then, the time step of 0.05 s previously used was
reduced to 0.025 s, being the case M2A; while the case M2B adopted a total simulation time of 7200 s, being considered only the
final 3600 s thus avoiding the rest initial condition. Figure 13 shows these results together with the TOMAWAC, M1 and M2 spectra.
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Fig. 11. Free surface elevation comparison for different interval time.

One can observe in Fig. 13 that the spectrum from M2A case is practically the same obtained with case M2, indicating that the
time step of 0.05 s used in simulations is adequate and its reduction cannot improve the results. In its turn, the results of case
M2B indicated that the rest initial condition used in simulations is more adequate than having as initial condition an agitated
wave channel. Therefore, based on these results as well as in the results of the mesh sensitivity test, it is possible to indicate the
spatial discretization in Fluent as the main reason for the non-reproduction of the high-frequency waves.

Finally, to show the influence of distance from the inlet region in the irregular wave propagation, other two numerical probes
were considered at 21 m and 43 m in addition to the located at 0 m (Fig. 9) and 65 m (Fig. 12). Figure 13 illustrates the spectrum for
each one of these four monitoring points for the mesh M4 (see Table 4).

The results of Fig. 14 showed that there is no significant difference between the spectra at 43 m and 65 m, indicating
stabilization related to the already explained WaveMIMO limitation in reproducing high-frequency waves with periods lower than
3s.

It is worth informing that all numerical simulations performed in this section were simulated using the aforementioned
settings for the numerical beach. The elevations measured downstream from the numerical beach were approximately 2.5% of
those upstream, ensuring that the numerical dampening of the incoming irregular waves was enough to eliminate disturbances
due to wave reflection at the end of the wave channel.
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Fig. 12. Comparison of spectra at 65 m from the inlet of the wave channel in Fluent and the realistic spectrum of TOMAWAC.

Ts]
30 20 10 5 2.5 1
1074 ing
107}
=
= 108}
w2 10-10 ol —— Tomawac
— Fluent — M1
Fluent — M2
By
10 ——Fluent — M2A
{— Fluent — M2B
107+ :
107t 10°
S [Hz]

Fig. 13. Influence of time step and initial condition in Fluent numerical simulations.

T [s]
30 20 10 5 2.5 1

“|—Fluent — 0 m
—Fluent — 21 m
4] i
10 f Fluent — 43 m
—Fluent — 65 m
10714 :
10t 10?
f[Hz]

Fig. 14. Spectra comparison for numerical probes located at 0 m, 21 m, 43 m, and 65 m in Fluent numerical simulation with mesh M4.
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5.4 WaveMIMO methodology application for numerical analysis of WECs

In order to show the main application of the proposed methodology, a case study was numerically simulated considering the
incidence of irregular and regular waves related to the realistic sea state of Ingleses Beach (see Fig. 2c) over an OWC WEC. The goal
here is to prove that the high-frequency waves of the realistic sea state has no significant effect for the numerical analysis of
WECs; as well as that there is significant magnitude difference in the available power of WECs when representative regular waves
of the sea state are adopted instead its irregular waves.

5.4.1 WaveMIMO methodology applied to an OWC device

The same wave channel used in section 5.3 was employed (see Figs. 2c and 8) with the insertion of the OWC at x = 65 m from
its inlet region, as depicted in Fig. 15. Based on the OWC installed at the Island of Pico, Azores, Portugal [91, 92], the considered
OWC was installed with a submergence of s = 5.1 m and have the follow dimensions: length and height of the hydro-pneumatic
chamber, respectively, L. = 12 m and Hc = 13.4 m; and length and height of the turbine duct, respectively, Las = 2.8 m and Ha= 11.3 m.
The OWC region was discretized by a mesh with 0.1 m square cells, following the recommendation of Gomes et al. [24]; while in
the wave propagation zone the meshes M1 and M4 (see Table 4) were employed. The numerical simulations started from rest,
having a total time of 600 s discretized with time step of 0.05 s. In addition to the boundary conditions already adopted in the
wave channel (see Fig. 5), atmospheric pressure was prescribed at the turbine duct outlet and the OWC walls were considered as
nonslip and impermeable.

From a numerical probe (horizontal line) located at the center of the turbine duct, the mass flow rate of air was monitored
during the numerical simulation; and the static pressure of air at the center of the turbine duct was monitored by a punctual
numerical probe. More details about the monitoring procedures can be found in Gomes et al. [24]. Therefore, the instantaneous
hydro-pneumatic available power in OWC was determined as recommended in Dizadji and Sajadian [93], as depicted in Fig. 16.
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Fig. 15. Computational domain for application of WaveMIMO methodology to an OWC WEC.
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Fig. 16. Instantaneous hydro-pneumatic available power for the OWC with: (a) mesh M1 and submitted to irregular waves, (b) mesh M4 and
submitted to irregular waves, and (c) mesh M1 and submitted to regular waves.

‘\V,‘ Journal of Applied and Computational Mechanics, Vol. 7, No. 4, (2021), 2129-2148



2144 Bianca Neves Machado et. al., Vol. 7, No. 4, 2021

One can observe in Fig. 16 that qualitatively there is no considerable difference between the results obtained with meshes M1
(Fig. 16a) and M4 (Fig. 16b) for the OWC available power. However, if the regular representative wave of the sea state is considered,
one can infer a considerable difference in available power (Fig. 16c). To quantify these differences, the root mean square (RMS)
available power was calculated, achieving 3.76 W, 3.82 W, and 1.04 W, respectively, for the cases a, b, and c of Fig. 16. Taking as a
reference the result obtained with mesh 4 (Fig. 16a), a relative difference of only 1.57% occurs for the mesh M1 results (Fig. 16b),
indicating that de high-frequency waves have no significant effect over the available power of the OWC. Besides, it is worth to
emphasize that the processing time required to simulate with mesh M4 (Fig. 16b) is 325% higher than the processing time
necessary with mesh M1.

On the other hand, if the RMS available power reached in the representative regular wave simulation (Fig. 16c) is compared
with result from mesh M4 (Fig. 16a), a difference of 72.77% occurs, indicating that the WEC analyzes performed with regular waves
do not lead to realistic results.

Moreover, another aspect that comes from this case study is the importance of geometric evaluation and optimization of
WECs. A significantly improvement in the energy conversion capability should be achieved if the OWC dimensions be defined in
agreement to the local sea state.

6. Conclusion

This article presented the WaveMIMO methodology, a procedure that allows the numerical simulation of a realistic sea state,
by the imposition of discrete transient velocity data as boundary conditions for the generation of irregular waves. To do so, a wave
spectrum from TOMAWAC was transformed into a time series of surface elevation, which was then used to calculate time series
of wave propagation velocity in the horizontal (u) and vertical (w) directions. Finally, these transient velocity components were
imposed as boundary conditions in Fluent, generating the irregular realistic sea state waves. It is worth emphasizing that the
main application of the proposed methodology is addressed to the numerical study of WECs, making it possible to assess the
fluid-dynamic behavior of these devices when submitted to realistic irregular waves.

Therefore, to prove the capability of the WaveMIMO methodology, several analyses were performed, indicating the following:

e The wave spectrum on the surface at the inlet boundary of the wave channel in Fluent is very similar to the original
TOMAWAC spectrum,;

e The free surface elevation at the inlet of the wave channel in Fluent has a good agreement with the free surface of TOMAWAC,
presenting RMSE of 0.05 m and MAE of 0.04 m;

e The wave spectrum propagated in the wave channel is well reproduced for low- and medium-frequency waves (i.e. for waves
with periods higher than 4 s) if compared with the original spectrum,;

e The wave spectrum propagated in the wave channel presented differences when compared with the original spectrum for
the high-frequency waves with periods lower than 4 s (with coarser mesh M1) or 3 s (with more refined meshes M4 and M5);

e The possible causes for the energy loss related to the high-frequency waves were investigated, being the spatial
discretization of the computational domain in Fluent the one with greater influence;

e Aslow- and medium-frequency waves are the most relevant for wave energy conversion, the limitation in reproducing high-
frequency waves does not significantly impact the numerical simulation of the fluid-dynamic behavior of WECs;

e Despite the limitation of propagating high-frequency waves, the definition of the available power of WECs submitted to
realistic irregular waves is much more accurate than the obtained with the widely used approach based on the representative
regular waves from the sea state; and

e  For studies concerned with the geometric optimization of WECs in Fluent, the proposed methodology allows to reproduce the
same sequence of irregular waves over each geometry, being an advantage if compared with the wave spectrum approach
(e.g., JONSWAP or Pierson-Moskowitz).

Therefore, the proposed WaveMIMO methodology is able to reproduce a realistic sea state from TOMAWAC in Fluent, in a
range of periods between 3 s and 30 s (or frequencies between 0.03 Hz and 0.33 Hz), allowing numerical simulations of the
operating principle of WECs when submitted to these irregular waves. It is worth mentioning that the irregular wave generation
in Fluent was only possible due to the subdivision of the inlet region of the wave channel, enabling to impose as boundary
conditions discrete values for the horizontal and vertical velocity components of the waves. This way of prescribing the wave
velocities in Fluent is a scientific contribution to the wave energy area, justifying the WaveMIMO methodology application.
However, its application is not limited to the wave energy investigations; being possible do apply the WaveMIMO methodology for
studies involving the incidence of realistic irregular waves over other naval, coastal and oceanic structures (e.g. vessel hulls,
breakwaters, oil platforms, etc.).

Finally, some suggestions for future investigations regarding the WaveMIMO methodology can be suggested: i) study of
nearshore and onshore WECs, ii) consider higher orders non-linear wave theory to convert the wave spectrum into wave velocity
components, iii) apply in other sea state conditions and other locations, iv) compare with other sources of data (e.g. obtained in
situ from an acoustic Doppler current profiler - ADCP or a pressure sensor), and v) employ to couple other spectral models of
coastal hydrodynamic with other CFD software.
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Nomenclature
A Wave amplitude [m] S Wave spectrum [m?%Hz]
C1 Linear damping coefficient [1/s] S,  Two-sided spectrum [m%Hz]|
C2 Quadratic damping coefficient [1/m] T  Wave period [s]
Dy Spectral peak direction [°] T,  Spectral peak period [s]
E Estimated values [m] t Time [s]
f Wave frequency [Hz] t... Minimum period to be represented in the time series [s]
g Gravity acceleration vector [m/s?] t,  Required length of the time series of 7 [s]
H. Height of the OWC hydro-pneumatic chamber [m] V  Velocity along the z direction [m/s]
Ha Height of the OWC turbine duct [m] U Velocity vector [m/s]
Hs Significant wave height [m] X Horizontal direction [m]
h Water depth [m] xs  Horizontal position of the start of the numerical beach [m]
i Counter variable xe  Horizontal position of the end of the numerical beach [m]
j Counter variable & First vector of normally distributed random numbers
k Wave number [1/m] y Normal direction to the x-z plane [m]
L Wavelength [m] z Vertical direction [m]
Lc {"rir]lgth of the OWC hydro-pneumatic chamber zy  Vertical position of the bottom [m]
La Length of the OWC turbine duct [m] zgs  Vertical position of the free surface [m]
N Directional spectrum of wave action density ¢ Second vector of normally distributed random numbers
n Number of points in the dataset a Volumetric fraction
P Power [m?] n Free surface elevation [m]
p Pressure [Pa] 7 Fourier transform of 7 [m]
R Reference values [m] 0 Wave direction [°]
R Average of reference values [m] u  Viscosity [kg/m-s]
RMSE Root mean square error [m] p Density [kg/m3]
SI Scatter index T Stress tensor [Pa]
External body forces [N/m?| w  Angular wave frequency [Hz]
s Submergence of the OWC [m]
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Appendix - Guidelines for converting TOMAWAC spectra for use with Fluent

To convert a spectrum from TOMAWAC to be used as boundary conditions for Fluent, one starts by loading the binary result
using the telemac_tools’ toolbox or using Blue Kenue® to extract the required spectrum. One then defines the required length of
the output time series t, and the number of data points n required to have a reasonable sampling of the data. The value of n

needs to be atleast 2-t, /t . ,where t . isthe minimum period that should be represented.

7 https://www.mathworks.com/matlabcentral/fileexchange/25021-telemac-tools
8 https://nrc.canada.ca/en/research-development/products-services/software-applications/blue-kenuetm-software-tool-hydraulic-modellers
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The spectrum obtained from TOMAWAC is a one-sided spectrum, whereas the calculations require a two-sided spectrum, so
one needs to mirror the spectrum with respect to the maximum frequency, and append the mirrored copy to the original, and
divide their magnitude by two to preserve the total spectral density. This two-sided spectrum will be denoted by S, , and will be

the amplitude spectrum used for the transformation. Now, another two statistically independent vectors of normally distributed
random numbers, x and z, should be generated, which will be used as the phase spectrum for the transformation.
Finally, the Fourier-transformed sea surface elevation can be obtained by computing 7 by means:

p=le+icx 2L (14

where i is the imaginary unit equal to /—1. Now the time series of sea surface elevation 7 can be obtained by running 7

through the inverse Fourier transform.
Then, with the sea surface elevation, obtaining the velocity profiles is a straightforward process. First, n should be split into

discrete waves using the zero up- or down-crossing method. The duration of each wave is then measured and used as its period.
Each discrete wave period is then used as the vertex for a cosine interpolation to smoothen the time series of wave period. Using
this time series and the local water depth one can compute an equivalent time series of wave length. With the three time series
of wave length and period, and sea surface elevation, one has all the variables needed to compute the orbital velocities u and w
using the respective equations from the linear wave theory.
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