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Abstract

In this work we investigate integrable models for systems with four po-
tential wells containing Bose-Einstein condensates linked by quantum tun-
neling, in the open and closed configurations, presenting their hamiltoni-
ans, energy bands, regimes and dynamics with dependencies on different
parameters. Focusing on resonant regimes, we analyse fidelities and entan-
glement and highlight relevant properties and applications in interferometry,
presenting two different interferometer models, their sensitivities and other
properties.



Resumo

Neste trabalho investigamos modelos integraveis para sistemas com quatro
pocos de potencial contendo condensados de Bose-Einstein ligados por tunela-
mento quantico, nas configuracoes aberta e fechada, apresentando seus hamilto-
nianos, bandas de energia, regimes e dinamicas com dependéncias em diferentes
parametros. Focando em regime ressonantes, analisamos fidelidades e emaran-
hamento e destacamos propriedades relevantes e aplicagoes em interferometria,
apresentando dois modelos de interferometros diferentes, suas sensitividades e out-
ras propriedades.
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1 Introduction

The Bose-Einstein condensate, proposed by S. N. Bose [1] and Albert Einstein [2]
in 1924, is the state in which all bosons in a sample occupy the ground state, creat-
ing a degenerate gas. This behaviour is based on the wave nature of particles: In an
ultra-cold condensate (temperature near absolute zero) the de Broglie wavelength
is similar to the mean distance between atoms. The experimental realization was
achieved, after seventy years of technological advancements , by Eric Cornell and
Carl Wieman [3] and Wolfgang Ketterle [4], paving way for further research of
models and applications, using vaporization and lasers for the cooling process [5].
Among such models are the exactly solvable systems [6-8] and integrable models
with four potential wells containing Bose-Einstein condensates linked by quantum
tunneling.

The study of exactly solvable models in Quantum Mechanics was kick-started
by the analytical solution for the non-relativistic Hydrogen atom proposed by
Schrodinger [9]; however, specially in cases containing many particles, analytically
exact treatments remained rarely viable. In 1931, while studying the Heisenberg
model [10], Bethe proposed an ansatz to obtain eigenvectors and eigenvalues from
exactly solvable hamiltonians, such as the ones presented in this work. This field
later received contributions from Yang [11], Baxter [12], Lieb [13] and others.
Nowadays there is a considerable list of integrable systems which are relevant in
areas such as statistical mechanics [14], field theory [15,16], condensed matter
physics [17,/18] and atomic and molecular physics [19,20].

Quantum systems are usually too complex to be studied purely through analyt-
ical means (even in integrable cases), demanding the utilization of numerical and
computational methods to tackle coupled and non-linear equations. The eigenvec-
tors and eigenvalues (energies) can also be obtained through exact diagonalization
of the hamiltonians, and quantum dynamics simulations can be performed with
a diverse range of coupling parameters in order to identify different tunneling
regimes and study the temporal behaviour of these systems, tracking variables
such as number of particles, fidelity and entanglement.

This work focuses on the study of integrable tunneling models for systems
of Bose-Einstein condensates with four potential wells in their closed and open
configurations, distinguishable by the number of bosons in each class and their ge-
ometry (see figures below and more details in the following sections), making these
potentially great candidates to describe physical properties relevant for quantum
technology and realization of atomtronic devices [21,22] (based on circuits with
atomic currents, analogous to existing electronic or optical systems) for quantum
metrology.



Figure 1: Geometry of the models. Different classes represented by different
colours. J is the tunneling parameter. Left: Four-Well, closed arrangement. Right:
Four-Well, open arrangement.

Integrability in such systems results from derivation through an extension of the
Quantum Inverse Scattering Method [23-25| , introducing two conserved charges
associated to resonant dynamics [26,27], which, along with the number of parti-
cles and total energy, add up to four conserved operators, equal to the number
of degrees of freedom, satisfying Liouville’s requirements for integrability [28] and
playing a fundamental role in the control of these systems. These conserved quan-
tities are used to model effective hamiltonians in resonant regimes, which are very
useful for the obtainment of analytical results in quantum dynamics.

There are conclusive results for self-trapping phenomena with two wells [29-34]
and the usage of three-well systems [35H37] as ultra-cold transistors [38], for exam-
ple. A class of models for physical realization of Heisenberg-limited [39] atomtronic
phase-interferometry using dipolar atoms in four-well systems was identified in
2010 [40] and recent research focusing on both the open [41-43] and closed [44] ar-
rangements, such as the proposal of an interferometer based on NOON states [45],
aim to advance the field of quantum information and integrability-enhanced atom-
tronic technologies, a relatively new subfield of ultracold atomic physics. Here we
revisit some of these studies, specially the closed integrable four-well system, and
also make further progress in the analysis of the integrable open four-well model.

The sections in this work are organized as follows: In chapter two, the four-
well model in closed arrangement is presented, along with its hamiltonian and
effective hamiltonian, followed by subsections defining its different regimes, energy
bands, Fock state distributions, fidelity, entanglement and finishing with a subsec-
tion dedicated to the NOON state interferometer model. Chapter three focuses on
the four-well model in open arrangement, once again presenting its hamiltonians,
regimes and energy bands, leading into original contributions and the proposal of
an open arrangement interferometer. The appendices include the matrix repre-
sentation of the hamiltonians, in depth calculations for the effective hamiltonians
and interferometers, and other interesting dynamics studied.



2 Four-Well Model - Closed Arrangement

In this chapter we will review the four-well Bose-Einstein condensate model
in a closed arrangement, named after its characteristic geometry containing four
potential wells linked by tunneling, illustrated in the figure below.

Figure 2: Left: Geometry of the four well system in closed arrangement, where
J is the tunneling parameter. Right: 3D representation of the potential wells.
Subspaces separated by colour.

In this configuration there are two subspaces, class A (grey) is composed of
wells 1 and 3, while class B (blue) is composed of wells 2 and 4. As seen in figure
[2, wells in the same class are not connected by the tunneling parameter .J, thus the
transition of dipolar bosons between them are limited to second order processes.

2.1 Hamiltonian and Effective Hamiltonian

The hamiltonian for the isotropic integrable model with no external potential
can be modeled by:

Hyy = —U(N; — Ny + N3 — Ny)?

+g[(a]; + ab)(ay 4 as) + (al + al)(ay + as)] (2.1.1)
where {a;, a} :j =1,2,3,4} are canonical boson annihilation and creation opera-
tors, U characterizes the interactions between bosons, NN is the number of particles
in a well and J the tunneling strength. Distinct regimes, with different applica-
tions, may be obtained depending on the values chosen for these parameters.
This work focuses on cases where the bosons tend to be restricted to their
respective classes (M = Ny + N3 and P = N, + N, constant) and the energy levels
separate into bands (see figure {)), characterizing the resonant tunneling regime.
Thus, considering second-order tunneling processes (see appendix, the following
effective hamiltonian is obtained utilizing time-dependent perturbation theory for
an initial Fock state |M —1, P—k, [, k) and the resonance condition J < U|M — P|,



2.2 Regimes and Energy Bands

where M + P = N:

Hor = (N + 1)QQ1 + Qs) — 2Q0Q1 Q- (2.1.2)
Q=J'/4U((M - P)* - 1))
Q= %(Nl + N3 — aJ{ag — agal)
Q2 == %(NQ + N4 — CL;CL4 — alag)

Above @); are the remaining conserved operators (called conserved charges)
needed to match the number of degrees of freedom and guarantee integrability
according to the Liouville-Arnold theorem.

In order to facilitate the obtainment the eigenvectors and eigenvalues of the
hamiltonians, we use the matrix representation described in appendix [A]

2.2 Regimes and Energy Bands

Depending on the parameters chosen for the hamiltonian, different dynamic
regimes can be identified. The image below illustrates different dynamics for the
normalized expected number of particles in each well, varying U. The parameters
J/h = 73.219 Hz, U/h = 76.519 Hz and N = 15 are based on existing research
to obtain faster resonant dynamics in a closed-arrangement system with the
integrability condition.

N ANAWANNA
5,0,0,0), effective H | i
! ] :

Figure 3: Dynamics in different regimes for the initial state |15, 0,0, 0), using Hs o
(left) and Heg (right). J/h = 73.219 Hz and the parameter U is varied. First row:
U/h = 76.519 Hz. Second row: U/h = 7.6519 Hz. Third row: U/h = 0.76519 Hz.

We can examine the image above by analysing the parameter x = UN/J. In
the first row we visualize the Josephson regime, characterized by N? > y > 1,
where the interaction parameter U dominates the dynamics, resulting in resonant
tunneling. In this case, wells 2 and 4 (class B) never receive bosons from class A

8



2.2 Regimes and Energy Bands

and it is clear from the picture that the effective hamiltonian yields the expected
results, since it was modeled for resonant tunneling regime with J < U|M — P|.

Increasing the value of x slows down the period of the harmonic oscillation
observed, eventually resulting in the Fock Regime, with y > N2. This regime
would appear stationary in the time-frame used for the graphs.

In the second row x was decreased, allowing the tunneling parameter J to visi-
bly affect the amplitude and frequency of the dynamics and we notice a significant
difference between the results using Hs o and Heg. This region is near the limit of
x = 1 shown in figure ]

In the third row, the graph on the left contains a short transient section, in
which bosons are transferred to wells 2 and 4, followed by a stable state. The
effective hamiltonian fails to reproduce these results (wells 2 and 4 never receive
bosons). Lowering x even further will extend the transient, this dominance of the
tunneling parameter characterizes the Rabi Regime (1 > x).

Another way to visualize these regimes is with the energy band plot, where
each line corresponds to a state |[M —1, P—k,l,k) ({=0,...,M; k=0,...,P; P =
0,...,N) for agiven N =M+ P :

E/)

0.0 25 5.0 7.5 10.0 12.5 15.0 17.5 20.0
UNJJ

Figure 4: Dimensionless energy eigenvalues FE/J as a function of dimensionless
coupling UN/J = x, with N = 15 and J/h = 73.219 Hz, using hamiltonian
2.1.1. Vertical lines at x = 1 (red), where the formation of bands starts, and
X = 15.676, where U/h = 76.519 Hz. The diagonal red line follows the equation:
E/J=—x(M — P)?/N, with |M — P| =1.

The region before the vertical line at y = 1 has no defined bands and constitutes
the Rabi regime. To the right of this line the energy levels tend to degenerate into
bands as the dimensionless coupling parameter UN/J increases, the number of
bands is (N + 2)/2 if N is even and (N + 1)/2 if N is odd. In this region we can
find the Josephson regime, gradually transitioning into the Fock regime as UN/.J
increases.



2.3 Fock States and The Uber-NOON

Since the condition for the resonant tunneling regime (J < U|M — P|) depends
on M and P, for each value there is a different limit in U for the formation of a band
with resonant regime. Some of the blue energy levels are very close to the idealized
red line at UN/J = 15.676, indicating harmonic oscillation in the dynamics for for
|M — P| =7, while other regions still contain different spacing between the lines,
indicating disturbed dynamics.

2.3 Fock States and The Uber-NOON

At any point in time, the expected number of particles in each well, (N;), results
from a probability distribution over all possible Fock states with the same total
number of bosons, N. Often each individual Fock state has a small probability,
but in special cases such as the Uber-NOON only a few states can occur, allowing
for high precision phase measurements (as shown in subsection , thus, Fock
state probability histograms (see figure [5)) are a useful tool to identify systems.
This section focuses on resonant dynamics with initial state [11,4,0,0) and the
parameters U/h = 76.519 Hz and J/h = 73.219 Hz in order to analyse Uber-
NOON formation. The Uber-NOON state is characterized by an equal probability
of obtaining |M, 0,0, P), |M, P,0,0), |0,0, M, P) and |0, P, M,0) (and probability
zero for other Fock states). The Uber-NOON has the general form

/U —NOON) = = (|M, P,0,0) + €*|M, 0,0, P)

+€'2(0, P, M,0) + €'#°(0,0, M, P))

1
2 (2.3.1)
for a set of phases {p1, p2, 3}

By plotting the Fock state probability histogram, as well as the expected num-

ber of particles in each well separately, we can detect the formation of an Uber-
NOON state at t = t,,, = hr/2Q ~ 4.3047s.

792 793 794 795 796 797 798 0 200 400 600 800
n n

Figure 5: Probabilities |c,|?> of Fock states |n) for |W(t)) = e 22/"| ) =
D-1

Z cn(t)|n), labeled by the arbitrary single index n, where D = (N + 3)!/(3IN1)

n=0

is the dimension of the Hilbert space. Left: The initial state is |¥y) = |11,4,0,0)
(n = 795). Right: At t = t,, there is a combination of |0,0,11,4) (n = 11),
10,4,11,0) (n = 69), |11,0,0,4) (n = 781) and |11,4,0,0) (n = 795).

10



2.4 Fidelity and Entanglement Dynamics

|11, 4,0,0) — N1

Figure 6:  Dynamics for the initial state |11,4,0,0). U/h = 76.519 Hz and
J/h = 73.219 Hz. Vertical line at t = ¢,,, when the system can be described by a
combination of |0,0,11,4), 0,4, 11,0), |11,0,0,4) and |11,4,0,0).

These results are valid for odd N, for dynamics with even N see appendix [D]

2.4 Fidelity and Entanglement Dynamics

The fidelity is a parameter that allows us to analyze the amplitude and frequency
of a resonant tunneling system, comparing the temporal evolution of the system
to its initial state:

F = [(To|T(t))[? (2.4.1)
D-1

with [U(t)) = e H22/0p ) = Z co(t)|n)f and F ranging from zero (completely
n=0

different states) to one (identical configuration).

Figure [7] illustrates fidelity dynamics for the three examples of regimes shown
previously (figure [3), with |¥y) = |15,0,0,0). It can be seen that in the resonant
Josephson regime the initial state can be recovered to a high degree of accuracy
(F' ~ 1 using Hsy (black) and F' = 1 using Heg (red)), with almost the entire
boson population periodically tunneling back.

!The mapping from Fock state |i,j,k, N —i — j — k) to state [n = f(i, j, k)) can be performed
using the function f: N* — N, defined as f(i,j, k) = k+ 5[2(N —i) +3—j]+ 4[4+ (N +2)(N —
i)+ 2N] + £(i% - 1).

11



2.4 Fidelity and Entanglement Dynamics

SO

t(s)

Figure 7: Fidelity dynamics in different regimes for the initial state |15,0,0,0) .
The black and red curves are obtained using Hso and Heg respectively. J/h =
73.219 Hz. Top: U/h = 76.519 Hz (Josephson, resonant). Middle: U/h = 7.6519
Hz (transition). Bottom: U/h = 0.76519 Hz (Rabi).

The fidelity graph can also be plotted in order to detect the formation of an
Uber-NOON state by replacing |Vy) in equation 2.4.1 with:

1
|V voon) = §(ﬁ\11,4,0,0) +111,0,0,4) +10,4,11,0) — 3]0,0,11,4))  (2.4.2)

(Obtained by following the second protocol in [44]). With g = (=1)"V+D/2 = 1
since the chosen N is odd (for the case with even N see appendix @

W 0.5

OM. A
0 1 2 3

. N\~ f\A_I\IIL/
4 5 6 7 8
t(s)

Figure 8: Fidelity vs. time for the Uber-NOON state. U/h = 76.519 Hz and
J/h = 73.219 Hz. The black and red curves are obtained using Hoo and Heg
respectively. Vertical line at t = t,,.

We can see that the fidelity starts at ~ 0.25, due to the initial state being
|11,4,0,0), and eventually approaches this value again due to the periodic nature
of the system. At t = t,,, when the Uber-NOON state is achieved, the fidelity
reaches ~ 1. Other peaks occur throughout the graph, but they do not reach
Uber-NOON state, implying that in these cases there are more than four Fock
states contributing to each (N;).

12



2.4 Fidelity and Entanglement Dynamics

Another way to analyse systems is by studying their entanglement dynamics.
First, we define the density matrix:

p(t) = [W (1)) (¥ (t)| (2.4.3)
and express the reduced density matrices in a compact notation:

p3(t) = trpgrplt) = S P(N; = i)]i) (], (2.4.4)

1=0

where tr,,, denotes the partial trace over the state space for wells p, ¢ and r, and
P(N; = 1) is the probability of measuring ¢ bosons in well j (j # p # q # ).

Then, the von Neumann entropy, which quantifies the entanglement between
the subsystems within the class of well j, is defined as

Sj(p(t)) = —tr(p;(t) log p;(t)) (2.4.5)

We also define the effective von Neumann entropy S;(5(t)), which is calculated
through |U(t)) = exp(—it Hegz/h)| Vo).

The entanglement plot below indicates that the aforementioned smaller peaks
in the NOON-fidelity graph are a result of combinations of many Fock states when
compared to the Uber-NOON formation at ¢ = t,,,, where Sy drops significantly.

3_

5 ] .
1.5} -
%0 2 4 3 B

Figure 9: Entanglement dynamics for the initial state |11,4,0,0), U/h = 76.519
Hz and J/h = 73.219 Hz. The black and red curves are obtained using Hs» and
H.g respectively. Vertical line at t = t,,.

The image below illustrates entanglement dynamics for the three examples of
regimes shown previously. Once again, Hy 5 and Hg yield the same results in the
resonant regime, reaching zero at t = 2.5s (half the period), where a single Fock
state appears ( ]0,0,15,0) see figure 3), and at ¢ = 5s, when the initial state is
recovered.

13



2.5 Interferometer

t(s)

Figure 10: Entanglement dynamics in different regimes for the initial state
|15,0,0,0). The black and red curves are obtained using Hyo and H.g respec-
tively. J/h = 73.219 Hz. Top: U/h = 76.519 Hz (Josephson, resonant). Middle:
U/h = 7.6519 Hz (transition). Bottom: U/h = 0.76519 Hz (Rabi).

2.5 Interferometer

The formation of NOON states in four-well systems in closed arrangement opens
the possibility for integrability-enhanced atomtronic interferometry, with protocols
based on resonant dynamics with odd N. The figure below shows a schematic
representation of an interferometer:

1 i6
|zate(¢)) = ﬁ(llpam +¢e7[0,P))

Atomic Flow
Direction

Figure 11: Schematic representation of the protocol. M atoms initially in well 1
interact with the gate (NOON state) in subspace B. After a period t,, the number
of particles in well 3 follows an interference pattern.

We start with the entangled gate state in subspace B (which can be obtained
with a short break of integrability, following the protocols in ), while subspace
A has M particles in well 1 and zero in well 3.

14



2.5 Interferometer

Using J/h =73.219 Hz, U/h=T76.519 Hz , M =11, P=4and N =M+ P =
15, this state is described by:

|Wo) = (|11,4,0,0) +€[11,0,0,4))/1/2 (2.5.1)

We then let the system evolve until ¢, = hr/2Q ~ 4.3047s and measure the num-
ber of bosons in well 3, obtaining the interference pattern calculated in appendix

[Ct

AN; = %(N— P)|sin ¢|
2 (Va1)/2] T (2.5.2)
(N3) = M cos (gb/? — [1 + (=1) } Z)

Plugging our usual values, this results in (N3) /M = cos?(457), with a maxi-
mum at ¢ = 7, seen in the figure below:

1.05 —— analytical
g“ ® numerical
A
v 0.5-
=2
\

0.0 :

0 2 4 9]
¢

Figure 12: (N3)/M distribution at ¢ = t,,, depending on the phase ¢. Analytical

results obtained using equation 2.6.1, numerical results obtained using equation
2.1.1.

We can also plot (N3)/M versus time for different values of ¢ to visualize its
influence in the expected number of bosons at ¢t = ¢,,.

14 (]11,4,0,0) +€®|1140,0,4))/V2, d=n1 1 (]11,4,0,0) + ™11, 0,0, H)/V2, =0
=
~
A
2”’0.5
v
0 1.72 3.44 5.17 6.89 861 0 1.72 3.44 5.17 6.89 8.61
t(s) t(s)

Figure 13: Expectation value dynamics using U/h = 76.519 Hz and J/h = 73.219
Hz. Initial states: (|11,4,0,0) + €*|11,0,0,4))/y/2 with ¢ = 0 on the right and
¢ = m on the left. Vertical lines at t = t,,.

This model is capable of achieving Heisenberg-limited interferometry, more
precise than classical protocols and equivalent to choosing the equality sign in the

15



2.5 Interferometer

Heisenberg uncertainty relation [39], with a sensitivity of

ANj; 1

AP = [y gl P

(2.5.3)

For ¢ = Py in equation (2.5.1) (see appendix .

This phase is encoded via the transformation ajl — eis"ajl to achieve phase-
super-resolution, since ¢ and its oscillations are multiplied by P, requiring a smaller
variation of ¢ to complete a cycle.

A possible experimental setup for this model in an optical lattice formed by sets
of counter-propagating beams is proposed in [44], where a complete explanation
can be found. In this setup the four potential wells are isolated from the rest of
the lattice by a vertical beam and the phase is encoded using an off-center laser
beam to shift the potential to well 4, breaking integrability. We notice here that
the breaking of integrability has also been discussed in other physical scenarios
(see, for instance [46-48]). A similar model for open-arrangement interferometry
is proposed at the end of the following section.
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3 Four-Well Model - Open Arrangement

In this chapter we will present the Four-Well model in open arrangement, named
after its characteristic geometry containing four potential wells linked by tunneling,
shown in the figure below.

Figure 14: Left: Geometry of the four well system in open arrangement, J is
the tunneling parameter. Right: 3D representation of the potential wells. The
subspaces are separated by colour.

In this configuration there are two subspaces, class A (grey) is composed
of wells 1, 2 and 3, while class B (blue) is composed only of well 4. Transitions
between wells in the same class are limited to second order processes.

3.1 Hamiltonian and Effective Hamiltonian

The hamiltonian for the isotropic integrable model with no external potential
can be modeled by:

H3; = —U(N; + Ny + N3 — N,)?

J
——[(al + al + a})ay + al (a1 + az + a3))] (3.1.1)

V3

Once again we focus on the resonant regime, where the number of particles in
each subspace remains constant. In this regime, the following effective hamiltonian
can be derived (see appendix :

Heg = Jegl(alay + aday) + (alas + alay) + (adas + alay)] (3.1.2)
JA(N +1)
12U(N —2P —1)(N — 2P + 1)

Jot = (3.1.3)

Since subspace B contains only one well, the number of bosons in this well
remains constant in resonant regime and therefore a, and ajl do not appear in
equation 3.1.2.

3.2 Regimes and Energy Bands

Similarly to the closed arrangement shown previously, the four-well model in
open arrangement can be divided into different regimes depending on the param-
eter x = UN/J (see chapter 2.2).

17



3.2 Regimes and Energy Bands

In the figure below we can see a clear difference in the resonant dynamics of the
number of particles in each well when compared to the closed arrangement (see
Figure |3)) using the same values for U, J and N. In this case, the particles initially
in well 1 tunnel to both well 2 and 3 and the resonant oscillations occurs around
(N1 + Ny + N3)/3 (or 1/3 in this specific, and normalized, case with Ny = 0).

|15,0,0,0) , effective H — ™

.............

0) effective H' — N1

AT

- a.u.n it Hh'

t(s)

Figure 15: Dynamics in different regimes for the initial state [15,0,0,0), using
Hs, (left) and Heg (right). The parameter J/h = 73.219 Hz is fixed while the
parameter U is varied. First row: U/h = 76.519 Hz. Second row: U/h = 7.6519
Hz. Third row: U/h = 0.76519 Hz. The horizontal line marks (N7 + Ny + N3)/3.

The energy bands for this model follow a similar pattern to those for the closed
arrangement (see Figure @), but now M = N; + Ny + N3 and P = N4 and the
vertical line divides the graph into the Rabi regime to the left of x = 1, where
there are no clear bands, and the Josephson regime to the right of y = 1, where
the resonance can be achieved.

0.0 I 2.5 5.0 7.5 10.0 12.5 15.0 17.5 20.0
UN/J)

Figure 16: Energy bands for the open-configuration in the resonant regime with
N = 15. Vertical lines at x = 1 (red), where the formation of bands starts, and
X = 15.676, where U/h = 76.519 Hz. The diagonal red line follows the equation:
E/J=—x(M — P)?/N, with |M — P| =1.

18



3.3 Interferometer

The calculation of fidelity and entanglement follows the same procedure pre-
sented in the previous section (2.4 and 2.5). The visualization of the probability of
selected Fock states in the open arrangement can be done using the method of his-
tograms with indexes (see figure or in a more concise way, using heat-maps (or
3D histograms) with fixed N4 (since it remains constant in the resonant regime),
setting N7 and N, as the values of the x and y axis and the probability |C,|* as
the colour-coded z axis (see appendix @

3.3 Interferometer

Four-well systems in the open-arrangement can also be used in interferometry. In
this section we present a theoretical model of interferometer based on the schematic
diagram below, which shows

Phase off i Phase on
e’
Time
0 T T+b 2T+0 2T+20

Figure 17: Schematic representation of the phase protocol. The dipolar atoms
flow from well 1 to wells 2 and 3. We apply a break of integrability between 7 and
T +1to, and 27 +t¢ and 27 + 2¢,, to implement the phase dependent term €*® acting
on well 2 during the time interval in which the atoms are flowing back to the well
1. Subsequently, a measurement of the number of atoms in well 1 is performed in
order to detect the constructive/destructive effects of interference.

To implement this interferometer, the hamiltonian (3.1.1) must be modified
with a term for phase control acting in one of the wells, e.g. a; — e *?ay. Consid-
ering the initial state |¥g) = |N,0,0,0) and the time-evolution:

(T()) = Ut — 7, &)U(T, 0)| W) (3.3.1)
U(t, ¢) = exp|—itHy(6)/H] (3.3.2)

We let the system evolve with phase-shift zero until 7 = hin/(3Jeg), when Ny
reaches its first minimum and the atomic current is maximally separated to occupy
the wells 2 and 3. Then the phase is shifted by ¢, the two atomic currents flow
to well 4 and we observe the resulting interference in well 1 at 27, when N; would
originally reach its maximum, as shown in figure 18 (regular dynamics with no
phase-shift and once again using the same values for U, J and N for the purpose
of comparison).

19



3.3 Interferometer

15,0,0,0} U=76.519

J=73.219, ¢ =0

—

t(s)

Figure 18: Dynamics of a system with ¢ = 0. Vertical lines at 7 and 27, re-

spectively representing the moment where the phase ¢ would be altered and N;
measured.

Now, by applying a phase shift, the expected value of (N;)/N varies greatly.

Figure 19 shows the effects of ¢ = 7 in the dynamics, resulting in a minimum for
(N1)/N at 27.

1
15,0,0,0) U=76.519 J=73.219, ¢ =n — N
3 T T = -, Ny
— == N
ANos|{ . __|.__ T m
= —
v
0 = = T T T T T
0 1 2 3 4 5 6
t(s)

Figure 19: Dynamics for a system with ¢ = w. Vertical lines at 7 and 27.

The implementation of the phase and its effect on (NV;) are presented in the next
subsection. Other open-arrangement dynamics, unrelated to the interferometer
model, are shown in appendix [D]

3.3.1 Phase Control Protocol

To implement the phase shift in a controllable way, we consider a new hamilto-
nian with a break term

Hy(v) = H3; — v (2N — Ny — N3), (3.3.3)
and the time evolution operator
U(t,v) =exp (—itHy(v)/h) . (3.3.4)
Thus, the phase control protocol (equivalent to (3.3.1)), is given by the following
operations, in terms of the break parameter v:
W (v)) =U (to, v)U(T,0)U (to, —v)U(T,0)| N, 0,0,0)

= Ueg (T, )U(T,0)| N, 0,0,0) (3.3.5)
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3.3 Interferometer

Where we defined the effective time evolution operator:
Uerr(T,v) = U (to, v) U(T,0)U (to, —v) . (3.3.6)

In the resonant tunneling regime, for small ¢y in comparison with the typical time
scale of the dynamics, we can consider the following approximation in terms of
effective hamiltonian

U (to, :l:l/) = exp [—ZtOHeff/h + itol/ (2N2 - Nl - Ng) /h]
~ exp [:i:Zt()l/ (2N2 — N1 - Ng) /h] s (337)

since the dynamics is approximately frozen in the interval ¢y, such that the hamil-
tonian H.g has no effect and can be neglected. This leads to

Uegr (T,v) = exp (—iTHeg (V) /h), (3.3.8)

which reproduces the analogous time evolution operator given in (3.3.2), with the
phase dependent effective hamiltonian by identification (see details in appendix

)

¢ = 3uty/h. (3.3.9)

Observe, however, that the total protocol time is increased to 27 + 2t,, in compar-
ison to (3.3.1), due to the additional operations with the break of integrability to
encode the phase.

The above protocol provides the interference pattern with high contrast (see
appendix |C| for details)

_ o
R

The expected number of atoms in well 1 at 27 can be plotted versus ¢, as
shown below

(Ni(0)) /N = (W (v) [N, [ ¥(v)) /N =1~ gSmQ(Gﬁ/Q% v (3.3.10)

1.0
=
~
A
~ 0.5
=
v — analytical
00 | | o | o nun:erical
0 2 4 6
¢

Figure 20: (N;)/N distribution at ¢ = 27 for different values of ¢. Analytical
results obtained using equation 3.3.10, numerical results obtained using equation
3.1.1.

The sensitivity of this model is also calculated in appendix [C], yielding

. ANl - 1 1 )
Ad= ‘d<N1> = Nz \/1 + gg sec?(¢/2). (3.3.11)
dé
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3.3 Interferometer

Therefore, the interferometer has shot-noise limited sensitivity that scales with
1/ VN , in contrast with the Heisenberg-limited closed model. The dependency
on ¢ also implies that the sensitivity decreases for values of ¢ near w. Nevertheless,
the model still achieves high contrast (see Eq.(3.3.10)) with an easily obtainable
initial state |V, 0,0, 0) and does not depend on the number of particles and whether
its odd or even (unlike the results in (2.5.2) for the closed arrangement model).

3.3.2 Experimental Setup

The experimental setup for the interferometer is mathematically described in the
appendix [Cl We use three sets of blue-detuned (tuned to a frequency above the
resonant frequency) counter-propagating laser beams to create an optical lattice
with the desired arrangement of wells. Its potential is given by

3
WViatt (2,9, A) = =W1 Zsin2 (kr-u;), r=(z,y), k=— (3.3.12)

Jj=1

where u; are the vectors indicating the beams’ directions.

Another counter-propagating laser beam, this time vertical and red-detuned
(tuned to a frequency below the resonant frequency) is used to control the aspect
ratio of the potential. Finally, a region with four potential wells is then isolated
from the rest of the lattice using a vertical gaussian beam and the phase encoding
is accomplished with the use of an off-center gaussian beam of weak intensity,
shifting the potential and causing the integrability break.

a)

Figure 21: a) In cyan, three sets of counter-propagating beams separated by angles
of m/3 radians create the optical lattice. In red, a vertical beam controls the aspect
ratio of the potential. b) Another laser beam, shown in purple, is used to isolate
a region with four wells (with the solid black line representing its z axis), and
the beam used to control the integrability break and encode the phase is shown
in green (off-center, with the dashed black line representing its z axis). ¢) The
isolated four-well system with subspaces separated by colour

A top-down view of the four-well region is shown below, indicating the two
positions of the green beam used to encode the phase on well 2 as described by
the operators U (to, v) and U (to, —v).
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3.3 Interferometer

;"

Figure 22: Top-down view of the isolated four-well system with subspaces sepa-
rated by colour and the beam used to shift the potential and encode the phase
shown in green in two different positions with its centers in red.

)
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4 Conclusion

In this work we studied integrable models for systems with ultra-cold bosonic
atoms in four potential wells linked by quantum tunneling. Two cases were ana-
lyzed: the closed arrangement, where there are two wells in each class, and the open
arrangement, with three wells in one class and one in the other. Both cases had
their hamiltonians presented and dynamics studied, mainly in resonant regimes,
where the effective hamiltonian and the interferometer protocols are valid. Numer-
ical and computational methods were applied to generate the simulations (using
the matrix representation shown in appendix and diagrams throughout this
work.

In chapter two the closed arrangement was introduced and explained in the
context of the different possible regimes dependent on the parameters chosen. In
the resonant regime, we saw that the number of bosons in each subspace is constant
and there is the formation of energy bands. The Fock state distribution was
analyzed in the particular case where an Uber-NOON state is formed (in systems
with odd N) with high fidelity, also causing a drop in the entanglement parameter.
In the final subsection, the protocols for an interferometer were presented (based
on existing research).

Having shown known results in chapter 2, chapter 3 analyses the open arrange-
ment in a similar way, (utilizing the same parameters for the sake of comparison,
see figures |3[ and . We noted that in the open arrangement subspace B only
contains well 4, reflecting in a constant number of bosons in this well in the res-
onant regime and the omission of a, and ajl in the effective hamiltonian, derived
in appendix [B] Finally, an original protocol for an open-arrangement interferom-
eter is proposed, along with a brief explanation of a possible experimental setup
(described mathematically in appendix |C]).

The interferometer models presented in this work have different limits in sen-
sitivity due to the differences in the geometry of each system and the initial
states used. The closed-arrangement interferometer is able to achieve Heisenberg-
limited sensitivity due to the carefully prepared NOON state gate, while the open-
arrangement interferometer only achieves shot-noise limited sensitivity, but on the
other hand, requires a simpler initial state, with all particles initially in well 1,
and has high contrast for any N.

The results obtained reaffirm the four-well quantum tunneling models’ distinct
physical properties and possible applications in quantum metrology. Optimal val-
ues for the parameters to be used in the open-arrangement interferometer are yet
to be obtained and since the protocols for the formation of the NOON state are
specific to the closed arrangement, further research is needed to propose a new ini-
tial state or configuration to improve the sensitivity limit of the open-arrangement
model (for this purpose, the different open-arrangement dynamics shown in ap-
pendix [D| may be useful).
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A Matrix Representation of Hamiltonians

In order to facilitate the obtainment of eigenvectors and eigenvalues, we can
represent hamiltonians as matrices with the following basis:

B ={|N,..,0,..,0), -, [0,....,N,...,0), -+ ,|0,...,0,..., N)}

Thus, the hamiltonian can be written as:

(N s 0o, O Hyo N, 00,0y 000 <oe (0,00,0, ooy N|Hop | N, o, 0, ., 0)
(N s 0s o, O Hy |0, s 0, s N wee (0,000, ooy N Hoppn0, 00,0, oo N
(A.0.1)

This representation is not unique and can be used for any N. The calculation
of the matrix elements is done applying the following relations (shown for N = 2):

aiag\nl,m) = \/n2aHn1,n2 —1) = +/na(ny + 1)|ny + 1,0y — 1)
agal\nl,m) = \/nlag\nl —1,n9) = v/ni(ng+ 1)|ny — 1,na + 1)
N1|n1,n2) = a1a1|n17n2> = n1|n1,n2)

No|ni,nz) = abas|ni, na) = na|ng, na)
Applying this method on the closed 4-well hamiltonian yields:

(N1, N3, N3, Nj|Ho 2| Ny, Na, N3, Ny) =
[U(Ny — Ny + N3 — N4)2]5N{,N15N§,N25N§,N35N4,N4 — (J/2)]
(V' Ni(Na + 1)0n; 5108y, Np+1 + v/ No (N1 + 1)0n7, vy 41085, 8-1) O, v Oy, vy +
(v/Na(N3 + 1)5N§,N2—15N§,N3+1 + / N3(Ns + 1)5N§,N2+15N§,N3—1)5N{,N15N4,N4+
(V' N3(Na+ 1)dng vy —108,8+1 + v/ Na(N3 + 1)0n7, w1087, 5, 1) 07, v Oy v, +
(V' Na(N1 4+ 1)dng, vy 1087, 8y +1 + v/ N1(Na + )07, w4 41087, 5, 1) Ovg, 8, O, v

(A.0.2)

Where 6 is the Kronecker delta.
Similarly, for the open 4-well hamiltonian:
(N7, N3, N3, Nj|Hs 1| N1, No, N3, Ny) =
[U(N1 + No+ N3 — Na)?J0n7 5Oy, 3o 08 w08 vs — (T/V/3)]
(V Ni(Ny + 1)0n7 Ny —1087 Ny+1 + \/m(SN{,N1+15N4’1,N4—1)5Né,N35Né,N2"‘
(v No(Niy + 1)0n; N, 1087, Ns41 + / Na(Na + 1)0n; Ny 11087, 84— 1) 0N N, Oy Ng T+
(v/ N3(Ng + 1)5N§,N3—15N;1,N4+1 + \/m5N§,N3+15N4,N4—1)5N{,N15N§,N2]

(A.0.3)
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B Effective Hamiltonian Calculations

In the resonant tunneling regime the bosons tend to be restricted to their re-
spective classes, thus, we can consider second-order tunneling processes to obtain
effective hamiltonians. In the following subsections we obtain expressions for the
closed and open arrangement.

Four-Well Closed Arrangement

The hamiltonian for the Four-Well model in Closed Arrangement can be written
as:

Hyo = Hy + H;
Hy=—-U(Ny — N2+ N3 —N4)2
J
Hy = 5[(@1 + ab)(as + as) + (a} + ) (a1 + a3)] (B.0.1)

For the inital condition |M — I, P — k,1,k),l =0,...M;k=0,...,P;P=0,...N
and N = M + P (total number of bosons), we obtain:

o Ho|U) = U(N — 2P)?*|W) (B.0.2)

In order to determine the effective hamiltonian we utilize time-dependent per-
turbation theory for the transitions, as follows:

H1|N—P—Z,P—k,l,k> —

(\/N—P—l)(P—k+1)]N—P—l—l,P—kJrl,l,k)

(
+V(N=P—-D(k+1)N-P—1-1,P—klk+1)
VIN—P—I+1)(P-—k)IN—-P—-1+1,P—k—1,1k)
V(

(

"
+VIN=P—1+DkIN—P—1+1,P—k I k—1) (B.0.3)
+ V(P -k +1)N-P—1,P—k—1,01+1,k)
+V(P—k+1)IN—-P—-1,P—k+1,1—1,k)
+\VIk+1)|N=P—1,P—k1—1k+1)
+VI+DEN =P =1, P—Fk1+1k—1))
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Hl\N—P—l—l,P—k,l+1,k>:

(\/(N P—Il-1)(P—-k+1)|N-P—1—-2,P—k+1,1+1,k)
+vV(IN=P—-1-1)(k+1)|N-P—-1-2,P—FkIl+1,k+1)
+V(N-P—-D)(P—-KkIN-P—-1,P—k—1,1+1,k)
+VIN—P-DkIN—P—-1,P—k1+1k—1) (B.0.4)
+(P=k)(I+2)JN=P—1—-1,P—k—1,1+2,k)
+VP—-k+1)(+1)N-P—-1—1,P—k+1,1k)

+vV({+2)EIN-P—-1—-1,P—FkIl+2k—1)

I+ Dk+1)IN=P—1—1,P—k 1 k+1))

H1|N—P—lP—k:—1,l,k+1>:
(\/N P—I)(P—k)JN—-P—1-1,P—kIlk+1)

(
+V(IN=P—-D(k+2)JN-P—-1—-1,P—k—1,0,k+2)
+V(N—P—Il+1)(P—k—-1)|N=P—-1+1,P—k—-21k+1
(
(

+V(N - —z+1)(k+1)|N—P—z+1,P—k;—1,z,k> (B.0.5)
+ VP —k—=1D)(I+1)N—-P—1,P—k—214+1,k+1)
+(P=k)JIN-P—1,P—FkI1l—1k+1)
+/I(k+2)JN-P—-1,P—k—1,1—1k+2)
(I+1)(k+1)|N—P—1,P—k—11+1k)

Using the formula for second order processes:

Ve =3 % (B.0.6)

sEN,

Where Ay is a set of intermediate states. The transition rate is given by:
Tini(k) = (FIVP]i) (B.0.7)
Thus, we obtain:
(N—P—~1—1,P—k,l+1,k|Hg|/N—P—1,P—k,lIk)
N ((P— KWV IN=P =D+ 1) +k/(IN—P =D+ 1))

4U 4(N —2P +1)
J2((P—k+1)y/(N-P—-D)(I+1)+(k+1)y/(N—P—1)(l+1)
S 4(N —2P — 1)
J? P P+2
:16U<N—2P+1_N_2P_1)\/(N_P—l)(l-i-l)

(B.0.8)
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(N—P—-l,P—k—1,1,k+1|Hg|N—-P—1,P—k1k)
J? ((l+1)\/(P—k)(k:+1)+(N—P—l+1)\/(P—k)(k+1)>

TaU 4N 2P+ 1)
P ((N=P-)/P-R)E+D)+1/P-k)E+]1)
AU 4(N —2P 1)
J? ([ N—P+2 N_-P
= - P—k)(k+1
160 (N—2P+1 N—2P—1) V(P = k)(k+1)
(B.0.9)
(N=P—l+1,P-k—-11-1k+1|Hg|N—-P—1,P—klFk)
P (VIN=P—I+1)(P—k)i(k+]1)
AU A(N—2P+1)
2 (VNP I+ )(P ki +1)
4U 4N —2P —1)
J? 1 1
= - NP1+ 1)(P—k)ik+1
16U (N—2P+1 N—2P—1)\/( + (P = k)i(k+1)
(B.0.10)
Therefore:
J? P P+2
Heg = — t ]
i 16U(N—2P+1 N—2P—1)<a1a3+a3a1)
L (NP2 NP N
16U\ N—-2P+1 N-—-2P—1 AyQ4 T Ay0Q2

+J2 1 1
16U \N —-2P+1 N-2P -1

(alazasal + alalasay + ajalalay + ayazalal) (B.0.11)

Or, in terms of its conserved operators [26] , up to a constant:

Hez = (N + D)QQ1 + Qo) — 2Q001Q- (B.0.12)
Q= J?/4U((M — P)* 1))
1

Q= §(N1 + N3 — aJ{ag — agal)

1
Qo = §(N2 + Ny — a£a4 — aiag)

Four-Well Open Arrangement

The hamiltonian for the Four-Well model in Open Arrangement can be written as:

Hg,l - H() + H1
Hy = —U(Ny + Ny + N3 — N,)? (B.0.13)
J
H, = ——[(a]; + a; + ag)a4 + ajl(al + as + a3))] (B.0.14)

V3
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Once again, using the equations B.0.6 and B.0.7, we obtain:

T (1) = JVI+E(1+N)V=k—I+N-P
Y 12(-1+ N —2P)(1+ N —2P)U
liy=|—-k—-l4+N—-PkILl,P), |f)=|-1—-k—1+N—-P1+k]IP)

AM={l-1-k—I+N-PkIl1+P)|—k—1l+N—-P1+kl —1+P)}

(B.0.15)

JV1+11+N)V—k—14+N—-P

Ti.;(2) = B.0.1
-(2) 12(-1+N —2P)(1 + N —2P)U (B.0.16)
i) =|-k—=1+N-PkLP), |[fy=|-1-k—=1+N—-Pk1+1,P)
Ay={|-1-k—-1+N—-Pk1,1+P), |-k—1+N—-Pk1+1,-14+P)}
2VE(I4+N)WVI—k—1+N—P
THJ-(3):J‘/_( + NV i (B.0.17)

12(—=14+ N —2P)(1+ N —2P)U
iy =|-k—1+N-Pk1P), |fy=|l-k—1+N-P~1+k1,P)
A={-k—1+N-P—-14+k1,1+P), 1—k—1+N-Pk1,-1+P)}

JVEVT+1(14+ N
Tooi(4) = V1114 ) (B.0.15)
12(—1+ N —2P)(1+ N —2P)U
i) =|—-k—=14+N-Pk1,P), [fy=|-k—-14+N-P-1+k1+1,P)
M={]-k=14+N—-P~14+k1,14+P), |-k—1+N—-Pk1+1—1+P)}
JVIA+ NI —k—1+N-P
7,0 = 2V NV + (B.0.19)

12(C1+ N —2P)(1+ N —2P)U
As={ [-k—-1+N-Pk-1+11+P), [1-k—1+N-Pk1-1+P)}

J*V1+kv1(1+ N

T,..i(6) = V1t kvi(l+ M) (5.0.20

12(—1+ N —2P)(1 + N — 2P)U

i)=|-k—1+N-Pk1P), |f)y=]-k-1+N-P1l+k-1+1P)
Ae={l-k—=1+N-Pk—-1+1,14+P), |-k-1+N-Pl+k1,-1+P)}

Therefore we can write the following effective hamiltonian:

Hog = Jegl(alas + aday) + (alas + alar) + (adas + alas)] (B.0.21)
J*(N +1

Jet = 1) (B.0.22)

12U(N —2P —1)(N —2P + 1)
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C Calculations for the Interferometers

In this appendix we present relevant calculations for the closed and open inter-
ferometer models, such as the derivation of the sensitivity (and therefore contrast).
We also calculate 7 and U and give a mathematical description of the experimen-
tal setup proposed for the open-arrangement interferometer. (Calculations made

using /i = 1 for simplicity.)

Four-Well Closed Arrangement Sensitivity

Using the simplified notation: (O) = (V(N, P, ¢)|O|W(N, P, ¢)), we obtain the

following relations for the closed arrangement:
(N1 — N3)*) = (NT) + (N3) — 2 (N1 N3)
(N + N3)*) = (NE) + (N3) + 2(N,N3) = (N — P)?

From the equations above, we see that:

(N2 -+ (NF) = 20 = a)?) + 2 - Py
(N2) = (N2) = ((Ny + N3) (N} — N3)) = (N — P) (N — Ny)

Thus:
N o1 , 1
<N3>—Z<(N1—N3) >+Z(N_P> —§(N_P)<N1—N3>
And since
1 1 1 1
(No) = 5 (N1 4+ Na) = 5 (N1 = Na) = o (N = P) = 5 (N1 = Ny)
(N5 = 3 [(N = PY?+ (Ny = Ny)? = 2(N = P) {Ny — Ny)]
We obtain
(AN3)* = (N3) — (N3)*
:}1 (N1 — N3)*) + i(N — P)? - %(N — P) (N1 — N3)
— i [(N — P)? + (Ny — N3)* = 2(N — P) (N} — N3)]
Thus,
(ANY? = (N3) = (N)? = 7 {(Ny = Ny)?) = (N — No)”

For t,, = 7/2Q and N odd, we find

(Ny — N3) = (=1)VHD2(N — P)cos ¢
((N1 = N3)*) = (N = P)?
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Thus,

1
ANy = S(N = P)|sing].

1
(N3) = (N — P)§ (1- (—1)N*+D/2 cog ¢) = (N — P) cos® (gb/? —[1+ (—1)(N+1)/2} %)
(C.0.8)
For ¢ = Py, we find the sensitivity of the interferometer:
ANj3 1
A pu— = — . .
7 ‘d<N3> P (C.0 9)
de
For initial state
1 :
|U(N,N — P,(N — P)p)) = 7 (IP,N — P,0,0) + V=% P0,0,N — P))
The system achieves Heisenberg-limited phase sensitivity, since
1 1
Four-Well Open Arrangement U.s Operator
The approximation made in eq.3.3.8 leads to:
Uegr (T,v) = U (to, ) U(T,0)U (to, —1)
~ 6it()V’7’(2N2—N1—N3)e—iTHeffe—’it()V(QNg—Nl—Ng,) (COll)
— eXp (_iTeiI/to(QNQ—Nl—Ng)Heﬁe—iuto(QNz—Nl—N;;))
Rewriting the effective hamiltonian in the form
Heg = Jg T (C.0.12)
With the operators
T—9R. +25 R agalg + aJ{gag ay + as g aiag + a;al
= s = —_— =, a = s =
+ + /s 13 /5 5
(C.0.13)
Which satisfy the commutation relations
2Ny — Ny — N3, Ry | =3Rs, [2N;— N;— N3, 5] =0 (C.0.14)

One can show that
0@N2=N1=Ns) i =i0(2N2=N1=Ns) — 94 6in(30) R_ + 2 cos(30) Ry + 25 (C.0.15)

Using the above expression, we obtain

H ff(y> — eiuto(QNnglng)H ﬁ,efinO(QNQ*Nl*NS)
€ —_— €

. . C.0.16
= Jogr [6’3’”0@; (a1 + ag) + e ™0ql (ai + a§> +alas + agal] ( )
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This leads to:

Uer (T, 1) = exp (—iTHegr (V) (C.0.17)

And we identify the relation between the parameter v and the phase ¢, which is
given by

Four-Well Open Arrangement Tau and Sensitivity
To obtain the value used for 7, we start with the effective hamiltonian written as:

Hyg = Jogr (a{ag + agal + aJ{ag + a;[al + agag + a§a2>

(C.0.19)
= 2JeffA+ + Jet (Na - Nb)
Where we define:
as + a as — a
ags = 2\/5 S by = 2\/5 P, Na=ajanm Ny = by
; (C.0.20)

ayG93 a;gal
V2

And the number of particles in well 1 is given by:

Ay =

(—it)*

Nl(t) = G_itHeﬁNleitHeH - Nl + (_'Lt) [Heff7 Nl] + T

[Heffa [Heffa Nl” +
(C.0.21)
Where the identity e?Pe 9 = P + [Q, P] + 5(Q, [Q, P]] + - - - was used.

Now, the commutation relations

[N(MA:I:} :_A:F 5 [Nb7A:|:] =0 ; [A-l—aA—] :Na_Nl P [NaaNb] =0
|:Nb7a;3} =0 , [Nb7a23] =0 , [Na,a23] = —a23 , [Nma;?,} = a§3

(C.0.22)
Lead us to:

[Heff> Nl] = _2Jeﬂ"A—
[Hp, A_] = 2Ju (N, — N}) — JugA, =T, (C.0.23)
[Hop, T] = 9J%A_

And we obtain

Ni() =N; + (~2g) [(-m +EI oy + T (o o 1 "

(—it)?  (—it)!
TR

() [ 02 + T (0207 4 .. } -

¢ 6!
(C.0.24)
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Therefore,
2 4, (3
Nl(t) = Nl + §Z S1n (3Jeﬁ‘t) A_ + § S1n §Jeﬁ‘t [2 (Na — Nl) — A+] (0025)

(N1)
N

= % (N,0,0,0 |eHet Ny gt Her

8 3
N,0,0,0) =1 - ¢ sin’ (§J03t> (C.0.26)

And the condition %Jeﬂr = 3, yields

™

- SJeH

(C.0.27)

T

Upon making the transformation a; — e *®ay in the hamiltonian, we obtain

Nl (7_) — efiTHeﬂNleiTHeff

as—e—ibas = N1<T)’a2ae—i¢a2

2 - 4 . _ C.0.28
= Ny + Zisin (3J7) A + 5 sin? @Jem) [2 <Na _ N1> _ A+} ( )

Where we define the operators

e — 1

V2

N e~ %ay + as i ewa; + a?;
aggz—:a23+)\a2 a T =
V2 L V2

Na = dggdgg = Na + To3z = )\*agag + )xa;aQ

:CLJ;?)—'—)\*GJ;, A=

1
ETZ&
i ta 4l
Ay = a1a23\/§a23a1 = A +

T )\aiag + )\*agal

1
T+,
V2

(C.0.29)
The, eq.(C.0.19) can be rewritten as
Ni(1) = N (1) + A (C.0.30)
Where we define
2 1 4 1
A = §z sin (3JogT) ET, + 9 sin? (gJeET> (\/57'23 — ﬁﬂr)
(C.0.31)
-i(n-d)
9 23 \/5 +
Thus, . ) ’ ‘ .
e~ THer N (1)eiTHet = Ny (27) e He AT Her (C.0.32)
Since
A4 N = —2v2sin?(¢/2), A — N = —iv2sin¢ (C.0.33)
We can write VB sin? 5 /5 ’s
Tog = —2V2sin"(¢/2)J;° 4+ iV 2sin ¢.J
2 ©/2) o o

7 = —2v/2sin?(¢/2).J1% — iv/2sin ng;z
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Where we define:

i ajaj + a;r-ai
x 2 )
 dla; —dla;
Ji— 2 (C.0.35)
Y 2 ’
 N.— N,
Jz] —_ 1 J
z 2 Y
Which satisfies the algebra
(9, Ji) = —Ji [ ] = g [ g = g (C.0.36)
Now,
T (t) = e~ Jigttlen - 70 (1) = e tHett Jid it et (C.0.37)
To calculate . ‘
T2 (t) = e tHen 23 pitHen (C.0.38)
We use N, — N, = 2J%3 to obtain
. . —it)?
G (N, — N5) 7 = Ny Nyt (i) [, N — N+ o (Hog [Ho, N, — Nl .
' (C.0.39)
And define the operator
T=J4Hg=2A, + N, — N, =24, +2J% (C.0.40)
Such that
[T,N, — N} =2A_, [T A] =2(N,—N,)—A, =T, [T,T]=9A_
(C.0.41)

Using the above relations, we obtain

A A 2 4 3 ~
e tHet (N, — Np) "ot = N, — N}, — gz sin (3Jegt) A_ — g sin? (ijeﬁt) I (C.0.42)

And hence
23 3 L. 2 .9(3 3
T2t =J7 — gisin (3o t) A — g sin Ez]eﬁ“t I (C.0.43)
To calculate J2(t) we define
T T
a1ba3 £ bysa
By = 12271 23\/5 B, Ty =B +2J%, Ty=B_—2J (C.0.44)
Such that

B B B
[A+’ J923:| - _7+’ [J§37B+} = 77 [Ja??)an} = 7+,

B_ C.0.45
[A+’B+] - _Jy23’ [A-f-a B—] = ‘],2237 [A-H Jz23} - 7 ( )
[1,J%] = -Ty, [I,T4] =30y, [I,Ty) =30,
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Using the above relations, we obtain

1 2 3
TB(t) = JB + Zisin (3Jg t) Ty + = sin? | = Jegt | Iy (C.0.46)
v Y 3 3 2
Fort=7= ﬁ, we have
B(r)=J* Qf 23 = J* 2F (C.0.47)
jm (T)_ 1'_57 jy (T) - y+§2 U.

We obtain J,*(7) and J,*(7) by cyclic permutation of the indexes in the above
result.
Now, using the expectation values (O) = (N, 0,0,0|O|N,0,0,0) :

(Z@) =GN AT =0
5 (C.0.48)
(@) = =g (5@) =0
We obtain | | %0
(emTHam NI THem) = 31 sin®(¢/2) (C.0.49)

And finally, we obtain the expression for the interference fringe:

=—(N,0,0,0
N N T

From (C.0.25) we have N;(27) = Ny, and from (C.0.32) we find

e—irHCHNl (T)eiTHcfr

N,0,0,0> —1- %SinQ(qﬁ/Q) (C.0.50)

efiTHeﬁNl (T)eiTHeff =N, + e*iTHeﬂAeiTHeﬂ7 (C051)

The last term can be written as

ST 0)

eTTHNCT — —aJB(r) + BTE(T) + S TIT) +
2 2 (C.0.52)

a = %sirﬁ(qﬁ/?), B = igsingb

Explicitly, the above operators are

T T
Q10923 + Q93071
2<aT a —N) - =3

1 V2
ijS(T> = —§J;3 + ? (aibgg — b£3a1)

i f
Q3012 + A1Q
9 (a‘{gam _ Ng) _ (%)]

1 V2
jylz(’i') = —§Jz}2 + ? (G,;gblg - bJ{Q(lg)

2
23 — J23 _ =

(C.0.53)

2
120y _ g2 _ 2
T () = I -
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Which implies

J3(1)|N,0,0,0) =%|N, 0,0,0) + gw —1,1,0,0) + \/—QNW —1,0,1,0)
T2 (1)IN,0,0,0) = — g(IN —1,1,0,0) — [N —1,0,1,0))
JL2(1)|N,0,0,0) = — %|N,0,0,0> + %‘Nw —1,1,0,0) + gu\f —1,0,1,0)
J,%(7)|N,0,0,0) :gw —1,1,0,0) + gw —1,0,1,0)
J>(1)|N —1,1,0,0) = gw,o,o, 0) +(---)
T2 ()N —1,1,0,0) = gu\/,o,o, 0y +(---)
TE2(T)|N —1,1,0,0) = @\N,O,O,O) + ()
J,?(T)IN —1,1,0,0) = —gw,o,o,()) + ()
JIB(T)|N —1,0,1,0) = gw,o,o, 0) +(---)
T2 ()N —1,0,1,0) = —gw,o,o,()) + ()
JE(T)|N —1,0,1,0) = gw,o,o, 0) +(---)
T, (T)IN —1,0,1,0) = —\/—?)NW,O,O,O) + ()
(C.0.54)
Using the above results, we find
e~ "Het N (7)e™Het| N 0,0,0) = N (1 — %O‘uv, 0,0,0) + g(a —98)|N —1,1,0,0)
- \i—_év(a —98)|N —1,0,1,0),
e~ Het N (7)™ Het | N — 1,1, 0, 0) :W%]M 0,0,0) + (---),
e THer Ny (7)e e N — 1,0,1,0) = — W%w 0,0,0) +(---)
(C.0.55)

Thus, we obtain
<N12> _ < (efiTHeﬁle (T)eiTHeﬁr> (efiTHeﬂNl (T)eiTHeﬁr> >
5a\ 5
= (1 — 3) N? + 35 (a® —815%) N, (C.0.56)
2
(N,)? = N? (1 - %O‘)
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Which lead to

ANy =/ (N2) — (N})? = NI/QQE% V/80 + sec2(¢/2)] sin ¢|

d(Ny) —@Nsinqﬁ (C.0.57)
dp 81
Substituting these results in the equation for the sensitivity we obtain:
. ANl . 1 1 )
A = ‘d<N1> = N2 \/1 + 30 5% (¢/2). (C.0.58)
do

Open-Arrangement Interferometer Setup

Consider a set of blue-detuned laser beams (A = 0.532 um ) with potentials
given by
3
Viate (2,9, A) = =V; Zsin2 (kr-u;), r=(z,y), k=— (C.0.59)
j=1

Where u; are a set of vectors

w = (0.1), up— (?%) = (?-%) (C.0.60)

And the distance between the nearest sites is [ = ?,)—Z = %
We include a vertical counter-propagating red detuned laser beam with wave-
length 2\ and large waist to control aspect ratio of potential.

Its potential is given by harmonic approximation
k222
4

To isolate four wells from the rest of the lattice and break integrability we
use two gaussian laser beams with waist w (and depths V5 — € and € ), with the
potential is given by

Vo(2) = =V + Vs (C.0.61)

% 2 (22 +9?
Vi(z,y,2,\) = — 2 — exp ——Q(x;yz) , R= ™ (C.0.62)
1+ % w* 1+ & A
And the harmonic approximation is given by
N 2Va 5 Vo o Tw?  kw?
Vg(x,y,z,Q)\)N—VQ—i-F(x +y)+§z, R:K:T (C.0.63)

Thus, one can generate an optical lattice with the topology of the 3 + 1 inte-
grable model (up to a constant —V5 — V3 ):

E2V- V-
V(z,y,2) =Viaw (2,9 + 1, A) + ( 7 : ﬁi) 22
2V g , (C.0.64)
— € €
-+ # (1’2 + y2) + E [1’2 + (y — Ay)ﬂ
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Defining the parameter

2V, \?
=14 ——— C.0.65
+ 3m2w2V; ( )
the distance between the nearest sites is djy = é = % = %, and the distance

between the next-nearest sites is djs = \/3%
The harmonic approximation for the potential of well 7, for ¢ = 0 or Ay = 0,
is given by

2 2
VO = A+ 57 (@2 + (g — )] + o22?, i=1,2,3,4

o 2 21— 511, 2 (C.0.66)

VAL S AU G 1

i A + ( 51,4) 3
Where the trap frequencies are given by
3k? 2 (k*V3 VW,

=) V6 == (=2 =2 C.0.67
“ 2mv1 v \/m < 4 + RQ) ( )

And the center of well ¢ is given by

(1,51) = <_g’_%> , (@2,2) = (0,%)

G (C.0.68)
(a3, 1) = (2—§ —%> - ) = (0,0)

y [pm]

-03 -02 -0.1 0.0 0.1 0.2 03

0.2 04

X [;;m] y [um]

-04 -0.2

Figure 23: a) Contour plot of V(x,y,0) for A = 0.532 ym,w = 2.0 um, V}; = 1, V5 =
V1,V =V, e =Vi/2 and Ay = 0. b) Plot of V (0, z,0) (blue dashed), V' (+z2, z,0)
(red dashed) and harmonic approximation (black).
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D Other Dynamics

In this appendix we present other dynamics using different parameters from
the ones used in the interferometer models. The following subsections describe the
behaviour of a closed-arrangement system with even N and two different open-
arrangement cases with specific initial conditions that cause interesting dynamics.

Dynamics With Even N [Four-Well Closed Arrangement]

In this case the system takes twice as long to return to the initial distribution
when compared to the example with odd N. We notice that the values of (Ny), (N3)
and (N,), (Ny) at the peaks around ¢ = 6s are the opposite of image [} This also
reflects on the fidelity, which remains low at that point.

|10, 4,0, 0) - N

1
w 0.5
5

0 T T T T T T

0 2 4 6 8 10 12

Figure 24: Dynamics for the initial state |10,4,0,0), U/h = 76.519 Hz and J/h =
73.219 Hz. Vertical lines at t = ¢,,.

The graph for the fidelity is also missing the peak at t,,, present in the odd
example (fig. , and the entanglement graph does not show a significant drop at
that point.
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The Case of M or P divisible by 3 [Four-Well Open Arrange-
ment]

Starting with a combination of 1/3(|M,0,0, P)+|0, M,0, P)+|0,0, M, P)) the
state |[M/3,M/3,M/3, P) or |P/3, P/3, P/3, M) will rise significantly above others
depending on whether M or P is divisible by 3. (if both M and P are divisible
by 3, the former will have preference). We can see this by plotting the fock state
distribution histogram or heat-map with N, fixed to 1:

Initial State: 1(3,0,0,1) +[0,3,0,1} +10,0,3,1)) N1, N2, N3, 1>
N3=3—(N1i+N3) , Na=1

Figure 25: Histogram and heat-map for the initial state (1/3)(]0031) + |0301) +
|3001)). The measurement is made at ¢ ~ 29s, when the probability of state [1111)
rises. U/h = 16 Hz, J/h = 2 Hz, The total number of bosons was kept small in
order to obtain simpler graphs.

Although the fidelity is not ideal, this result indicates that the opposite dynam-
ics ought to be valid, for example, starting with |1111) (where M =1+1+1 = 3)
will eventually lead to the appearance of (1/3)(]0031) + [0301) + [3001)). In cases
with more bosons the configuration obtained is a combination of multiple trios,
plus the original state.

Initial State: |1,1,1,1}) Initial State: |2,2,2,1)
Na=3—-(N1+Nz), Na=1 Na=6-—(N1+Nz) , Na=1

Figure 26: Heat-maps for |1111) and |2221). Dynamics simulation halted at ¢ ~
93s and t ~ 965 respectively. U/h = 16 Hz, J/h = 2 Hz.

The initial state never completely vanishes using this method, this can be
changed by adding a new potential term to the hamiltonian, breaking its integra-

bility:
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Figure 27: Diagram of the integrability break applied.

This yields Fock state combinations where the probability of the initial state
is zero (or closer to it).

Initial State: |1,1,1,1} Initial State: 12,2, 2,1}
Ny=3—-(N1+Nz) , Na=1 Ns=6—(N1+Nz) , Na=1

4 5 6 7

i} 0 o
0 o

~

~ 0 )
]

Figure 28: Heat-maps for [1111) and |2221) with the break of integrability. Dy-
namics simulation halted at ¢ &~ 89.5s and ¢ &~ 160s respectively. |1111) is the only
state that yields a single pair. U/h = 16 Hz, J/h =2 Hz, ¢ = 2.

The two states obtained in the case with initial state [1111) and break of in-
tegrability are |0121) and |2101). These states have high probabilities, potentially
allowing for physical applications.

The number of particles in each well for the case with initial state |2,2,2,1)
shown above remains constant. Another interesting state distribution occurs at
t ~ 112s, where we obtain |2,2,2,1), |4,2,0,1), 0,2,4,1).

N3=6—(N1+Nz) , Ng=1

0.28 T ™
Nz
0.26 —- Es
0.24
2: 0.22
020 o 1] 0 0
0.18 . I
- o fo2s o EEE o
0.16 010

0.14

0 25 50 75 100 125 150 175 200
t(s)

Figure 29: Left: Dynamics with the values for (N;) constant, vertical lines at
t = 112s and 160s. Right: The Fock state probabilities at t = 112s. U/h = 16
Hz, J/h =2 Hz, ¢ = 2.
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The Case of N; = (N;+ N, + N;)/3 [Four-Well Open Arrange-

ment]

In this resonant regime, the number of bosons in wells 1,2 and 3 tend to oscillate
around the mean (N7 + Ny + N3)/3. By setting the initial number of bosons in N;
to (NV; + N; + Ny)/3 we assure that this quantity will remain constant.

16,4,2,1) U=16, J=2 — N 16,4,2,1) U=16, J=2, using Hes — N
N2 N2
% -— N3 - N3
=051 e Ned 4 Ne
0
1
w05 ‘// _/_/
0
5
W25 \
0
0 170 340 510 680 850 0 170 340 510 680 85

t(s)

t(s)

0

Figure 30: Simulations for dynamics of (;), fidelity and entanglement using H
and Heg. U/h =16 Hz, J/h = 2 Hz.

Ny, N2, N3, 0>

Na=6—(N1+Nz2) , Na=0

0042 0043

Figure 31: Fock state distribution when the lines for Ny, Ny, N3 cross each other
in the previous figure.

It is possible to change which well remains constant in Class A by introducing
a break of integrability (e(N; — N; — N — Ny)) in the hamiltonian (see figure 27)).
This break can also be used to make the oscillations around the mean symmetric,
alternating between two Fock states with probabilities ~ 1:
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1.00

16,4,2,1) U=16,)=2,£=2 on N, — N1 16,4,2,1) U=16,)=2,e=20n N, —_ N1

= 0.75

<
A 050

V.25

0.00

1.0

w 0.5
0.0

0 100 200 300 400 500 600 700 800 O 100 200 300 400 500 600 700 800
t(s) t(s)

Figure 32: Left [e(Ny — Ny — N3 — Ny)]: The states alternates between |6,4,2, 1)
and |2,4,6,1) with probability 1. Right [¢(N; — Ny — N3 — Ny)]: It is possible to
make Ny (or N3) constant instead. U/h = 16 Hz, J/h =2 Hz, € = 2.
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