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ABSTRACT

As industrial interest turned to the development of petrochemical processes, the
investment in the development of the heterogeneous catalysis field increased.
Nevertheless, classical catalysts still present unsettled phenomena in industrial
conditions. An example of such obscure behavior is the suppression of H2 (and CO)
chemisorption capacity of some noble metal nanoparticles supported on reducible oxides
after high temperature reduction treatments. This event is known in the literature as
the Strong Metal-Support Interaction (SMSI) effect and has been extensively studied
over the past 40 years due to the dramatic alteration of substantial catalytic properties
such as the sorption capacities. In spite of the high number of studies in the field, the
SMSI effect is not completely understood from the fundamental point of view. Intending
to answer the open questions about the nature of electronic phenomena regarding the
SMSI effect, this work presents an experimental-computational investigation of the
changes in the electronic structure of Pd/MO (MO = TiO2, CeO2 and Nb2O5)
nanoparticles induced by the occurrence of such interaction. Initially, the dimensions of
the as prepared samples were explored by means of Transmission Electron Microscopy
(TEM) and Dynamic Light Scattering (DLS) measurements. The crystalline structure of
the metal and oxide nanoparticles were determined by X-ray Diffraction (XRD)
measurements. A combination of ex-situ X-ray Photoelectron Spectroscopy (XPS) and
Ultraviolet Photoelectron Spectroscopy (UPS) measurements explored the surface state
of Pd/MO nanoparticles after reduction (H2) and oxidation (O2) treatments at low (300
°C) and high (500 °C) temperatures. Photoelectron Spectroscopy measurements
evidenced the occurrence of the geometrical factor of the SMSI effect on some of the
reducible oxide (TiO2 and Nb2O5) supported samples, at high (500 °C) temperature
reduction treatments, through the detection of an oxide encapsulation layer covering the
Pd nanoparticles surface. At the same time, UPS measurements evidenced that at lower
reduction temperatures, the electronic interactions overcome the geometrical feature of
the SMSI effect, present at all Pd/MO systems studied. Near-Ambient Pressure (NAP)
XPS measurements revealed that the electronic interaction occurred at lower
temperature treatments induced energetic shifting of the core levels of both metal and
oxide, evidencing charge transfers from the Pd nanoparticles to its oxide support,
mediated by Pd-O-M (M = Ti, Ce, Nb) entities formed at the metal/support interface.
Further, it was verified that such electronic interactions survive oxidation treatments,
differently than the classical SMSI effect encapsulation phenomenon. Density Functional
Theory (DFT) calculations provided details regarding these interface interactions,
revealing that the apparent orbital hybridization of O 𝑝 (from the support) with Pd 𝑑



valence orbitals are the entities responsible to build the Pd-metal oxide bridges,
mediated by O bonds, for the charge transfer. Furthermore, evaluating the charge
distribution at the systems, DFT calculations reinforced the charge transfer phenomena
indicating alterations in the charge concentration at the interface in comparison with
the farther regions. The results from this work help to control the surface properties of
nanostructured systems, allowing the development of a new generation of optimized
catalysts.



RESUMO

Ao passo que o interesse industrial se voltou ao desenvolvimento de processos
petroquímicos, o investimento no desenvolvimento de pesquisa na área de catálise
heterogênea aumentou. No entanto, catalisadores clássicos ainda apresentam fenômenos
pouco entendidos em condições industriais. Um exemplo de tal comportamento obscuro
é a supressão da capacidade de quimisorção de H2 (e CO) de algumas nanopartículas de
metais nobres suportadas em óxidos redutíveis após tratamentos de redução em alta
temperatura. Esse evento é conhecido na literatura como efeito de forte interação
metal-suporte (SMSI - Strong Metal-Support Interaction) e tem sido extensivamente
estudado nos últimos 40 anos devido à dramática alteração de propriedades catalíticas
fundamentais, como a capacidade de sorção. Apesar do expressivo número de estudos
nesta área, o efeito SMSI não é completamente compreendido do ponto de vista
fundamental. Com o objetivo de responder às questões abertas sobre a natureza do
efeito SMSI, este trabalho apresenta uma investigação experimental-computacional
sobre as alterações da estrutura eletrônica de nanopartículas de Pd/OM (OM = TiO2,
CeO2 e Nb2O5) induzidas pela ocorrência de tal interação. Inicialmente, as dimensões
das amostras preparadas foram exploradas por meio de medidas de Microscopia
Eletrônica de Transmissão (TEM), e Espalhamento Dinâmico de Luz (DLS). A
estrutura cristalina das nanopartículas metálicas e dos óxidos foram determinadas por
medidas de difração de Raios-X (XRD). Combinando medidas ex-situ de Espectroscopia
de Fotoelétrons Excitados por Raios-X (XPS) e Espectroscopia de Fotoelétrons
Excitados por Ultravioleta (UPS), foi explorado o estado das superfícies das
nanopartículas de Pd/OM após tratamentos de redução (H2) e oxidação (O2) em baixas
(300 °C) e altas (500 °C) temperaturas. As medidas de XPS evidenciaram a ocorrência
do fator geométrico do efeito SMSI nas amostras suportadas em alguns dos óxidos
redutíveis (TiO2 e Nb2O5), em tratamentos de redução em alta (500 °C) temperatura,
através da detecção de uma camada de óxido encobrindo a superfície das nanopartículas
de Pd. Ao mesmo tempo, as medidas de UPS evidenciaram quem em baixas
temperaturas de redução, as interações eletrônicas dominam as características
geométricas do efeito SMSI, presentes em todos sistemas Pd/MO estudados. O estudo
dos espectros de UPS dessas nanopartículas revelou que os estados eletrônicos
associados ao efeito SMSI no metal e no suporte são semelhantes para as amostras
suportadas em TiO2 e CeO2, onde é observada transferência de carga do suporte para as
nanopartículas de Pd. Cálculos usando a Teoria do Funcional da Densidade (DFT)
correlacionaram a ocorrência das interações eletrônicas nos sistemas apresentando o
efeito SMSI com a formação de estados não-ligantes de O na interface metal-suporte.



Medidas de XPS próximas à pressão ambiente (NAP-XPS) revelaram que as interações
eletrônicas verificadas nos tratamentos de redução em baixas temperaturas induziram
deslocamento energético em níveis de caroço de ambos metal e óxido, evidenciando
transferências de carga das nanopartículas de Pd para o óxido de suporte, medidados
por entidades do tipo Pd-O-M (M = Ti, Ce, Nb) formados na interface entre metal e
suporte. Além disso, foi verificado que estas interações eletrônicas sobrevivem a
tratamentos de oxidação, diferentemente do clássico fenômeno de encapsulação do efeito
SMSI. Cálculos usando a Teoria do Funcional da Densidade (DFT) proveram detalhes a
respeito dessas interações de interface, indicando que a hibridização aparente de estados
de valência O 𝑝 (provenientes do suporte) e Pd 𝑑 são as entidades eletrônicas
responsáveis por construir as pontes eletrônicas Pd-óxido metálico, mediadas por
ligações com O, para as transferências de carga. Mais além, avaliando a distribuição de
cargas nos sistemas, os cálculos de DFT reforçam a fenômeno da transferência de carga
indicando alterações nas concentrações de cargas na interface metal/suporte quando
comparadas com regiões mais distantes. Os resultados desse trabalho auxiliam no
controle das propriedades de superfície de sistemas nanoestruturados, permitindo o
desenvolvimento de uma nova geração de catalisadores otimizados.



Press release

The Physics of Nanostructures Laboratory has been developing research
including the investigation of fundamental phenomena (developing basic science) and
the application of structured systems at the atomic level to solve current problems such
as the production and storage of renewable energies. One of the research focuses is
associated with the study of the surface properties of nanostructured materials. These
properties are mainly established by the electrons present in the surface atoms of these
nanomaterials. In this way, phenomena that alter the distribution of surface electrons
directly influence the physicochemical characteristics of materials, which may improve or
prevent the application of the nanostructure.

One of the effects of great impact on the properties of nanostructured catalysts is
known as the Strong Metal-Support Interaction Effect (or SMSI effect), which manifests
itself through electronic and geometric phenomena. Although the occurrence of this effect
has been observed for more than 40 years, several questions regarding the nature of such
effect have remained unanswered until then. Using a combination of experimental and
computational techniques, this work revealed the mechanisms by which the electronic
phenomena of the ‘SMSI’ effect occurs. The results obtained allowed the identification of
the thermal and atmospheric conditions for the occurrence of electronic interactions, and
with that the control of such phenomenon, enabling the engineering of nanocatalysts to
tune such interaction whenever it is interesting.



Comunicado de Imprensa

O Laboratório de Física de Nanoestruturas tem desenvolvido pesquisas desde a
investigação de fenômenos fundamentais (desenvolvendo ciência basilar) até a aplicação
de sistemas estruturados em nível atômico na solução de problemas atuais como a
produção e armazenamento de energias renováveis. Um dos focos de pesquisa está
associado ao estudo das propriedades da superfície dos materiais nanoestruturados.
Essas propriedades são estabelecidas principalmente pelos elétrons presentes nos átomos
da superfície desses nanomateriais. Dessa maneira, fenômenos que alteram a distribuição
dos elétrons de superfície influenciam diretamente nas características físico-químicas dos
materiais, podendo aprimorar ou impossibilitar a aplicação da nanoestrutura.

Um dos efeitos de grande impacto para as propriedades de catalisadores
nanoestruturados é conhecido como o Efeito de Forte Interação Metal-Suporte (em
inglês, SMSI effect), que se manifesta através de fenômenos eletrônicos e geométricos.
Embora a ocorrência desse efeito seja observada há mais de 40 anos, várias perguntas a
respeito da natureza desse efeito permaneceram sem resposta até então. Utilizando a
combinação de técnicas experimentais e computacionais, este trabalho revelou os
mecanismos pelos quais os fenômenos eletrônicos do efeito ‘SMSI’ acontecem. Os
resultados obtidos permitiram a identificação das condições térmicas e atmosféricas para
a ocorrência das interações eletrônicas, e com isso o controle de tal fenômeno,
habilitando a engenharia de nanocatalisadores sintonizar tal interação quando for
interessante.
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1 Literature Review

This introductory chapter will present a bird’s eye view of the research field in
which this project was developed, evidencing the historical understanding regarding the
Strong Metal-Support Interaction (SMSI) effect. At the end of the chapter, the project’s
objectives shall also be presented.

1.1 Catalysis
Since the dawn of society, people have been fascinated by noble metals. It came a

time when some people, called alchemists, were engaged in discovering/developing a
special substance able to convert base metals into noble metals [1]. Despite their
unsuccessful attempts, these experimentalists gathered a wide empirical knowledge that,
years later, was translated as the laws for the conservation of matter.

The idea of using some chemical substance to convert a compound into another
has been applied for centuries. Reports from the sixteenth century already show the use of
inorganic compounds to improve the conversion of alcohol into ether [1, 2], however, due
to the isolation of these scientists, new discoveries were sporadic. Almost three centuries
later, J. J. Berzelius assimilated the most relevant contemporary findings [3–6] under
its concept of catalysis. Assuming the existence of a natural force, the catalytic force,
Berzelius concluded that bodies have the ability to decompose some compounds in their
elements and recombine them in different forms, remaining unchanged [7, 8].

Discoveries fomented by research in the catalysis field changed the bare perception
of chemical reactions. After Wilhelmy’s experiments demonstrating the dependency of
reactants to a reaction rate [9], van’t Hoff developed the theory of chemical equilibria
[10] providing a systematic framework for the development of catalysts. Such advances
brought industrial relevance to catalysis research at the beginning of the 20th century
[1, 11]. At 1905, Fritz Haber developed a method to synthesize ammonia (NH3) reacting
atmospheric nitrogen (N2) with hydrogen (H2) in the presence of magnetite (Fe3O4). Five
years later, Carl Bosch developed an industrial-scale plant at BASF industries for the
ammonia production [12]. Haber’s achievement solved two of the largest german problems
at once: famine and ‘homeland security’ [13, 14]. At that time, the western world was
concerned about the supply of fertilizers (fixed nitrogen) for food crops. About ten years
later, it became clear that Germany was also interested in using this ammonia as a bulk
chemical in the production of explosives (through the Ostwald process [15]) for the Great
War [1].
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Haber-Bosch process of producing ammonia become a milestone, changing forever
the course of the modern world. As shown in Figure 1.1, the production of fertilizers
through the Haber-Bosch process promoted a fast increase in the population growth rate
across the world. Erisman and collaborators estimated that, by 2008, nitrogen fertilizers
were already responsible to feed about 50% of the world’s population [16].

Figure 1.1 – Trends in human population and nitrogen use throughout the twentieth century. From the
total world population (solid line), an estimate is made about the number of people that could be sustained
without reactive nitrogen from the Haber–Bosch process (long dashed line), and the percentage of the
global population using nitrogen from Haber-Bosh process (short dashed line). The recorded increase in
average fertilizer use per hectare of agricultural land (blue symbols) and the increase in per capita meat
production (green symbols) are also shown. (Image from [16])

After World War II, the rise of the petrochemicals industry followed the European
fast expansion of the automotive market, shifting the world’s fuel demand from coal to
oil, and introducing the appreciation for commodities in the society, which would enhance
the human quality of life through the use of polymers such as plastic [1, 17].

The advance of catalysis was an essential aspect responsible for industrial
development and can be associated with its collateral effects. Links between the
industrial rush of the 20th century and the environmental driving forces associated with
climate change have been made [18, 19]. Due to the establishment of more stringent
legislation, demanding the emissions control of several chemicals (e.g.
hydrodesulfurization of fuels and reduction of NOx), automotive industries have been
supporting researches on new catalytic materials and more efficient processes [20–24]
towards sustainable and environment-friendly solutions. The development of such “green
chemistry” relies on a multi-stage framework that applies reusable catalysts in reactions
yielding the maximum reactants-products conversion and the minimum of waste
(by-products, usually undesired)[25, 26]. In this pursuit, the outrunners are the
heterogeneous catalysts.
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Generically, catalytic processes may be accomplished homogeneously,
heterogeneously, or enzymatically [27]. Homogeneous catalysis occurs when the catalyst
inserted into the reaction is in the same phase as the reactants (usually liquid). The use
of homogeneous catalysts yields high activity and selectivity, even in mild conditions.
However, due to the formation of a single-phase mixture, the separation of reaction
products is usually expensive [28]. Enzymes are proteins able to catalyze biochemical
reactions. These natural catalysts are usually composed of repeating units of amino
acids, often twisted in helices to form 3D structures [29]. On the other hand,
heterogeneous catalysis takes place when the catalyst is in a different phase than the
reactants. A typical heterogeneous process occurs when a solid material (catalyst) is
exposed to gaseous (or liquid) reactants. Compared to the homogeneous catalysts, these
solid materials are easier to handle, recover, recycle, and cheaper [27]. Considering also
the stability under high temperature and steam conditions, the petrochemical industries
made the use of heterogeneous catalysts the dominant case in industrial reactions.

The development of optimized catalysts was enabled after the establishment of
instrumentation and techniques to characterize materials’ properties at the atomic level.
In the 1950s, the chemical industries presented expressive progress due to the rise of
solid state-based devices industry and the economical availability of ultrahigh vacuum
systems [30]. Due to the development of such tools, well-controlled synthesis methods
could be established, enabling then the design of optimized catalysts after the correlation
of physical-chemical properties of materials to their structural characteristics (shape, size,
morphology) [31].

The ability to characterize materials surfaces at the nanoscale enabled scientists to
tune the properties of the catalysts through engineering their geometrical structure. By
reducing its dimensions from bulk to the nanoscale, several physical properties of materials
can be changed. In the literature, one can find alterations in particles’ mechanical strength
[32–35], optical absorption [36–38], and electrical conductivity [39–41] just by reducing
their size. Moreover, by miniaturizing materials one also changes their chemical reactivity.
All these alterations are associated with the increase in the percentage of atoms at the
surface of the nanoparticles as their size decreases. Figure 1.2 shows an estimation of the
percentage of surface atoms of a Pd nanoparticle as a function of its diameter. One can
notice that nanoparticles of diameter as big as 3 nm already present less than 50% of their
atoms on the surface. The nanosize effect changes electronic and structural properties of
the materials, then there is an ideal size for optimizing the catalytic reaction results [42–
44]. Whereas size plays a key role in the design of a catalyst, its composition is critical.
While many materials will induce the break of the reactants and the formation of new
composts, different catalysts compositions can yield a wide variety of reaction products
in very distinct amounts.
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Figure 1.2 – Calculated percentage of surface atoms in Pd nanoparticles as a function of the size.

According to the Sabatier principle, the best catalyst for a given reaction would
bind the reactants not so weak that these would still be activated, and not so strong that
products would be able to be desorbed. Such bond strength is dependent on the materials’
surface composition and their correspondent electronic structure. Transition metals are
widely applied as catalysts due to their variety of oxidation states, and ability to exchange
electrons with reactants. Due to the presence of wide d-bands in these materials’ electronic
structures, the surfaces of such catalysts are prolific regarding the ability to display active
sites for catalysis.

Among transition metals, Palladium’s outstanding ability to absorb H2 (up to 1000
times its own volume [45]) highlights it as very promising material for hydrogen storage.
Pd is also one of the earlier catalysts applied to hydrogenation processes and the most
common catalyst applied to the emissions control of automotive exhausts [46]. Apart from
the automotive industry, pharmaceutical chemists have also exploited the Palladium-based
catalysts for organic synthesis due to their versatility in the formation of carbon-carbon
bondings and their tolerance to several functional groups, such as carbonyl and hydroxyl
[45, 47].

Pd nanoparticles need to be thermally stabilized for avoiding loss of activity.
This stabilization can be performed during its synthesis process, e.g., by the use of
polymers (large molecules weakly bound to the surface of the nanoparticles) or



1.1. Catalysis 23

dendrimers (highly branched macromolecules assembling molecular containers able to
trap/stabilize nanoparticles), or by the deposition of nanoparticles on solid supports.
Transition metal oxides (e.g. TiO2, SiO2, CeO2, Fe2O3, MgO, ZnO, etc.) are commonly
used as support, establishing the thermal stability of the metallic nanoparticles by
avoiding agglomeration phenomena, which decreases the surface area of the
nanoparticles [48]. Particularly, the surface oxygen vacancies formed on easily reducible
oxides can serve as strong anchoring sites for metallic nanoparticles[49, 50]. Besides
providing thermal stability, the association of an oxide support to the Pd nanoparticles
influences their catalytic activity [51–53]. Berguerand and coworkers have studied the
effect of associating different oxide supports on the catalytic activity and selectivity of
Pd nanoparticles for the hydrogenation of 2-butyne-1,4-diol[54]. Comparing the results
for MgO, ZnO, Ga2O3, Al2O3, ZrO2, SnO2, and SiO2 supports, the authors linked the
systems activity (and selectivity) to the oxide acid-base character. They verified that the
Pd nanoparticles on more acidic supports (such as SiO2) presented higher catalytic
activity (up to 10x higher than the more basic oxide, MgO), though lower selectivity.

The electronic disturbance caused by the association of an oxide support to metal
nanoparticles may induce alterations in the materials’ catalytic properties. Depending
on the reaction conditions, strong metal-support interactions may arise disrupting the
system morphology, introducing strain, or even promoting charge transfers between its
components, as schematized in Figure 1.3.

Figure 1.3 – Electronic effects resulting from weak metal-support interactions (WMSI) and strong metal-
support interactions (SMSI). The grey crosshatched area evidences the interface region where charge is
rearranged and transferred. (Image from [55])
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1.2 Metal-Support Interactions
Metal-support interactions are usually related to disturbance of the system

properties on the interfacial perimeter. Phenomena such as charge transfer, change in
nanoparticle morphology, and mass transport are common to these interaction effects.
An early example of a disturbance observed on oxide-supported metal nanoparticles’
catalytic properties is now known as the “Strong Metal-Support Interaction” (SMSI)
effect.

The SMSI effect was firstly reported by Tauster and coworkers while studying the
stability of noble metals supported on TiO2 after reduction treatments [56]. Monitoring
the H2 and CO absorption on M/TiO2 (M = Ru, Rh, Pd, Os, Ir, Pt) after reduction
treatments (H2) at 200 °C and 500 °C, the authors verified that for low-temperature
treatments (200 °C) noble metals nanoparticles remain dispersed, however, do not achieve
complete reduction. Differently, after high-temperature reduction treatments (500 °C),
they noticed that the samples’ uptake capacity was drastically decreased, for both H2

and CO. Later, the authors verified that the sorption properties of these systems were
recovered after high-temperature oxidation treatment. After discarding agglomeration
and poisoning phenomena as responsible for such results, the authors suggested that
the high-temperature reduction treatments could lead to chemical interactions between
metal and support. The authors suggested that such interactions would involve bondings
among noble metal atoms and titanium entities (cations or atoms) at the support surface.
Following the interaction model proposed by Dickson [57], Tauster and coworkers argued
that these interactions could be associated with the overlapping of electron-rich d-bands
of noble metals with vacant d orbitals of Ti ions at the samples’ surfaces. The formation of
intermetallic compounds was also considered, being thermodynamically driven by electron
transferring phenomena between metal and Ti d bands.

The intermetallic interaction hypothesis was further investigated by Horsley
through a theoretical approach using X𝛼 self-consistent field molecular orbital
calculations [58]. Using a single Pt atom to interact with an octahedral (TiO6)8- cluster,
Horsley evaluated the interaction energies of two configurations: (i) the Pt atom outside
the oxide cluster, neighboring oxygen atoms; (ii) the Pt atom replacing one of the
oxygen atoms from the cluster. The calculations suggest that the O vacancies (which are
typically created during H2 reduction treatments) allow the approximation of Pt and Ti
atoms facilitating the formation of an ionic Pt-Ti interaction with charge transferred
from Ti 3d levels to the Pt 5d level, supporting the hypothesis of Tauster and coworkers.

Intending to explore the SMSI effect, Tauster and Fung inspected its occurrence
on different support oxides [59]. Using Ir nanoparticles supported on MgO, Sc2O3, Y2O3,
TiO2, ZrO2, HfO2, V2O3, Nb2O5, and Ta2O5, the authors verified a correlation between
the SMSI effect occurrence and the support reducibility. Surveying the temperature of
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reduction treatments, from 200 °C to 700 °C, the authors observed that the H2 uptake
capacity of TiO2, V2O3, Nb2O5, and Ta2O5 supported nanoparticles decreased (to
almost complete suppression) as the temperature of the reduction treatment increased.
It was noticed that the chemisorption properties of MgO, Sc2O3, Y2O3, ZrO2, and HfO2

were kept unchanged. Tauster and Fung draw attention to the fact that the reducible
oxides studied are saturated, thereby, formally having zero-d-orbital-occupancy before
the reduction treatments. Although reducibility is a bulk property, the authors argue
the importance of the reduction of the oxide surface (removing these
zero-d-orbital-occupancy states) for the bondings on the metal-support interface and the
occurrence of the SMSI effect. A few years later, Sadeghi and Henrich highlighted the
impact on the reduction of the support towards the SMSI effect occurrence by probing
the alterations on the electronic structure of an Rh thin film deposited over (i) a
reduced TiO2 single crystal and (ii) a fully oxidized TiO2 single-crystal [60]. Through
Electron Energy Loss Spectroscopy (EELS) measurements, the authors revealed a
decrease in the occupation of Ti 3d electron level on the reduced TiO2 (r-TiO2) after
depositing the Rh film. Later, the analysis of the Ti 2p X-ray Photoelectron
Spectroscopy (XPS) region and the Ti LMV Auger transitions showed evidence that the
Rh film oxidizes surface Ti ions through an electron transfer process. By means of
Ultraviolet Photoelectron Spectroscopy (UPS), Sadeghi and Henrich verified that the
Rh-Ti interaction is much stronger (ionic character) on the r-TiO2 than in the fully
oxidized TiO2 surface, however, both samples presented similar results towards the CO
chemisorption. The explanation for these results considers another feature of the SMSI
effect: the geometrical factor.

Figure 1.4 – Illustration representing the (a) electronic and (b) geometrical factors associated to the SMSI
effect. (Image adapted from [61])

Together with the electronic phenomena, geometrical features were associated
with the SMSI effect (both represented at Figure 1.4). Shortly after Tauster’s studies,
Santos and coworkers suggested that the alterations in reaction kinetics towards
ammonia synthesis and the suppression of CO chemisorption capacity observed for
Fe/TiO2 should be associated with the migration of support’s sub-oxides to metal
nanoparticles’ surface (encapsulation process) after a reduction treatment under H2
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atmosphere at 770 K [62]. While no change in surface Fe chemical state was detected on
analysis of Mössbauer spectra collected on the samples, an expressive increase in the
activation energy of the ammonia synthesis reaction was observed. The encapsulation
hypothesis was considered but directly probed a few years later by Logan and coworkers
through the observation of sub-oxide decoration layers on Rh/TiO2 nanoparticles by
means of High-Resolution Transmission Electron Microscopy (HRTEM)[63]. The
authors observed that a low-temperature reduction (LTR, at 473 K) treatment in H2

was not enough to induce such migration, but a high-temperature reduction (HTR, 773
K) induced the encapsulation of the Rh nanoparticles by amorphous layers of about 0.3
nm in thickness, as shown in Figure 1.5. They have also shown that a subsequent
oxidation treatment (O2) at 473 K was not able to clean the Rh surface, although
restored the H2 chemisorption capacity.

Figure 1.5 – HRTEM micrographs of Rh nanoparticles (darker gray) supported on TiO2 after (a) LTR,
and (b) HTR. It is possible to notice the presence of thin amorphous layers (arrowed) covering Rh
nanoparticles and at the support at (b). (Image adapted from [63])

Despite the number of studies, the very limited access to in situ methods prevents
the complete understanding of the mechanisms related to SMSI effect traits. On the
literature, one can find much more information regarding the geometrical factor of the
SMSI effect than on it’s electronic feature [63–67], probably due to the possibility of
the exploitation towards the avoidance of particles sintering [64–66] and unambiguous
determination through the most distinct methods [63, 67–70]. Yet, pieces of evidence show
that the electronic interactions which arise at milder reduction conditions impact more
the catalysts’ applicability than the presence of encapsulation layers over the metallic
nanoparticles [63]. As the driving forces behind SMSI effect occurrence have not yet
been explicit, further investigation is needed for the elucidation of the electronic entities
involved in the interaction beginning.
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On a previous work, our group mapped the surface electronic states involved on
the electronic phenomena of the SMSI effect on CuxNi1-x/CeO2 (x = 0.25, 0.35, 0.60,
1.00) nanoparticles after reduction treatment (H2 atmosphere, 500 °C) using in situ
techniques [71]. Through Near Ambient Pressure (NAP) XPS measurements, the
occurrence of the geometrical factor of the SMSI effect was evidenced in the Cu richer
samples (x= 0.60, 1.00) by the strong decrease of the (Cu 2p + Ni 2p)/Ce 3d NAP-XPS
intensity ratio during exposition to the reducing atmosphere, indicating the formation of
encapsulation layers over the metallic nanoparticles. This encapsulation phenomenon
was later confirmed by High-Resolution Transmission Electron Microscopy (HRTEM)
measurements. Further, the comparison of contributions to the Ce 3d NAP-XPS region
after H2 and CO2 high temperature treatments indicated disturbances in Ce electronic
states during the SMSI effect. By detecting energy shifts at the Ce 3d components
associated to the Ce3d10O2p6Ce4f1 and Ce3d10O2p6Ce4f0 states, it was possible to
determine the Ce(III) and Ce(IV) states involved on the interaction with the Cu-Ni
nanoparticles, as represented in Figure 1.6. In situ X-ray Absorption Near Edge
Structure (XANES) measurements revealed also a decrease on the reduction
temperatures for the Cu/CeO2 and Cu0.60Ni0.40/CeO2 nanoparticles in comparison to
the non-supported ones. This observation was associated with a charge transfer process
from support to the (bi)metallic nanoparticles. Later, the SMSI state was destroyed by
exposing the systems to a high-temperature oxidizing treatment (CO2 atmosphere, 500
°C). A strong correlation between the surface Cu concentration and the SMSI effect
occurrence was observed, depicting a specimen threshold for starting the interaction.
Density Functional Theory (DFT) calculations on a Cu2Ni2cluster/CeO2

slab model
evidenced the charge transfer process through the interaction of Cu and Ni d with
apparent hybridized Ce-O states.

Figure 1.6 – Diagrammatic representation of the experimental mapping process of the Ce electronic levels
responsible by the metal-support interaction on CuxNi1-x/CeO2 (x = 0.25, 0.35, 0.60, 1.00) nanoparticles.
(Image from [71])
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Since its discovery, the SMSI effect has been the focus of intense discussions in
the catalysis community since there are several reports of enhancement and depression of
systems catalytic activity. The depression of the catalytic activity is typically associated to
the geometrical factor [69, 72], besides this effect may also improve the catalytic properties
[64, 65, 69].

The ability to control the SMSI effect occurrence allows the tuning of the
system’s surface chemical/electronic properties, providing tools for the development of a
new generation of catalysts. Recently, Bruix and coworkers have demonstrated that the
electronic interaction between small particles of Pt and CeO2 could strongly enhance
(up to 20-fold enhancement) the catalytic activity for water-gas shift reaction, in
comparison to pure Pt catalysts [73]. Through UPS measurements, the authors verified
that supported Pt nanoparticles presented a much smaller density of states near the
Fermi level in comparison to bulk Pt. DFT calculations revealed that the electronic
interactions may disturb the charge distribution and the geometry of the particles,
providing better sites for the adsorption of the H2O molecules, lowering the energetic
barrier for water dissociation, and stabilizing the formed OH and H products. Li and
coworkers also worked on the exploitation of electronic metal-support interactions
(EMSI) towards the tailoring of supported Pt catalysts properties towards the increase
of its activity [74]. Using XAS, XPS, and Infrared (IR) spectroscopy measurements to
characterize the electronic properties of Pt single atoms supported on Co3O4, CeO2,
ZrO2, and graphene, the authors verified that strong EMSI phenomena on Pt/Ce3O4

induced a strong depletion of electrons from Pt 5d band. Such phenomena induced an
increase in the system catalytic activity 68-fold in ammonia borane dehydrogenation.
The Fourier transforms of the Extended X-ray Absorption Fine Structure (EXAFS)
oscillations of the samples indicate that the metal does not agglomerate, as confirmed
by Scanning Transmission Electron Microscopy (STEM) measurements. Further, DFT
calculations indicated that the boost in the catalytic activity is due to the formation of
Pt 5d empty states near the Fermi level, responsible to bind strongly the reactants but
allowing its dissociation and release of the H2 product.

According to the evidence presented above, the reports regarding the electronic
phenomena around SMSI effects are associated with the disturbance of metal and oxide
electronic structures due to charge transfer and/or chemical bondings at the
metal-support interface [75]. Surveying the literature, physical and chemical
considerations have been made for these interface interactions. Early discussions
proposed that the heterojunction in the system’s interface imposes the bending of the
metal and the semiconductor energy bands due to an alignment of both Fermi levels
[76, 77]. Then, it was suggested that interfacial states may appear, screening the
semiconductor bands, and thereafter narrowing its band gap [78]. Further, the interface
mid-gap states could be associated with the folding of the metal’s conduction band into
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the oxide band gap. The penetration depth of these metal bands into the oxide gap
would then determine the direction of charge transfer phenomena [79]. Charge
redistribution at metal-semiconductor interfaces could also be influenced by the
formation of chemical bondings, according to the difference in materials
electronegativity (𝜒𝑀 − 𝜒𝑆) [80]. As driving forces for electronic interactions are ruled
by energy minimization processes and the law of continuity (imposed on the solids’
electric potential) [81], charge transfer and diffusion occur through few atomic layers at
the metal-support interface. The polarization at this interface can affect the electrons
distribution on the metal and oxide orbitals. This electronic redistribution can be strong
enough to promote the formation of depletion zones [82] or even the migration of oxide
cations onto the metal particles’ surface [67].

As stated above, many factors influence the electronic state at the metal/oxide
interface. Therefore, determining the nature of electronic interactions in these systems is
paramount for the development of sophisticated catalysts. While physical and chemical
phenomena may disturb the electronic structure of the components present at the
metal/oxide interface, such alterations reflected on interface and surface energies impact
significantly the thermodynamic properties of nanostructured systems. In particular, Fu
and coworkers indicated that dramatic phenomena such as the encapsulation present in
the SMSI effect happen for metals of large work functions and surface energies, such as
Pt and Pd, supported by reduced (or n-doped) oxides of small surface energies, such as
TiO2 and CeO2 [67]. They state that high temperatures are required to activate
transport phenomena responsible for the formation of the encapsulation layers, so such
systems studied under reduction treatments at low temperatures may give important
insights towards the electronic features of the SMSI effect.
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1.3 Project Objective
Intending to investigate the disturbances on the electronic structure of the

metal/support interface caused by the SMSI effect, systems composed of Pd
nanoparticles supported on TiO2, CeO2 and Nb2O5 were scrutinized theoretically and
experimentally. The experimental-computational approach applied comprises UPS and
NAP-XPS measurements, for the characterization of the surface chemical state and
electronic structure of the samples, and DFT calculations to gain insights into the
interactions associated with the alterations in the electronic structure of the supported
Pd nanoparticles involved in the SMSI effect.

The oxides chosen as support bear distinct electronic structures and have been used
in prior studies presenting metal-support interaction reports. TiO2 was chosen since it is
the most studied support presenting the SMSI effect, thereby presenting also the better-
understood phenomena. Yet, there are still open questions about the electronic effect at
the atomic level. Further, Nb2O5 and CeO2 also presents the SMSI effect, however presents
less understood mechanisms and phenomena. It is desired to elucidate the SMSI effect
on CeO2 and Nb2O5 supported systems due to its high importance in catalysis [83, 84].
Using oxide supports of distinct chemical periods (4, 5, and 6, for the Ti, Nb, and Ce,
respectively), this work search the answers to questions such as

• How do the SMSI effect disturbs the electronic structure of the metal/support
interface?

• Are, in fact, chemical bonds formed at the metal/support interface?

• Which are the electronic entities associated to the electronic phenomena of the SMSI
effect?

Elucidating these points, one will be able to predict the occurrence of electronic
metal-support interactions, therefore shall have the capacity to tune the surface properties
of nanostructured heterogeneous catalysts.
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2 Physical Background on the Experimental
and Theoretical Techniques

This chapter provides an assessment on each of the techniques applied for the
characterization of the nanoparticles and the investigation of the metal-support
electronic interactions, describing briefly the measurement (calculation) process, the
typical equipment setup, and the signal detection.

2.1 Temperature-Programmed Reduction
Temperature-Programmed Reduction (TPR) is a thermoanalytical technique

used for the characterization of chemical properties of solids, mainly applied for catalysis
research [85]. Chemical information can be obtained by monitoring the change on the
reducing gas conductivity, while the temperature of the system is driven. The method,
introduced by Jenkins [86], is highly sensitive and depends only on the reducibility of
the sample under investigation [87]. Usually, the solid sample is exposed to a hydrogen
flow while altering its temperature and the gas conductivity is monitored before and
after reducing the sample [85].

At the beginning of the TPR experiment, a fixed amount of the solid sample is
exposed to a diluted amount of the reducing agent (typically 5% H2 mixed with nitrogen or
argon), controlled by a gas-handling system. Part of the gas passes directly through one of
the arms of the thermal conductivity cell, as a reference, while the other part overspreads
the reactor (heated linearly at a predetermined rate) before being detected on the other
arm of the thermal conductivity cell. Comparing the signal detected in both arms, it
is possible to observe changes in the gas concentration that indicates hydrogenation (H2

uptake) or dehydrogenation (H2 release). Such distinct processes show peak-like structures
in the TPR profile.

2.2 Differential Thermal Analysis
Analogously to TPR, Differential Thermal Analysis (DTA) is a standard

thermoanalytical method used to characterize chemical transformation on solid samples
[88], employed since Le Chatelier [89].

DTA experiments require a simple experimental setup. Usually, the apparatus
is composed of a furnace, where the sample holders for the studied and the reference
samples are located, gauges for the control of the furnace heating rate and gas flux, and
the electronics to record and amplify the probed signal.
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During the measurements, a thermocouple probes the temperature difference
(Δ𝑇 ) between a sample and an inert material (reference) during a heating/cooling
process. Evaluating the evolution of the signal associated with the temperature
difference, it is possible to identify endothermic reactions (such as dehydration, melting
and evaporation reactions, structural and magnetic transformations, and reduction) or
exothermic reactions (e.g. reconstruction of crystalline structures, structural
transformations, oxidation, and combustion) as the Δ𝑇 curve slope deviates downwards
or upwards, as shown in Figure 2.1.

Figure 2.1 – Schematic representation of endothermic and exothermic events detected in a DTA curve.

Thermal events indicated as peak-like structures on DTA curves arise from the
dynamics of the method [88]. When an event involving heat absorption occurs, the
temperature difference between the sample and reference increases until such reaction is
done, when the Δ𝑇 declines again. The analogous situation is found for the reaction
with heat release. In this manner, each event raises a peak which allows the
determination of properties such as the transformation temperature, heat of
transformation (latent heat), and rate of transformation [90].

2.3 Transmission Electron Microscopy
Transmission Electron Microscopy (TEM) is a widely used method for the

investigation of size and morphology in nanostructured materials, providing high spatial
and analytical resolution [91].

Working similarly to the light microscopes, electron microscopes allow the
investigation of nanometric structures due to the capacity to resolve parts as small as
0.01 nm (while light microscopes achieve resolutions of around 150 nm). Inside the
microscope, these electrons, emitted by an electron gun, are collimated coherently by a
series of electromagnetic lenses before striking the sample. After reaching the sample,
the electrons of the incident beam are scattered at different angles depending on the
thickness and electronic density of the sample. Thick and high-density obstacles shall
deflect a high number of electrons, while thin and low-density obstacles allow the
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transmission of a higher number of electrons. The transmitted beam is then refocused
onto a detector (phosphorous screen or CCD camera) where a shadow image of the
structures present on the sample is formed. Figure 2.2 shows a TEM image of
Au@Al2O3 core-shell nanoparticles, where the darker region of nanoparticles is due to
the higher electronic density of Au coated with a lighter gray region associated with the
Al2O3 shell.

Figure 2.2 – TEM image of Au@Al2O3 core-shell nanoparticles. (Image from [92])

The electron beam used to obtain images raises secondary signals that can be
used to gather chemical information of the samples. After scattering the incident
electrons, atoms on the sample may become excited, and relax through the emission of
characteristic X-rays, allowing the determination of atomic composition by
Energy-dispersive X-ray Spectrometry (EDS) measurements. Besides that, by probing
the energy loss of the electrons transmitted through the sample, it is possible to gather
information about atomic composition, chemical compounds and electronic properties of
the nanostructures with the Electron Energy-Loss Spectrometry (EELS) spectra.

2.4 Dynamic Light Scattering
Dynamic Light Scattering (DLS) technique is an experimental method that allows

one to determine particles’ size distribution profiles when these are suspended in a fluid.
The method is based on the interpretation of the interaction between the incident light
and the charges of a given particle.

Considering an electromagnetic wave of wavelength 𝜆 , linearly polarized,
propagating in the x-direction, its electric field (Equation 2.1) may induce a distortion
in the particles’ spatial charge distribution. The electrons are shifted according to the
external wave modulation, transforming the particle into an oscillating dipole, which
scatters the incident wave elastically

𝐸(𝑥, 𝑡) = 𝐸0

(︂
𝑠𝑖𝑛

(︂2𝜋𝑥
𝜆

)︂
+ 𝑠𝑖𝑛

(︂2𝜋𝑐
𝜆𝑡

)︂)︂
(2.1)
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The thermal density fluctuations of the fluid induce random (Brownian) motion of
the diluted particles. Such motion cause temporal fluctuation in the particles’ position and
local concentration, resulting in the interference of the scattered waves. By studying the
temporal dependence of the intensity of the scattered wave, one can quantitatively analyse
the scattering particles’ radii [93]. After measuring the scattered intensity (𝐼(𝑞, 𝑡) shown
in Figure 2.3), the signal is mathematically transformed into an intensity autocorrelation
function by multiplying the time-dependent scattered intensity with itself after translating
the signal by a 𝜏 time, and averaging the result over the complete measurement time
interval. The autocorrelation function is then determined after calculating ⟨𝐼(𝑞, 𝑡)𝐼(𝑞, 𝑡+
𝜏)⟩ for different values of 𝜏 , usually from 100 ns to some seconds.

Figure 2.3 – Sketched intensity fluctuations and time intervals 𝜏1 and 𝜏2 used to calculate autocorrelation
functions. (Image adapted from [93])

The intensity autocorrelation function is associated to the particles dynamic
structure factor 𝐹𝑠(𝑞, 𝜏) by

𝐹𝑠(𝑞, 𝜏) =

⎯⎸⎸⎷⟨𝐼(𝑞, 𝑡)𝐼(𝑞, 𝑡+ 𝜏⟩)
⟨𝐼(𝑞, 𝑡)2⟩

− 1 (2.2)

which can also be associated to their self-diffusion coefficient 𝐷𝑠 by

𝐹𝑠(𝑞, 𝜏) = 𝑒𝑥𝑝(−𝐷𝑠𝑞
2𝜏) (2.3)

At the experimental conditions, the suspended particles diffuse through the fluid
on a laminar flow. Such a regime allows the approximation of the self-diffusion coefficient
using the Einstein-Stokes relation [94]

𝐷𝑠 = 𝑘𝐵𝑇

6𝜋𝜂𝑅 (2.4)
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where 𝑘𝐵 is the Boltzmann’s constant, 𝑇 is the sample temperature, 𝜂 is the solvent
dynamic viscosity, and 𝑅 is the radius of the spherical particle (under Brownian motion).

Experimentally, three main parameters may interfere with the scattered intensity:
(i) mass/size of scattering particles, (ii) particles concentration in the solution, and (iii)
the difference between the refractive indices of the solute particles and the solvent. A
properly prepared solution is inserted in a quartz glass cuvette (with usually 10 - 30 mm
diameter). The most common setup uses single angle light scattering apparatus composed
of an incident light source (typically a laser), the light scattering cell (such as a quartz glass
cuvette), and a light detector (photomultiplier tube or avalanche photodiode) mounted
on a goniometer, connected to the hardware for signal processing and analysis. Such setup
is schematically represented in Figure 2.4.

Figure 2.4 – Standard single angle light scattering setup viewed from the top. (Image from [93])

2.5 X-rays
In 1895, Röntgen related the discovery of a new type of radiation, of unknown

nature, which he named “X-rays" [95]. Studying discharge tubes1, Röntgen noted that
this invisible radiation was capable to penetrate (and even trespassing) several objects,
depending on their densities and thickness.

Formally, X-rays are defined as high-energy electromagnetic waves (frequently
within the range from 200 eV to 1 MeV [96]), presenting wavelengths between 101 nm
and 10-4 nm. They may be produced by the deceleration of high kinetic energy electrons
(bremsstrahlung). Inside discharge tubes, these high speed electrons may collide several
times with the atoms of an anode target, decelerating. As the majority of this energy is
converted into heat at the anode, less than 1% of the kinetic energy is responsible to
produce a continuous wide spectrum of X-rays.
1 Sealed glass tube, filled with a gas mixture at reduced pressure (about the normal air pressure at the

sea level), and containing electrodes (cathode-anode) at its ends.
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Figure 2.5 – X-ray spectra of 42Mo at different accelerating potentials. The characteristic radiation
features are not to scale. (Figure extracted from [96])

Figure 2.5 shows examples of X-ray spectra from a Mo anode produced by applying
different potentials on the cathode-anode system. The shorter wavelength (𝜆𝑆𝑊 𝐿) present
on this spectrum corresponds to the X-ray photons produced by the total conversion of the
electron kinetic energy into radiation, while the other wavelengths correspond to photons
resulting from scattered electrons. The maximum energy (E) of the emitted X-rays can
be related to the accelerating potential (V) on the discharge tube by

𝑒𝑉 = 𝐸 = ℎ𝑐

𝜆
(2.5)

from where it is possible to determine 𝜆𝑆𝑊 𝐿 = ℎ𝑐/𝑒𝑉 . This relation makes it easy to notice
that by increasing the accelerating potential, 𝜆𝑆𝑊 𝐿 decreases as shown in Figure 2.5.
Notwithstanding, increasing the potential V leads to a new phenomenon associated with
the appearance of narrow and intense lines at specific wavelengths. These lines, known
as characteristic lines, appear when the electrons accelerated by the potential U have
enough energy to eject (after a collision) a core electron bounded to one of the atoms of
the anode target. The ionization leaves the atom excited due to the electronic hole on an
inner shell. A possible atomic relaxation process occurs by filling the hole on the inner
shell with an outer-shell electron and emitting an X-ray photon of energy equal to the
energetic difference of the levels involved in the relaxation process. These characteristic
X-rays are labeled according to the shell from which the core-electron is ejected — K, L,
M, ... — and classified with respect to the shells distance — 𝛼 for first neighboring shells
(L → K); 𝛽 for second neighboring shells (M → K); 𝛾 for third neighboring shells (N →
K).
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The intensity (I) of an X-ray spectrum can be related to the anode target
composition by

𝐼 = 𝐴𝑖𝑍𝑉 2 (2.6)

where 𝐴 is a proportionality constant, 𝑖 is the electrons current inside the discharge tube,
𝑍 is the atomic number of the anode target, and 𝑉 is the charges accelerating potential.
Analogously, the intensity of an X-ray characteristic line (𝐼𝑙𝑖𝑛𝑒) can be related to the
ejected electron shell 𝑆 as

𝐼𝑙𝑖𝑛𝑒 = 𝐶𝑖(𝑉 − 𝑈𝑆)𝑛 (2.7)

where 𝐶 and 𝑛 are proportionality constants (specific for each shell), and 𝑈 is the anode’s
electron-atom binding energy for the S shell. From Equation 2.7 it is possible to notice
that the most intense lines are the 𝐾 set, since these comes from the ionization of the
inner-most shell (thereby most bounded electrons). Experimentally, the most common
X-ray sources are Cu K𝛼 (𝜆 = 0.1541 nm), Mo K𝛼 (𝜆 = 0.0711 nm), Cr K𝛼 (𝜆 = 0.2291
nm), Al K𝛼 (𝜆 = 0.8339 nm), and Mg K𝛼 (𝜆 = 0.9889 nm).

2.6 X-ray Diffraction
The X-ray diffraction (XRD) analysis is an experimental technique used primarily

for the determination of a material crystal structure. It is a non-destructive technique
that allows the precise identification of the crystal phase, lattice parameters, strain, and
crystallite size.

As shown by Max von Laue, the X-rays radiation wavelength is extremely
convenient for producing X-rays diffraction patterns on crystalline materials [97].
Investigating the scattering of X-rays on a copper sulfate crystal, he and his coworkers
identified the condition for constructive interference of the x-rays scattered, which is a
momentum conservation law of the x-ray beam [98]. Such a discovery was proven to be
so relevant that yielded von Laue a Nobel Prize in Physics. After von Laue’s discoveries,
W. L. Bragg independently showed the same phenomenon with an alternative
mathematical equation [99]. He noticed that the intensity of the scattered radiation
depends on the radiation’s angle of incidence. Such phenomenon was translated on a
relation between the X-rays beam incident angle and the crystal’s structure given by

2 𝑑 𝑠𝑖𝑛(𝜃) = 𝑛𝜆𝑖 (2.8)

where 𝑑 designates the distance between the atomic planes (experimented by the incident
X-rays), 𝜃 is the X-rays incidence angle with respect to the atomic plane, 𝜆𝑖 is the incident
X-ray wavelength, and 𝑛 is an integer related to the reflection order.
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Equation 2.8, known as “Bragg’s law” (or “Bragg’s condition”), schematized in
Figure 2.6, indicates that there is a constructive interference between scattered x-rays
if the optical path difference is an integer multiple of their wavelength, i.e. 𝛿 = 𝑛𝜆.
Observing Figure 2.6, one can notice that CD and CC’ integrate wavefronts, thereafter,
the path difference 𝛿 between them is 𝐷𝐸 + 𝐸𝐶 ′ = 2𝐸𝐶 ′. Using trigonometric relations
on the triangle CEC’, is possible to observe that 𝛿 = 2𝑑′𝑠𝑖𝑛(𝜃), where the Equation 2.8 is
recovered.

Figure 2.6 – Schematic diagram representing the Bragg’s condition for diffraction in crystals. (Image from
[96])

Figure 2.7 – Schematic representation of the arrangement of the components on an X-ray diffractometer.
(Image from [96])

The experimental setup for a diffractometer may present distinct features
depending on the manufacturer, however, an instrument presents three main
components: an X-ray source, the sample holder, and the X-ray detector. These three
components lie in an arrangement of two structures known as the focusing circle and the
diffractometer circle (also known as the goniometer circle). Figure 2.7 shows the most
common diffractometer geometry, known as 𝜃-2𝜃 , where 𝜃 is the angle between the



2.6. X-ray Diffraction 39

X-rays source and the plane of the sample holder (containing the specimen), while 2𝜃 is
the angle between the incident and scattered X-rays. At this geometry setup, the X-rays
source is kept fixed while the sample holder and the detector are moved to collect the
scattered radiation through a range of angles. During these measurements, the radius of
the focusing circle increases as 2𝜃 increases.

Conventional diffractometers use radiation from a X-ray tube to probe the
structural properties of a crystalline sample. As the detector surveys the intensity of the
scattered radiation through the angular range, one identifies the formation of a pattern
composed of a series of peaks of distinct intensities, as shown in Figure 2.8. These peaks
correspond to the constructive interference of diffracted X-rays at specific sets of planes
and thereafter are referred to as “Bragg reflections”. These reflections’ absolute
intensities bear a convolution of several experimental parameters (such as diffractometer
optics, and current and voltage used in the X-rays source) and are not of great interest,
however, the relative intensities can be evaluated to obtain information regarding atomic
positions in a crystal, ordering (long-range), and relative proportion of phases in
multi-component samples. Further, the width of the Bragg reflections can be used for
the determination of crystallite size, and study lattice distortions.

Figure 2.8 – X-ray diffraction pattern of a TiO2 powder sample. The Bragg reflections are identified with
Miller indices.

Since XRD analysis provides detailed information about atomic structures, it is a
fundamental tool for catalytic applications, where materials are usually designed at the
nanoscale. Through the comparison of a diffraction pattern with those from digital
databases, such as the files from the International Centre for Diffraction Data (ICDD),
one can easily identify a compound and its crystal phase. Further, computational
methods have been developed for the quantitative analysis of materials structures. For
powder diffraction analysis, the most reliable quantitative method is the one developed
by H. Rietveld [100], in which instrumental and structural parameters are determined by
fitting the experimental data with a calculated profile. Such an elegant technique,
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limited basically to the instrumental resolution, can also determine precisely the
structures of organic and metal-organic frameworks, proteins, and macromolecules.

The Rietveld refinement method is based on a nonlinear least-squares minimization
process of the Φ function

Φ =
𝑛∑︁

𝑖=1
𝑤𝑖(𝑌 𝑜𝑏𝑠

𝑖 − 𝑌 𝑐𝑎𝑙𝑐
𝑖 )2 (2.9)

in which 𝑌 𝑜𝑏𝑠
𝑖 is the observed and 𝑌 𝑐𝑎𝑙𝑐

𝑖 is the calculated intensities of each point 𝑖 from
the diffraction pattern, 𝑤𝑖 is the weight associated to the 𝑖th point, and the summation
is made over all measured (𝑛) points [101]. The calculated intensity term at Equation 2.9
can be rewritten as

𝑌 𝑐𝑎𝑙𝑐
𝑖 = 𝑏𝑖 +𝐾

𝑚∑︁
𝑗=1

𝐼𝑗𝑦𝑗(𝑥𝑗) (2.10)

where 𝑏𝑖 is the background calculated for the 𝑖th point, 𝐾 is a scale factor for the crystal
phase, 𝑚 is the number of Bragg reflections contributing to the intensity at the 𝑖th
calculated point, 𝐼𝑗 is the intensity of the 𝑗th Bragg reflection, and 𝑦𝑗(𝑥𝑗) is the peak-shape
function (usually, a pseudo-Voigt peak with an asymmetry correction [102]). When the
material is composed of more then one crystal phase, the 𝐾∑︀

𝑗 𝐼𝑗𝑦𝑗(𝑥𝑗) term is summed
over each phase.

2.7 X-ray Photoelectron Spectroscopy
X-ray Photoelectron Spectroscopy (XPS) is a premiere technique for materials

science, allowing detailed investigation of the surface chemistry of materials through the
determination of elemental composition, chemical state of these elements, and their
concentrations [103].

The technique consists on probing the kinetic energy of photoelectrons ejected from
atomic core levels, after the absorption of a X-ray photon. According to the photoelectron
effect, the kinetic energy 𝑇 of ejected photoelectrons is

𝑇 = ℎ𝜈 − 𝜑𝑠𝑎𝑚𝑝𝑙𝑒 − 𝐸𝑏 (2.11)

where ℎ𝜈 is the energy of the incident X-ray photons, 𝜑𝑠𝑎𝑚𝑝𝑙𝑒 is the sample work
function, and 𝐸𝑏 is the binding energy to the atom (with respect to the Fermi level) of
the ejected photoelectron. For the measurements, the sample is grounded to the
spectrometer’s electron analyser so their Fermi levels get aligned, allowing Equation 2.11
to be rewritten as

𝑇 = ℎ𝜈 − 𝜑𝑎𝑛𝑎𝑙𝑦𝑠𝑒𝑟 − 𝐸𝑏 (2.12)
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Equation 2.12 shows that by analysing the photoelectron kinetic energy, one can
determine its binding energy since the incident photon energy is well defined by the
selected radiation source and the analyser work function is known. Electrons from atomic
inner levels will be ejected with less kinetic energy than those from outer levels since their
binding energy are greater (as illustrated in Figure 2.9)

Figure 2.9 – Illustration of a lead sample’s photoelectron spectrum, superposed with atomic orbitals,
depicting the correlation between the kinetic and binding energy of photoelectrons. It is shown that
photoelectrons from specific levels give rise to sharp peaks and may contribute to inelastic background
due to energy loss processes. (Image from [103])

During the photoemission process, the electrons that escape the sample without
any energy loss contribute to characteristic peaks at the XPS spectrum. (as shown in
Figure 2.9). At the same time, some electrons scatter inelastically and contribute to
the background of the spectrum. After the ejection, a ‘hole’ is left at the parent atom
core level. As outer shell electrons rapidly refill these inner levels, the binding energy
difference between these levels may be enough to allow the atom to eject a secondary
electron during its relaxation. The kinetic energy of these secondary electrons (also called
Auger electrons) depends only on the energy difference of the atomic levels involved in the
relaxation process and thereafter are labeled over these specific shells (i.e. 𝐾𝐿𝐿 Auger
electron was bound to a 𝐿 shell before being ejected after another 𝐿 shell electron fill the
𝐾 shell hole left by the photoelectron emitted). Further, since the kinetic energy of Auger
electrons does not depend on the energy of the incident X-rays, changing the radiation
source allows easy detection of a photoelectron or Auger peak since the kinetic energy
of the photoelectron changes in accordance to Equation 2.12. While Auger emissions are
favored for lighter atoms (low atomic number), heavier specimens usually relax through
the emission of X-rays instead of electrons.
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Figure 2.10 – Schematic diagram of a hemispherical sector analyser. (Image from [103])

The analysis of the photoelectrons is most commonly performed by using a
Hemispherical Sector Analyser (HSA), as shown in Figure 2.10. The ejected
photoelectrons are focused by a series of lenses before reaching the HSA, where they
pass through the gap between the pair of concentric hemispherical electrodes. A
potential difference is applied across these hemispheres (with the outer being more
negative than the inner), setting a circular path for the electrons that reach the
analyser. Controlling the kinetic photoelectron energy by using a retarding potential
before HSA, one can select the electrons that will reach the detector since those whose
kinetic energy is higher (lower) than the desired shall follow a path with too large
(small) radius and collide at the outer (inner) hemisphere before being detected. As the
photoelectrons reach the detector, a photomultiplier coupled to a multichannel collector
emits several secondary electrons in a cascade effect, increasing the signals about 108

times, then creating a current recorded as the electrons are counted. The electrons
spectrometer associates the electrons count to the correspondent binding energy.

The photoelectrons ejected from atoms closer to the surface have a bigger
probability to be detected before scattering on another sample’s atoms. Those ejected at
deeper atoms in the sample have a bigger probability to be inelastically scattered before
escaping the sample. Usually, the reference distance of the photoelectrons contributing
to an XPS spectrum is the inelastic mean free path (𝜆𝐼𝑀𝐹 𝑃 ) of electrons, which depends
on their kinetic energy as shown by the universal curve trend presented at Figure 2.11.
About 65% of the total XPS signal comes from electrons ejected from depths of less
than 𝜆𝐼𝑀𝐹 𝑃 , and 95% from depths < 3𝜆𝐼𝑀𝐹 𝑃 .
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Figure 2.11 – Universal curve for the inelastic mean free path of electrons in elements, according to Seah
and Dench [104].

The intensity of the recorded spectrum depends on apparatus parameters (such
as photons flux, detector efficiency, and angle of collection of the photoelectrons) and
samples’ parameters (photoionization differential cross-section, atomic concentration, and
depth from sample’s surface). Such dependence can be written as

𝐼𝑛 = 𝐹𝑋 · 𝑑𝜎𝑛

𝑑Ω (ℎ𝜈) ·𝐷𝑒𝑓 (𝑇𝑛) ·
∫︁ ∞

0
𝜌(𝑧) exp − 𝑧

𝜆𝐼𝑀𝐹 𝑃 (𝑇𝑛) · 𝑐𝑜𝑠(𝜃) (2.13)

where 𝐼𝑛 is the intensity of a peak related to photoelectron ejected from the atomic level
𝑛, 𝐹𝑋 is the X-rays flux, 𝑑𝜎𝑛

𝑑Ω (ℎ𝜈) is the differential photoionization cross section for
incident photons of ℎ𝜈 energy, 𝐷𝑒𝑓 (𝑇𝑛) is the detector efficiency at 𝑇𝑛 energy, 𝑧 is the
depth from which the electron was ejected, 𝜌(𝑧) is the concentration per volume unit of
its parent atom at 𝑧 depth, 𝜆𝐼𝑀𝐹 𝑃 (𝑇𝑛) is the respective inelastic mean free path of a
electron with 𝑇𝑛 kinetic energy, and 𝜃 is the angle of the electron emission with respect
to the sample’s surface normal [105].

Conventional XPS setups require ultra-high vacuum (UHV) conditions for
carrying out measurements in safety and avoiding surface contamination due to
scattering of gas molecules in the sample-detector path. Nevertheless, the study of
catalysts under ex-situ conditions may provide incomplete information on the electronic
and structural properties of the studied systems which are applied for operation under
high temperatures and pressures. Recently, developments in the instrumentation allowed
the spectrometers to operate in situ (in high pressures and temperatures, named as
Near-Ambient Pressure XPS measurements), defining the state-of-the-art in surface
characterization of catalysts. The technique availability is still very limited, and its
setups in usually associated with synchrotron facilities, where a thin membrane
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(typically of Si3N4) or through a differentially pumped system is used to protect the
vacuum in the beamline, allowing the passage of the X-ray beam into the analysis
chamber but sustaining a pressure difference of about 109 between the analysis chamber
and the storage ring. In the analysis chamber, the sample surface is brought very close
to a differentially-pumped aperture that connects the electron analyzer to the chamber,
allowing the sample to remain in an ambient of tens of millibar pressure while the
measurements are conducted [106, 107].

2.8 Ultraviolet Photoelectron Spectroscopy
The Ultraviolet Photoelectron Spectroscopy (UPS), similarly to the XPS

technique, is a method for the study of surface properties of materials [108]. As for XPS,
the UPS measurements rely on the measurement of the kinetic energy of electrons
ejected from a sample after the incidence of a radiation beam. The main difference is
that ultraviolet sources provide much less energy, restricting the ejection of the electrons
on atomic valence bands at the surface. These photoelectrons are ejected with a kinetic
energy 𝑇 of

𝑇 = ℎ𝜈 − 𝐸𝑏 − 𝜑𝑠𝑎𝑚𝑝𝑙𝑒 (2.14)

where ℎ𝜈 is the energy of the ultraviolet source, 𝐸𝑏 is the electron binding energy to the
atoms valence band, and 𝜑𝑠𝑎𝑚𝑝𝑙𝑒 is the sample work function. The recorded
photoelectrons contribute peaks on the UPS spectrum associated with each orbital they
occupied. Further, during the ionization of the sample, vibration and/or rotational
states may be excited, shifting the kinetic energy of the photoelectron as

𝑇 = ℎ𝜈 − 𝐸𝑏 − 𝐸𝑣𝑖𝑏,𝑟𝑜𝑡 − 𝜑𝑠𝑎𝑚𝑝𝑙𝑒 (2.15)

and the presence of these additional lines constitute orbital bands.

Each band present on an UPS spectrum corresponds to ejections of a single orbital.
At the same time, each orbital (of given binding energy) probed by the measurement give
rise to a single band. Thereafter, the analysis of an UPS spectrum allows the study of
the valence state of the sample surface. Figure 2.12 shows the evolution of the electronic
structures on the valence band throughout the deposition of Pd monolayers over a MgO
film, where one can observe the variation in the intensities of O 2p and Pd 4d overtime.



2.8. Ultraviolet Photoelectron Spectroscopy 45

Figure 2.12 – UPS (He I) spectra for Pd on MgO as a function of the metal monolayers deposition on
the oxide. The oxide O 2p and the metal Pd 4d bands are indicated on the figure. (Image adapted from
[109])

The most used radiation for UPS measurements is that produced by electrical
discharge in a pure helium lamp, which gives rise to He I (ℎ𝜈 = 21.2 eV, 𝜆 = 58.43 nm)
and He II (ℎ𝜈 = 40.8 eV, 𝜆 = 30.38 nm) resonance lines. Although the intensity of the
He I line is greater than the He II one (about 100x), the latter allows probing complete
valence shells.

Since the UPS measurements probe only the outermost atomic layers of a sample,
high vacuum conditions are extremely necessary to ensure the analysis of the sample
surface. Pressures of 10-6 torr allow the deposition of one monolayer of ambient gas per
second over the sample surface, so it is mandatory to achieve pressures of at least 10-9

torr (which takes around fifteen minutes for the deposition of a gas monolayer).

The absolute intensities of the peaks in UPS spectra can be disregarded since
they depend on a convolution of physical and experimental factors which are usually
not precisely known. On the other hand, the relative intensities of these structures are
meaningful, as they are related to ionization cross-sections and proportional to the number
of electrons available for the ionization [108].
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2.9 Density Functional Theory
Density functional theory (DFT) provides powerful tools to compute and describe

the quantum state of many-particle systems, such as molecules and solids. It provides
a sophisticated approach to the theory of electronic structure, changing the paradigm of
the many-particle wave function determination to the computation of the electron density
distribution 𝑛(𝑟) [110].

The first approach to electron density functional theories dates back to the early
attempts to solve the Schrödinger’s quantum mechanical wave equation for systems with
a large number of electrons. Thomas[111] and Fermi[112] developed a statistical model
in which the Coulombian interactions between electrons (treated as a gas) induce their
rearrangement around positive charges, so the system’s total energy is minimized. At
the same time, Hartree [113] developed a model to solve the quantum problem by
approximating the many-particle wave function (Ψ(𝑟𝑖)) by a product of single-particle
wave functions (𝜓(𝑟𝑖)), i.e.,

Ψ𝐻(𝑟1, · · · , 𝑟𝑁) =
𝑁∏︁

𝑖=1
𝜓𝑖(𝑟𝑖) (2.16)

Shortly after, Fock upgraded Hartree’s theory by including a spin coordinate in
the single-particle wave function [114], adapting Hartree’s equations to the
anti-symmetry principle [115]. Such consideration was implemented by rewriting the
electronic Coulombian repulsion in two terms: a one-electron averaged interaction,
associated with the charge density, and a two-electron exchange interaction. This
exchange interaction incorporates the electron’s orbitals symmetries, implicitly including
the spin on the calculation. The spin consideration made the Hartree-Fock method
equivalent to the Thomas-Fermi’s method whereas both describe the electron’s motion
as independent of all the others electrons in the system. By these means, Fock suggested
rewriting Hartree’s wave functions (Ψ𝐻) as a linear combination of orbital wave
functions (𝜒𝑖). These orbital wave functions can be expressed as

𝜒𝑖(x𝑖(𝑟𝑖, 𝑤𝑖)) = 𝜑(𝑟𝑖)𝛼(𝜔𝑖) (2.17)

where 𝜑(𝑟𝑖) describes the orbital spatial distribution, and 𝛼(𝜔𝑖) is the orbital spin
functions.

The Tomas-Fermi and Hartree-Fock theories influenced the development of most
of the work on the electronic structure of solids in the following years. In the mid-’60s,
Hohenberg and Kohn developed a method to rigorously compute ground-state properties
of an interacting system by using its electronic density distribution [116].
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Hohenberg-Kohn theory is based on a lemma which states that the ground-state
electron density, 𝜌0(𝑟), uniquely determines the potential 𝑉𝑒𝑥𝑡 (within an additive
constant) [117]. This lemma also states, as a corollary, that the ground-state density
determines all of the properties of the system. In variational formalism,
Hohenberg-Kohn’s theorem can be equated as

𝐸[𝜌(r)] =
∫︁
𝑉𝑒𝑥𝑡𝜌(r)𝑑𝑟 + 𝐹 [𝜌(r)] (2.18)

where the energy 𝐸[𝜌(r)], associated to a given potential 𝑉𝑒𝑥𝑡, has an unique minimum
for 𝜌(r) = 𝜌0(r). The functional 𝐹 [𝜌(r)] is defined as

𝐹 [𝜌(r)] = 𝑇 [𝜌(r)] + 𝑉𝐶𝑜𝑢𝑙.[𝜌(r)] = ⟨Ψ𝜌(r)|𝑇 + 𝑈 |Ψ𝜌(r)⟩ (2.19)

where Ψ𝜌(r) is the ground state wave function associated to the density 𝜌(r), and 𝑇 and
𝑉𝐶𝑜𝑢𝑙. are respectively the kinetic energy and the Coulombian potential operators.

Briefly after the publication of Hohenberg-Kohn’s theory, Kohn and Sham [118]
developed a self-consistent algorithm to find the true electron density 𝜌(r) using a set of
single-particle equations

(︃
− ℎ̄2

2𝑚𝑒

∇2 + 𝑉𝑒𝑓𝑓 (r)
)︃
𝜓𝑖(r) = 𝜖𝑖𝜓𝑖(r) (2.20a)

𝜌(r) =
𝑁∑︁

𝑖=1
|𝜓𝑖(r)|2 (2.20b)

𝑉𝑒𝑓𝑓 (r) = 𝑉𝑒𝑥𝑡(r) +
∫︁ 𝜌(r′)

|r − r′|
𝑑r′ + 𝑉𝑋𝐶 (2.20c)

where 𝑉𝑋𝐶 is a potential called the local exchange-correlation potential, responsible to
account the quantum effects associated to the spin inclusion, defined as

⎧⎪⎪⎨⎪⎪⎩
𝑉𝑋𝐶 = 𝛿𝐸𝑋𝐶

𝛿𝜌(r)

𝐸𝑋𝐶 = 𝐹 [𝜌(r)] − 1
2

∫︁ 𝜌(r)𝜌(r′)
|r − r′|

𝑑𝑟′ − 𝑇𝑛.𝑒[𝜌(r)]
(2.21)

with 𝑇𝑛.𝑒[𝜌(r)] describing the kinetic energy of a system with non-interacting electrons on
the ground state density 𝜌(r).
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Using Kohn-Sham equations, it is possible to determine the correct electron density
𝜌(r) by using the following algorithm:

1. Define an ansatz for the electron density 𝜌′(r)

2. Solve the Kohn-Sham equations for the defined 𝜌′(r), determining a single particle
wave function 𝜓

′
𝑖(r)

3. Calculate the Kohn-Sham electron density associated to 𝜓′
𝑖(r) according to 𝜌𝐾𝑆(r) =

2∑︀𝑖 𝜓
′*
𝑖 (r)𝜓′

𝑖(r)

4. Compare the calculated electron density 𝜌𝐾𝑆(r) with the initial ansatz. If both
densities are equal, then this is the ground state electron density and it is used to
compute the system’s energy (and other properties). Otherwise, the ansatz must be
updated, restarting the calculations from item 2.

The Kohn-Sham equations are in principle exact, however, they need an explicit
form for 𝑉𝑋𝐶(r) to be solved. Since the exchange-correlation potential expression is
unknown (a priori), approximations of 𝑉𝑋𝐶(r) are used to solve Equation 2.20. The two
most used approximations for the exchange-correlation potentials are the local density
approximation (LDA) and the generalized gradient approximation (GGA). LDA
potentials consider an uniform electron gas model allowed to move through the
positively charged background described by the atoms’ cores in such a way that the
system is electrically neutral. GGA potentials, on the other hand, account for the
inhomogeneity of the charge density. LDA and GGA exchange-correlation energy
functionals can be expressed as

𝐸𝐿𝐷𝐴
𝑋𝐶 [𝜌(r)] =

∫︁
𝜌(r)𝜖𝑋𝐶(𝜌[r])𝑑r (2.22a)

𝐸𝐺𝐺𝐴
𝑋𝐶 [𝜌+(r), 𝜌−(r)] =

∫︁
𝜖𝑋𝐶

(︁
𝜌+(r), 𝜌−(r),∇𝜌+(r),∇𝜌−(r)

)︁
𝑑r (2.22b)

where 𝜖𝑋𝐶(𝜌[r]) is the exchange-correlation energy per electron on the gas, and the
subscripted indexes “+” and “−” indicate the distinct spins in the system.

Through the application of DFT, one can determine materials’ electronic
structure, interaction sites for gas adsorption with respective sorption, diffusion,
activation, and reaction energies with an outstanding agreement with the
state-of-the-art experimental results. Despite such predictive power, DFT calculations’
accuracy is limited in some situations. One of these is for the determination of electronic
excited states. Such limitation is expected from the Hohenberg-Kohn theorem, which is
only applied for ground-state energies, and thereafter the extension of the calculations
for excited states must be carefully evaluated. Other well-known limitations for DFT
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calculations regard the underestimation of band gaps in semiconductors and insulating
materials [119], and the determination of weak van der Waals interaction between atoms
and molecules [120].

The fast increase of importance on the design of nanostructured materials was
strongly supported by the improvement on the computational resources available for
materials scientists as by the introduction of numerous DFT software distributions (e.g.
Quantum ESPRESSO [121], VASP [122], SIESTA [123], CASTEP [124], ABINIT [125],
ORCA [126], and Gaussian [127]).
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A B S T R A C T   

Whereas observed and explored for over 40 years, there are still open questions regarding the nature of the 
Strong Metal-Support Interaction (SMSI) effect. The lack of a precise determination of the atomic mechanisms of 
electronic and geometrical factors of the SMSI effect hinders the application of metal-support systems towards 
several catalytic reactions. The present study sheds light on the electronic factor of the SMSI effect in Pd/TiO2 
nanoparticles by using Near Ambient Pressure Photoelectron Spectroscopy (NAP-XPS), Ultraviolet Photoelectron 
Spectroscopy (UPS), and Density Functional Theory (DFT) calculations. The electronic and geometrical factor of 
the SMSI effect were observed during reduction treatment at 300 ◦C and 500 ◦C, respectively. The results enable 
mapping the electronic factor during reduction treatment at 300 ◦C, where a charge transfer from Pd nano-
particles to TiO2 support through Pd-O-Ti entities existing at the Pd-TiO2 interface is observed. Furthermore, the 
charge transfer is mediated by O p states present at the Pd-TiO2 interface.   

1. Introduction 

Physical and chemical surface inhomogeneities such as low coordi-
nation numbers [1], presence of corner atoms [2], shifts on electron 
d band [3], and atomic vacancies [4] describe some of the surface fea-
tures that establish the flavors of the catalytic active sites of heteroge-
neous catalysts. In order to ensure the availability of these sites, the 
surface of nanostructured catalysts must be cleaned before the chemical 
reaction. Usually, the cleaning procedures adopted involve the exposure 
of the catalyst to high temperature reduction treatments. However, 
while eliminating adsorbed molecules (such as atmospheric remnants) 
from the catalysts’ surface, such thermal treatments may induce atomic 
rearrangements or charge transfer between the catalyst components [5]. 

At 1978, Tauster and co-workers identified the occurrence of 
particular metal-support interactions while studying H2 and CO sorption 
on M/TiO2 (M = Ru, Rh, Pd, Os, Ir, Pt) systems [6]. Comparing the 
treatments at 200 ◦C and 500 ◦C, the authors observed that higher 

temperature reduction treatment induced a strong suppression on the H2 
and CO uptakes for all the samples. Further, the authors verified that this 
phenomenon was reversible after high temperature oxidation treat-
ments. This atomic phenomenon was named Strong Metal-Support 
Interaction (SMSI) effect. Later, Tauster and Fung have further 
explored the occurrence of the SMSI effect on Ir nanoparticles supported 
on several distinct oxides [7]. Sustaining the approach of investigating 
the H2 sorption on the supported systems, the authors traced the 
occurrence of the SMSI effect to the reducibility of the support, since 
refractory oxides did not manifest the interaction. 

Nowadays, it is well established that the SMSI effect appears mainly 
due, but not limited, to geometrical or electronic factors. The geomet-
rical factor occurs due to the oxide migration from support towards the 
surface of metallic nanoparticles, then encapsulating the nanoparticles 
and clearly influencing the catalytic activity [8]. The electronic factor 
may occur due a charge transfer from the support to the nanoparticles 
[9] or from the nanoparticles to the support [10], depending on the 
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system used. It means the electronic density of catalysts may be 
controlled through the electronic factor of the SMSI effect. Furthermore, 
it is well accepted that the electronic factor of the SMSI effect occurs at 
lower temperatures than the geometrical factor [11]. Tauster et al [6] 
suggest the electronic factor of the SMSI effect occurs through the for-
mation of intermetallic compounds by interaction of d electrons in noble 
metals such as Pt with vacant d orbitals of Ti4+ species at the surface. 
Horsley explored such intermetallic interaction through Xα self- 
consistent field molecular orbital calculations in the Pt-TiO2 system. A 
model consisting of a single Pt atom placed near a (TiO6)8- cluster was 
used. The calculations suggest that the O vacancies, which are created 
during H2 reduction treatment, allow the approximation of Pt and Ti 
atoms facilitating the formation of an ionic Pt-Ti interaction with charge 
transferred from Ti 3d levels to the Pt 5d level [12]. Furthermore, 
Horsley calculations indicate that the lack of such vacancies would 
result on a repulsive interaction between the Pt and neighboring O 
atoms, so the SMSI effect would not occur. The interaction between 
metal nanoparticles and support may be even more complex and can be 
used to control the catalytic activity. For example, it was observed the 
creation of O vacancies in TiO2 surface catalyzed by Pt metallic nano-
particles and this gives a charge transfer from TiO2 support to adsorbates 
at O vacancies, which activates the catalyst [13]. 

It is well known that the interface reaction for noble metals sup-
ported on TiO2 occurs through the encapsulation of the metallic nano-
particles [14]. Particularly, the geometrical factor of the SMSI effect for 
Pd/TiO2 nanoparticles was extensively investigated in the literature 
through the most different approaches [15–18]. Recently, the combi-
nation of experimental and computational techniques has proved to be a 
very solid strategy towards the elucidation of SMSI effect mechanisms 
[5,18–20]. For example, Zhang et al. combined Density Functional 
Theory (DFT) calculations with the results obtained by in situ ambient 
pressure Scanning Transmission Electron Microscopy (STEM) measure-
ments to gain insights towards the formation dynamics of the TiOx 
encapsulation layers over Pd nanoparticles [18]. Increasing gradually 
the temperature of the reduction treatment (under H2 atmosphere), the 
authors observed the progressive crystallization of the TiOx encapsula-
tion layers, grown amorphous at the lower temperatures. Analogously, 
after a gradual increase of the temperature during latter oxidation 
treatments (under O2 atmosphere), the authors observed a progressive 
amorphization of the reduced encapsulation layers. Pd/TiO2 nano-
particles represent the classical case of SMSI effect studied and, whether 
the mechanisms of nanoparticles encapsulation have been unveiled for 
this system, the electronic factor of the SMSI effect, which should hold 
for lower temperatures, was still not investigated in details. Particularly, 
there is no consensus about the atomic entities involved on the elec-
tronic factor of the SMSI effect in Pd/TiO2 nanoparticles. The present 
work aims to shed light on the atomic events behind the electronic factor 
of the SMSI effect in Pd/TiO2 nanoparticles using a combination of 
theoretical and in situ experimental approaches, which allows paving 
the way for rationally control the electronic density of catalysts. 

2. Material and methods 

2.1. Experimental measurements 

Commercial Pd (Nano Research Elements Inc.) and TiO2 (Sigma- 
Aldrich) nanoparticles were used to produce 20 wt% Pd/TiO2 nano-
particles by sonication for 30 min. The size distribution histograms of 
the Pd and TiO2 nanoparticles were obtained through the analysis of the 
Transmission Electron Microscopy (TEM) images, which were acquired 
at CMM-UFRGS using the CCD camera of the JEOL JEM 1200 Exll 
electron microscope, operated at 80 kV. The observation of Pd nano-
particles supported on TiO2 was carried out through Scanning Trans-
mission Microscopy (STEM) by using a high-angle annular dark field 
detector (HAADF) and Energy-Dispersive X-ray Spectroscopy (EDS). The 
analyses were performed using an XFEG Cs-corrected FEI Titan 80/300 

microscope operated at 300 kV. The nanoparticles were dispersed in 
deionized water, stirred in ultrasound batch for 30 min, and a drop of the 
solution was deposited on a C-coated Cu grid and dried. 

The crystal structure of the Pd and TiO2 nanoparticles was probed by 
X-ray Diffraction (XRD) measurements at CNANO-UFRGS. The nano-
particles powder was sieved on a 48 μm mesh for the measurements. The 
XRD patterns were collected on a Rigaku Ultima IV diffractometer. A Cu 
Kα radiation source (λ = 1.5405 Å) operating at 40 kV and 17 mA was 
used and the diffractograms were collected in the Bragg-Brentano ge-
ometry with step size of 0.05◦ and acquisition time of 0.5◦/s, probing a 
2θ interval from 20◦ to 90◦ (Pd nanoparticles) and 20◦ to 80◦ (TiO2 
support). 

As described earlier, the SMSI effect is characterized by a set of 
features developing after high temperature reduction treatment, which 
vanishes after a subsequent high temperature oxidation treatment. 
Therefore, aiming to study the development of metal-support in-
teractions on the Pd/TiO2 system, reduction and oxidation treatments 
were performed with two temperatures (300 ◦C and 500 ◦C). The 
Temperature Programmed Reduction (TPR) measurements were per-
formed using a SAMP3 multipurpose system equipped with a thermal 
conductivity detector (TCD). 50 mg of the Pd/TiO2 nanoparticles pow-
der was inserted in a U-shapped quartz tube, exposed to 30 mL/min of 
5% H2 + 95 % N2 atmosphere, and heated to 300 ◦C or 500 ◦C with a 
10 ◦C/min rate. At this temperature, the nanoparticles were exposed to 
the reducing atmosphere for 1 h. At the end, the sample was cooled to 
room temperature in 30 mL/min N2 atmosphere. 

Afterward, Differential Thermal Analysis (DTA) measurements were 
carried out on a Shimadzu DTA-50 thermal analyzer monitoring the heat 
flow between a Pt crucible containing about 20 mg of the samples 
powder and an empty crucible (reference). These measurements were 
conducted while exposing the previously reduced Pd/TiO2 nanoparticles 
at 300 ◦C or 500 ◦C to 10 mL/min 20% O2 + 80 % N2 atmosphere and 
heating them from room temperature to 300 ◦C or 500 ◦C, respectively, 
at a 10 ◦C/min rate. The samples remained at the selected temperatures 
for 1 h. At the end, the system was cooled to room temperature under the 
same oxidant atmosphere. 

Ex situ X-ray Photoelectron Spectroscopy (XPS) measurements were 
carried out aiming to probe the reduction temperature range for 
observing the electronic factor of the SMSI effect instead of the 
geometrical one. A thin layer of the as prepared, reduced and oxidized 
nanoparticles powder was spread over a C tape placed in a Nb sample 
holder and inserted into the UHV chamber (base pressure around 1x10-9 

mbar). The nanoparticles were exposed to a thermal treatment at 120 ◦C 
in UHV for 10 h to remove gas molecules adsorbed at the samples surface 
before the XPS measurements, which were conducted at room temper-
ature. An Al Kα X-ray source (hν = 1486.7 eV) operating at 13 kV and 
9.0 mA (117 W) illuminated the sample and a SPECS PHOIBOS 
HSA3500 CCD 100 R6-HiRes hemispherical electron analyzer collected 
the ejected photoelectrons. The measurements were conducted in the 
Survey, C 1s, O 1s, Ti 2p, and Pd 3d XPS regions. The angle between the 
X-ray source and the electron analyzer corresponds to 54.7◦. The survey 
spectra were collected with 50 eV pass energy, 1.0 eV energy step, and 
0.1 s of dwell time, while high resolution scans used 30 eV pass energy, 
0.1 eV energy step, and 0.2 s of dwell time. Charging effects were cor-
rected considering the adventitious carbon at C 1s XPS region at 284.5 
eV. In the same experimental setup, Ultraviolet Photoelectron Spec-
troscopy (UPS) measurements were conducted using He II (hν = 40.8 
eV) radiation. The photoelectrons were collected with 2 eV pass energy, 
0.1 eV energy step, and 0.1 s of dwell time. Despite discarding charging 
effects during the measurements, the insulating character of the oxide 
support imposed limitations on the calibration of the UPS spectra. 
Thereby, the samples spectra were calibrated by considering the Fermi 
energies at the beginning of the first peak. The intensity of the spectra 
was normalized for comparison purposes. 

Near Ambient Pressure XPS (NAP-XPS) measurements allowed the 
evaluation of the chemical components at the surface of Pd/TiO2 
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nanoparticles during reduction and oxidation treatments. The as- 
prepared Pd/TiO2 nanoparticles powder was suspended in millipore 
distilled water with the aid of an ultrasonic bath, and then added 
dropwise onto a Si substrate kept at ~ 80 ◦C during this process. The 
sample holder containing the samples were held in place by sandwiching 
them between two Cu plates. After this, the sample was exposed 
sequentially (without cooling the sample) to (i) 0.1 mbar H2 at room 
temperature, (ii) 0.1 mbar H2 at 300 ◦C, (iii) 0.1 mbar O2 at 300 ◦C, (iv) 
0.5 mbar O2 at 300 ◦C, and (v) 1.0 mbar O2 at 300 ◦C with a heating rate 
of 10 ◦C/min. At the end, the O2 atmosphere was removed and the 
sample was cooled to room temperature under UHV. The NAP-XPS 
measurements were conducted during the steps (i)-(v) described. The 
spectrometer is equipped with a modified SPECS Phoibos 150 electron 
energy analyzer mounted behind a wide angular acceptance “prelens” 
section. The nozzle aperture to the analyzer system in front of the pre-
lens has a diameter of 0.6 mm, and the distance between nozzle and 
sample surface is also around 0.6 mm. Monochromated Al Kα X-rays (hν 
= 1486.7 eV) focused onto a 0.6 mm diameter spot were provided by a 
SPECS μ-Focus 600 photon source operating at 14 kV and 9.0 mA (126 
W) [21]. The angle between the incoming X-rays and the entrance of the 
analyzer system was 55◦. An infrared laser heater (IRLH 150 from 
SPECS), attached at 180◦ to the entrance of the analyzer system, was 
used to heat the samples in situ. The NAP-XPS measurements were 
conducted in the Survey, C 1s, O 1s, Ti 2p and Pd 3d electronic regions. 
The spectra were collected with 80 eV pass energy, 0.1 eV energy step, 
and 0.5 s of dwell time. Charging effects were corrected considering the 
adventitious carbon at C 1s XPS region at 284.5 eV (see Figure S1 of 
Supplementary material). 

2.2. Theoretical calculations 

Density Functional Theory (DFT) calculations were conducted for the 
TiO2 bulk, TiO2 (001) surface and Pd (001) layers over TiO2 (001) 
surface. It was considered the anatase and fcc crystal structures for TiO2 
and Pd, respectively. It is known that the TiO2 (101) and TiO2 (100) 
surfaces are the most stable ones for the anatase crystal structure [22]. 
However, it was already reported that both H2 atmosphere [23] and 
high temperature [24] treatments promote the appearance of more TiO2 
(001) facets, then making the TiO2 (001), TiO2 (101), and TiO2 (100) 
surface probables. Furthermore, it is well known that the TiO2 (001) 
surface is strongly repulsive for electrons, which are directed towards 
the TiO2 (101) surface [25–26]. Since the observed effect was of elec-
tron transfer from Pd to TiO2 surface (see Section 3), the TiO2 (001) 
surface was chosen to theoretically investigate such charge transfer. 
Whether it is theoretically observed a charge transfer from Pd to TiO2 
(001) surface, it should occur also for other TiO2 surfaces. The Pd 
(001)/TiO2 (001) atomic cell was constructed using 2 and 5 atomic 
layers of Pd and TiO2, respectively, using the Quantum Wise software. 
There, the initial cells of Pd (001) and TiO2 (001) were superposed in 
the (001) direction taking into account the lattice mismatch between Pd 
and TiO2. The atomic configuration containing the smaller surface ten-
sion was chosen. After this, a structural relaxation process was per-
formed with the pseudopotentials used in the calculations. Figure S2 of 
Supplementary material shows the atomic configuration used. Within 
the plane waves self-consistency field (PWSCF) framework of the 
Quantum ESPRESSO 6.1 suit of codes [27], the DFT calculations were 
performed using ultrasoft pseudopotentials from the Standard Solid- 
State Pseudopotentials (SSSP) [28] library to describe the Pd (5s 5p 
4d), Ti (4s 3d), and O (2s 2p 3d) electronic states applying Perdew- 
Burke-Ernzerhof (PBE) exchange–correlation functionals. The initial 
crystal structures were relaxed to a force per atom of 10− 6 eV/Å after a 
sequence of energy minimization and geometry optimization calcula-
tions. The kinetic energy cutoff for the wave functions was set to 40 Ry 
and the charge density cutoff to 440 Ry. An 8x8x8 k-point mesh was 
used for the integration on the Brillouin zone of the materials bulk, 
yielding the representation of the electronic band gap. In order to 

enhance the convergence tendency of the calculations, a Gaussian 
spread (σ = 0.03) was set to the Brillouin zone integration. The elec-
tronic ground states were determined after an electronic energy 
convergence of 10− 8 eV. Calculations performed for the (001) surface 
models used a slab of 2 £ 2 £ 3 (x £ y £ z) primitive cells of the oxide 
primitive cell, under a 20 Å vacuum. These surface calculations used also 
the same cutoff values obtained for the bulk calculations, but the in-
tegrations on the Brillouin zone were realized at the gamma point. 

2.3. Data analysis 

The size distribution histograms from TEM images were obtained 
analyzing the diameter of around 1000 nanoparticles with the ImageJ 
1.46r software. Only nanoparticles presenting well distinguishable 
borders were taken into account. In order to estimate the diameter of 
irregular shaped nanoparticles, the maximum and minimum Feret di-
ameters were measured and then averaged individually. The distribu-
tion of Pd nanoparticles supported on TiO2 was observed using Z- 
contrast in HAADF-STEM images with the EDS verification. 

Powder diffractograms were indexed using the PCPDFWIN software, 
version 2.1, using the JCPDS-ICDD database. The diffraction patterns 
were analysed with the Fullprof Suite software version of july-2017 
using the Rietveld refinement method [29]. The Thompson-Cox- 
Hastings pseudo-Voigt Axial divergence asymmetry profile function 
[30] was used. The crystal structures of metallic Pd (JCPDS 77885), PdO 
(JCPDS 24692), and TiO2 (JCPDS 92363) and the atomic positions of Pd, 
Ti and O atoms at the base vectors were used as input in the Fullprof 
software. The refinements were performed using the following con-
strains: (i) the V and W parameters of the Gaussian contribution of the 
profile function were determined by refining a reference sample and 
fixed to 0 for the analysis of the diffraction patterns; (ii) the isotropic 
temperature parameter (B-factor) and the occupancy number values of 
each atomic specie of each phase were fixed to the values obtained in the 
crystallographic information file (CIF) of metallic Pd, PdO, and TiO2; 
(iii) the overall B-factor was fixed to 0. The Rietveld refinement quality 
is expressed on the Rwp/Rexp ratio, namely 1.50 and 1.58 for the Pd and 
TiO2, respectively. 

The NAP-XPS measurements were analyzed using XPSPeak 4.1 
software and a Shirley-type background [31]. A symmetric Gaussian- 
Lorentzian function with 30% Lorentzian contribution was used. The 
relative binding energy and FWHM values of a given component in the 
NAP-XPS analysis were constrained to the same value. 

3. Results and discussion 

Fig. 1 shows a typical HAADF-STEM image from the Pd/TiO2 
nanoparticles. It is possible to identify the presence of well dispersed Pd 
nanoparticles presenting regular and circular shapes. The mean diam-
eter was obtained from TEM images of the isolated Pd and TiO2 nano-
particles (see Figure S3 of Supplementary material) and it corresponds to 
(5 ± 4) nm and (171 ± 59) nm, respectively. Fig. 1(b) shows the XRD 
pattern of the Pd/TiO2 nanoparticles. The analysis of the diffraction 
pattern reveals that the Pd nanoparticles present the fcc crystal structure 
characteristic of Pd(0) (JCPDS 77885). At the same time, it is observed 
the presence of the anatase crystal structure (JCPDS 92363) of TiO2. One 
also can notice that the Bragg reflections associated with the Pd(0) 
crystal structure are broader than those associated with the TiO2 one. 
Such feature indicates that the Pd nanoparticles present smaller crys-
tallites than TiO2, as expected by the nanoparticles size observed from 
the HAADF-STEM and TEM measurements. Crystalline parameters ob-
tained from Rietveld refinement analysis are displayed in Table S1 of 
Supplementary material. Figure S3 of Supplementary material shows the 
XRD pattern of the isolated Pd and TiO2 nanoparticles, where the same 
features of Fig. 1(b) are observed. The only difference is the presence of 
the PdO phase in a small amount (3% in accordance to the Rietveld 
refinement), which is not observed in the Pd/TiO2 nanoparticles due to 
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the presence of only 20 wt% of Pd in Pd/TiO2 nanoparticles. 
Figure S4 of Supplementary material shows the TPR measurements, 

where one can notice a decrease on the H2 thermal conductivity signal at 
around 100 ◦C, which is associated to the Pd nanoparticles and comes 
from the decomposition of palladium hydride [32]. Furthermore, there 
is no signal associated with H2 consumption, showing that the Pd 
nanoparticles already present an essentially reduced chemical state. 
Note that there is no significant changes associated with the oxide 
support during reduction treatment. Moreover, there is no evidence of 
exothermic or endothermic transformations during oxidation treatment 
in the sample from DTA analysis, as shown in Figure S5 of Supplemen-
tary material, then ensuring the absence of phase change during the 
treatment employed. Figure S6 of Supplementary material compares 
HAADF-STEM images of the Pd/TiO2 nanoparticles before and after 
heating treatment at 500 ◦C in H2 atmosphere with the EDS analysis 
confirming the presence of Pd after thermal treatment. Figure S7 of 
Supplementary material shows a comparison between the XRD patterns 
after reduction and oxidation treatments at 300 ◦C and the corre-
sponding Rietveld refinement, whose results are presented in Table S1 of 
Supplementary material. Both HAADF-STEM and XRD measurements 
show no evidence of sintering effects in the Pd nanoparticles. 

Ex situ XPS measurements allowed the identification of the thermal 
conditions needed to promote the geometrical factor of the SMSI effect 
on Pd/TiO2 nanoparticles. Figure S8 of Supplementary material shows 
the ex situ XPS spectra of the Pd 3d and Ti 2p electronic regions. In this 
case, the photoelectrons from Pd 3d and Ti 2p have an inelastic mean 
free path of λ ≈ 16 Å and λ ≈ 22 Å, respectively [33]. It shows that both 
measurements are probing almost the same depth in the Pd/TiO2 
nanoparticles. In this way, it is possible to estimate the Pd 3d/Ti 2p 
intensity ratio in order to probe the existence of the geometrical factor of 
the SMSI effect. It is expected that the presence of a capping layer from 
the support surrounding the Pd nanoparticles would decrease the Pd 3d/ 
Ti 2p intensity ratio in comparison to the as prepared case, as typically 
observed in the literature [5]. 

Table 1 shows the Pd 3d/Ti 2p intensity ratio as a function of the 

thermal treatment, which was obtained by calculating the Pd 3d and Ti 
2p areas of the ex situ XPS measurements. It is possible to observe that 
there is a strong decrease on the Pd 3d/Ti 2p intensity ratio after 
reduction treatment at 500 ◦C in comparison to the as prepared case. It 
evidences the increase of the Ti 2p XPS intensity compared to the Pd 3d 
one, which can be interpreted as the occurrence of the encapsulation of 
the Pd nanoparticles by TiOx layers. This is in accordance to what is 
expected [14] and that is observed in the literature for Pd/TiO2 nano-
particles [15–18]. The subsequent oxidation treatment at 500 ◦C 
partially recovers the Pd 3d/Ti 2p intensity ratio, meaning a partial 
removal of the capping layer after oxidation treatment. Furthermore, a 
small decrease of the Pd 3d/Ti 2p intensity ratio is observed after 
reduction treatment at 300 ◦C in comparison to the as prepared case, 
despite inside the uncertainty. In the literature, no capping layer is 
observed after reduction treatment at 250 ◦C for Pd/TiO2 nanoparticles 
[18]. Then, this result shows that probably 300 ◦C represents the onset 
for the occurrence of the geometric factor of the SMSI effect in Pd/TiO2 
nanoparticles. It is important to stress out that the geometrical factor of 
the SMSI effect depends on several characteristics of the support and 
nanoparticles and this temperature may represents a rough estimative 
for the onset of the geometrical factor of the SMSI effect in Pd/TiO2 
nanoparticles. 

The valence bands of Pd/TiO2 nanoparticles after reduction treat-
ment were probed by UPS, as shown in Fig. 2. The two main electronic 
features are associated to the Pd and TiO2 valence bands. Comparing the 
shape of the UPS spectra presented at Fig. 2, one can notice that the 
contribution of the TiO2 component is very sensitive to the thermal 
treatment applied. After reduction treatment at 300 ◦C, there is a slight 
decrease of the TiO2 component relative to the Pd one. It can be 
explained considering the presence of Ti(III) states, as observed in the 
ex-situ XPS measurements (Figure S8), which shift towards smaller 
binding energies in modulus and then gives a decrease of the UPS in-
tensity at TiO2 component. Nonetheless, it is observed an increase of the 
TiO2 component in comparison to the Pd one after reduction treatment 
at 500 ◦C, despite the presence of Ti(III) states in the ex-situ XPS mea-
surements (Figure S8). This behavior can be associated to the SMSI ef-
fect, since UPS measurements are very sensitive to the outermost layer of 
the sample and the increase of the TiO2 contribution comes from the 
capping layer surrounding the Pd nanoparticles after reduction treat-
ment at 500 ◦C. The behavior evidences that for low temperatures the 
electronic features dominate the SMSI occurrence, as described in the 
literature. 

The ex situ XPS measurements showed clearly the occurrence of the 
geometrical factor of the SMSI effect after reducing treatment at 500 ◦C. 
The reduction treatment at 300 ◦C corresponds to the threshold condi-
tion for the geometrical factor of the SMSI effect but no clear evidence of 

Fig. 1. (a) Typical HAADF-STEM image and (b) XRD pattern with the corresponding Rietveld refinement shown in solid red lines of the as prepared Pd/TiO2 
nanoparticles. 

Table 1 
Pd 3d/Ti 2p XPS intensity ratio as a function of the thermal treatments 
employed. The uncertainty of the Pd 3d/Ti 2p intensity ratio is around 20% 
of its value.  

Condition Pd 3d/Ti 2p XPS intensity ratio 

As prepared  1.2 
Reduction, 300 ◦C  0.8 
Oxidation, 300 ◦C  0.9 
Reduction, 500 ◦C  0.4 
Oxidation, 500 ◦C  0.6  
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the electronic factor of the SMSI effect was observed in the ex situ XPS 
measurements, besides one would expect its occurrence before the 
geometrical factor of the SMSI effect. Considering this, NAP-XPS mea-
surements were conducted to probe in situ the chemical state of the Pd/ 
TiO2 nanoparticles surface. Fig. 3 shows the (a) Pd 3d and (b) Ti 2p3/2 
NAP-XPS spectra as a function of the reduction and oxidation treatments 
employed. The Pd 3d NAP-XPS spectra show the presence of two 

chemical components for the as prepared Pd/TiO2 nanoparticles, which 
are attributed to Pd(0) and PdO, respectively [34]. This result is in 
accordance to the XRD findings. Table 2 shows the contribution of 
chemical components to Pd 3d XPS spectra as a function of the thermal 
treatment. The as prepared nanoparticles present 51% PdO, which is 
greater than 3% PdO observed in the XRD analysis due to the surface 
sensitivity of the NAP-XPS technique. The photoelectrons coming from 
Pd 3d NAP-XPS spectra present an inelastic mean free path λ ≈ 16 Å [33] 
and the as prepared nanoparticles present surfactant at the surface, then 
enhancing the surface sensitivity. The reduction treatment induces a 
decrease of the PdO component, as expected, which increases again with 
the oxidation treatment. Furthermore, the oxidation treatment with 0.1 
mbar O2 does not fully oxidizes the Pd nanoparticles but 0.5 mbar does 
almost oxidize (around 97% PdO contribution). The Ti 2p3/2 NAP-XPS 
spectra show a single component associated to TiO2-x [35] and there is 
no further component during the full experiment. As expected, the Pd 
3d/Ti 2p intensity ratio remains constant (around 0.14) for all the 
thermal treatments studied, then showing no evidence of the geomet-
rical factor of the SMSI effect. 

The NAP-XPS spectra evidenced the occurrence of the electronic 
factor of the SMSI effect. It is known from the literature the existence of 
the hydrogen spillover effect for Pd/TiO2 nanoparticles exposed to a H2 
atmosphere at room temperature [36]. Then it is reasonable to consider 
the occurrence of the spillover effect during the H2 exposition at room 
temperature, which creates O vacancies at the TiO2-x surface. During the 
thermal treatment employed, there is a clear shift of the Pd 3d NAP-XPS 

Fig. 2. UPS spectra of the Pd/TiO2 nanoparticles before and after reduction 
treatment at 300 ◦C and 500 ◦C. 

Fig. 3. (a) Pd 3d and (b) Ti 2p3/2 NAP-XPS spectra of Pd/TiO2 nanoparticles. The empty circles show the measured data and the red, blue and green solid lines 
represent the best fit, Pd(0) and PdO components, respectively. 

Table 2 
Chemical component fraction of Pd/TiO2 nanoparticles obtained from Pd 3d 
NAP-XPS spectra.  

Condition Pd(0) (%) PdO (%) 

UHV  49.0 51.0 
0.1 mbar H2, RT  80.8 19.2 
0.1 mbar H2, 300 ◦C  78.2 21.8 
0.1 mbar O2, 300 ◦C  32.1 67.9 
0.5 mbar O2, 300 ◦C  3.2 96.8 
1.0 mbar O2, 300 ◦C  0.0 100  
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spectra towards higher binding energy values in module. The shift in-
creases with the sequence of steps employed during the full experiment 
(see dashed line in Fig. 3(a)). Surprisingly, Ti 2p3/2 NAP-XPS spectrum 
shifts towards higher binding energies values during reduction treat-
ment (from 0.1 mbar H2 at room temperature to 0.1 mbar H2 at 300 ◦C), 
but it shifts towards smaller binding energy values during oxidation 
treatment (from 0.1 mbar O2 at 300 ◦C to 1.0 mbar O2 at 300 ◦C). Since 
the initial surface state of Pd and TiO2-x presents PdO and O vacancies, 
respectively, the binding energy shift observed during reduction treat-
ment at 300 ◦C can be interpreted as the O migration from PdO (PdO to 
Pd(0) transformation) towards the Pd-TiO2-x interface creating more Pd- 
O-Ti interface states relative to the as prepared sample. Then there is a 
charge transfer from Pd to O atoms, which is responsible for the Pd 3d 
NAP-XPS spectrum shift observed. At the same time, it oxidizes the TiO2- 

x surface, then explaining the Ti 2p3/2 NAP-XPS spectrum shift detected. 
This charge transfer from the Pd nanoparticles to the TiO2 support is 
characteristic of the electronic factor of the SMSI effect. In a previous 
work, Pd/CeO2 nanoparticles were exposed to a reduction treatment at 
500 ◦C in H2 atmosphere. A charge transfer from Pd nanoparticles to 
CeO2 support was observed with a small energy shift of + 0.3 eV in the 
Pd 3d ex situ XPS spectra after reduction treatment [10]. In this work, 
the Pd 3d energy shift observed in the NAP-XPS measurements during 
reduction treatment at 300 ◦C is + 0.7 eV in comparison to the as pre-
pared case. The NAP-XPS measurements during oxidation treatment 
with increasing O2 pressures corroborate the hypothesis of charge 
transfer via Pd-O-Ti interface states. The increase of O2 pressure from 
0.1 mbar to 0.5 mbar and then to 1.0 mbar induced a consistent shift 
towards opposite directions of Pd 3d and Ti 2p3/2 electronic levels. In 
other words, Pd 3d NAP-XPS spectrum shifts towards higher binding 
energy and the Ti 2p3/2 NAP-XPS spectrum goes to smaller binding en-
ergy values during oxidation treatment (from 0.1 mbar O2 at 300 ◦C to 
1.0 mbar O2 at 300 ◦C). Because the oxidation treatment occurs at 
300 ◦C, the TiO2-x surface is oxidized to TiO2 through the creation of 
even more Pd-O-Ti interface states. Then the charge transfer from Pd 
nanoparticles to TiO2 support leaves it negatively charged and the Ti 
2p3/2 NAP-XPS spectrum shifts to smaller binding energies while the Pd 
3d NAP-XPS spectrum shifts in the opposite direction. Increasing the O2 
pressure produces more Pd-O-Ti interface states resulting in the binding 
energy shift observed. The experiment was repeated with a smaller H2 
and O2 pressures of 0.05 mbar and the same trend was obtained, as 
demonstrated in Figure S9 of Supplementary material. The charge 
transfer effect from Pd nanoparticles to TiO2-x support can be further 
observed analyzing the Ti 2p3/2 – Pd 3d5/2 binding energy difference, 
which shows the Pd 3d5/2 NAP-XPS region getting closer to the Ti 2p3/2 
one during the full thermal treatment employed (see Figure S10 of 
Supplementary Material). It is interesting to note that the oxidation 
treatment is responsible for removing the capping layer of Pd nano-
particles during reduction treatment at high temperatures, then killing 
the geometrical factor of the SMSI effect, as widely reported in the 
literature and observed in the ex-situ XPS measurements of the present 
work. However, the oxidation treatment at 300 ◦C does not kill the 
electronic factor of the SMSI effect but does contribute to enhance such 
effect. It is important to stress out that the interface reaction expected for 
Pd/TiO2 nanoparticles is the encapsulation of Pd nanoparticles by TiO2-x 
entities from support [14] but that occurs only for high temperatures 
(greater than 300 ◦C in accordance to this work). Alloy formation and 
interdiffusion are not observed for TiO2 support but the redox reaction is 
reported for reactive metals supported on TiO2 [14]. In a pioneering way 
the present work elucidates the interface reaction existing in the Pd/ 
TiO2 nanoparticles before occurrence of the encapsulation effect. 
Furthermore, it opens new possibilities in catalysis since the charge 
transfer between nanoparticles and support influences the activation 
energy of a catalytic reaction, i.e. modifying its reaction rate [37–39]. It 
shows the charge transfer from Pd to TiO2 nanoparticles can be 
controlled to some extent by adjusting the O2 pressure used in the 
oxidation treatment. 

DFT calculations were conducted aiming to corroborate the experi-
mental results. Fig. 4 presents a comparison between the calculated DOS 
of TiO2 bulk, TiO2 (001) surface and Pd (001)/TiO2 (001) crystal cells. 
The DOS values are normalized by the number of atoms used in the cell. 
Intending to overcome the underestimation of the band gap obtained 
using PBE functionals [40], a Hubbard potential (U) was added to the 
calculations. The DFT + U (U = 8.5 eV) calculations included Coulomb 
repulsion among Ti orbitals, stretching the TiO2 band gap to 3.0 eV, as 
observed in Fig. 4(a). This result is close to the experimental one (3.2 eV 
[41] and it is also in agreement with values from DFT calculations in the 
literature [42]. The PDOS calculated for Pd(001)/TiO2(001) surface 
shows the filling of the band gap with Pd d states. 

The stratification of TiO2 DOS reveals that the valence band of the 
oxide is dominated by O p orbitals. It is interesting to notice that, by 
breaking the crystal symmetry on the z direction, a narrow π state (non- 
bonding orbital) localized about 1 eV below the Fermi energy begins to 
detach from the valence band and move towards the oxide conduction 
band. Furthermore, the break of bulk crystal symmetries on the z di-
rection, revealing the (001) surface, causes a spreading of localized 
states on both valence and conduction bands of TiO2. The widening of 
TiO2 valence band caused by the appearing of surface states closer to the 
Fermi energy reduces the oxide band gap to approximately 2 eV. The 
inclusion of Pd (001) layers over the TiO2 (001) surface makes the p- 
rich valence band of TiO2 becoming wider and presenting more local-
ized states. The farther band, slightly detached from the others, localized 
at around 6 eV below the Fermi energy, is associated to the bonding σ 
orbital of O p states. At the same time, the localized bands between 2 and 
6 eV below Fermi energy are associated to the non-bonding π orbitals of 
the O p states [43]. As the valence band spreads, Pd d states fill the band 
gap of TiO2, revealing a significant superposition with non-bonding O p 
states. Furthermore, Fig. 4 shows that the bonding σ band becomes more 
occupied than the case without Pd layers. It is consistent with the charge 
transfer from the Pd nanoparticles to O atoms, as indicated by NAP-XPS 
measurements. 

Fig. 4(d) presents the charge density calculated for TiO2 (001) 
(upper) and Pd (001)/TiO2 (001) (bottom) surfaces. It is possible to 
observe (see highlighted region) that the charge shared between Ti and 
O atoms for TiO2 (001) surface decreases with the insertion of Pd (001). 
In this last case, the most relevant charge sharing occurs between O and 
Pd atoms. This meets the picture of charge transfer through Pd-O-Ti 
entities existing at the interface. Furthermore, the DOS was calculated 
layer-by-layer for the Pd (001)/TiO2 (001) system (see Figure S11 of 
Supplementary Material) and, from that, the Bader charge was obtained 
layer-by-layer. The results are in clear agreement with a charge transfer 
from Pd nanoparticles to TiO2 support because the Bader charge for the 
interface region (Pd-O-Ti entities highlighted in Fig. 4) is − 1.17 (O 
atoms), +2.44 (Ti atoms) and + 0.06 (Pd atoms). It shows the DFT 
calculations support the idea that the electronic factor of the SMSI effect 
occurs through Pd-O-Ti interface states which promote a charge transfer 
from Pd to the O p bonding state. This result sheds light on the precise 
nature of the electronic factor of the SMSI effect and it shows that it does 
not occur through direct interaction between d electrons at noble metal 
and metal oxide, as proposed by Horsley for the Pt-TiO2 system [12]. In 
the case of absence of O vacancies at the TiO2 surface, the charge 
transfer still takes place, which was not observed also for the Pt-TiO2 
system [12]. Finally, mapping the electronic factor of the SMSI effect 
opens new possibilities on tuning the electronic density at Pd nano-
particles, then playing a key role on the projection of future smart 
catalysts. 

4. Conclusions 

The present work exposes an experimental-computational approach 
to elucidate the origins of the electronic factor of the SMSI effect in Pd/ 
TiO2 nanoparticles. The electronic and geometrical factors dominate the 
SMSI effect during reduction treatment at 300 ◦C and 500 ◦C, 
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respectively. Particularly, the electronic factor of the SMSI effect occurs 
through a charge transfer from the Pd nanoparticles to the O p bonding 
state of TiO2 support and such interaction is observed during both 
reduction and oxidation treatments at 300 ◦C. The charge transfer is 
mediated through Pd-O-Ti entities at the Pd-TiO2 interface. 
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Funding acquisition, Investigation, Methodology, Writing – review & 
editing. Maximiliano Segala: Conceptualization, Investigation, Meth-
odology, Supervision, Writing – review & editing. Fabiano Bernardi: 
Conceptualization, Formal analysis, Funding acquisition, Investigation, 
Methodology, Project administration, Resources, Supervision, Valida-
tion, Writing – original draft, Writing – review & editing. 

Declaration of Competing Interest 

The authors declare that they have no known competing financial 
interests or personal relationships that could have appeared to influence 
the work reported in this paper. 

Acknowledgments 

The authors thank the Centro de Nanociência e Nanotecnologia 
(CNANO), Centro de Microscopia e Microanálise (CMM), Núcleo de 
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Figure S1 – C 1s NAP-XPS spectra of Pd/TiO2 nanoparticles. The empty circles show the measured data and 

the red, blue and gray solid lines represent the best fit, adventitious C and other C components, respectively. 

 

61



 

Figure S2 – Side view ((a) and (b)) and top view ((c) and (d)) of the atomic positions after relaxation for 

DFT calculations for TiO2 (001) ((a) and (c)) and Pd (001)/TiO2 (001) systems. 
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Figure S3 – Typical TEM images from the (a) Pd and (b) TiO2 nanoparticles with the corresponding size 

distribution histograms and the XRD patterns of (c) Pd and (d) TiO2 nanoparticles with the corresponding 

Rietveld refinement shown in solid red lines. 

 

 

 

 

 

 

 

Figure S4 – TPR measurements of Pd/TiO2 nanoparticles during reduction treatment in 30 mL/min of 5% H2 

+ 95% N2 atmosphere at (a) 300 
o
C and (b) 500 

o
C. The solid red line is used only to guide the eyes. 

 

 

 

63



 

 

 

 

Figure S5 – DTA measurements of Pd/TiO2 nanoparticles during oxidation treatment in 10 mL/min 20% O2 + 

80% N2 atmosphere at (a) 300 
o
C and (b) 500 

o
C.  

 

 

Figure S6 – HAADF-STEM imagens of Pd/TiO2 nanoparticles for the (a) as prepared and (b) after reduction 

treatment at 500 
o
C. The global EDS spectrum (c) of an area of (b) confirms the presence of Pd. 
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Figure S7 – XRD pattern of the Pd/TiO2 nanoparticles after reduction and oxidation treatment at 300 
o
C with 

the corresponding Rietveld refinement shown in solid red lines. 
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Figure S8 - Ex-situ XPS measurements at (a) Pd 3d and (b) Ti 2p regions of Pd/TiO2 nanoparticles. The as 

prepared case refers to the initial condition of the Pd/TiO2 nanoparticles for the ex-situ measurements, that is, 

after thermal treatment at 120 
o
C in UHV during 10 h. The Ti(III) component comes from the O vacancies 

created after reduction treatment.  
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Figure S9 - (a) Pd 3d and (b) Ti 2p3/2 NAP-XPS spectra of Pd/TiO2 nanoparticles using a smaller pressure of 

H2 and O2 of 0.05 mbar. The empty circles show the measured data and the red, blue and green solid lines 

represent the best fit, Pd(0) and PdO components, respectively. 

67



 

Figure S10 – Binding energy difference between Ti 2p3/2 and Pd 3d5/2 NAP-XPS position as a function of the 

thermal treatment employed. The Ti 2p3/2 and Pd 3d5/2 energy positions were obtained with the TiO2-x and 

Pd(0) components, respectively. RT and HT stand for room temperature and high temperature, respectively. 

The black and red points correspond to measurements with p ≥ 0.1 mbar and p = 0.05 mbar, respectively. 
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Figure S11 – Pd (001)/TiO2 (001) partial density of states (PDOS) at the (a) interface layer between Pd (001) 

and TiO2 (001) and (b) bottom layer of TiO2 (001).  

 

 

Table S1 – Crystalite size (Dc) determined by Rietveld refinement of the XRD powder diffractogram of 

Pd/TiO2 nanoparticles.  

Sample Crystalline phase Dc (nm) 

Pd/TiO2 as prepared Pd(0) 34 

Pd/TiO2, H2, 300 
o
C Pd(0) 30 

Pd/TiO2, O2, 300 
o
C Pd(0) 31 
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