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Resumo

Neste trabalho examinamos os eventos extremos das intensidades dos autoesta-
dos na base de posição de três mapas quânticos dependentes de parâmetros: o mapa
padrão, mapa do gato perturbado e o mapa quicado de Harper. A fim de ampliar
trabalhos anteriores, consideramos não apenas estados totalmente caóticos mas tam-
bém autoestados nos regimes quase-integráveis e mistos. Especificamente, propuse-
mos medir a curtose para quantificar e avaliar a cauda das distribuições das intensi-
dades. Para todos os mapas abordados, um resultado notável são picos na curtose para
valores de parâmetro específicos na região mista. Portanto, uma expressão semiclás-
sica da curtose é alcançada através de uma média dupla pela posição e pelo espectro
de energia dos autoestados, o qual nos permite a discutir possíveis explicações para
o fenômeno. Por uma perspectiva semiclássica, ou seja, ℏ → 0, defendemos a con-
tribuição das ilhas estáveis para os picos na curtose, mas deixamos outras estruturas
clássicas abertas para investigações futuras. Por fim, abordamos as fases quânticas e
mostramos que elas também desempenham um papel importante.

Palavras-chave: Caos Quântico. Eventos extremos. Distribuição de autoestados. Sis-
temas caóticos. Física Semiclássica.



Abstract

In this work, we explore the extreme events of the eigenstate intensities in the po-
sition basis of three parameter-dependent quantum maps: standard map, perturbed
cat map, and kicked Harper map. In order to expand previous works, we move for-
ward considering not only fully chaotic states but eigenstates from near-integrable and
mixed regimes. Namely, we propose the kurtosis measure to quantify and assess the
tail of the intensities distributions. For all addressed maps, a conspicuous result is
sharp peaks in the kurtosis for specific parameters in the mixed regime. Therefore,
a semiclassical expression of kurtosis is achieved through a doubled average by the
position and the energy spectrum of the eigenstates, which enables us to discuss pos-
sible explanations for the phenomenon. From a semiclassical perspective, i.e., ℏ → 0,
we advocate for the stable island contribution to the peaks in the kurtosis but let other
classical structures open to forward inspections. Ultimately, we discourse the quantum
phases and show that they also important play a role.

Key-words: Quantum chaos. Extreme events. Eigenstate distribution. Chaotic sys-
tems. Semiclassical physics.
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Chapter 1

Introduction

Extended from east-central Africa to the Mediterranean Sea, the renowned Nile

River provided adequate irrigation and fertile soil to ancient Egypt; in turn, it was es-

sential to render them one of the world’s earliest great civilizations. Such an achieve-

ment was only possible by means of the relentless awareness of the ancient civilization

toward the river’s conditions and primarily its depth variation. Consequently, for over

five thousand years, Nile’s water levels have been recorded, furnishing a whole spec-

trum of depth marks: from the lowest to the highest level. The precedence of the

longest river in the world for the Egyptians is featured by their calendar, which was

accordingly to the river floods (providing appropriate conditions for plantation) and

droughts (the time when food was scarce) [1].

Namely, this specimen of humankind’s history may enlighten us on how

paramount the wisdom of the extreme values of the Nile’s water levels, such as the

period of floods (highest level marks) or droughts (lowest level marks). Moreover, the

study of extreme events has been conducive to endless examples, e.g., stock market

fluctuations, dynamical systems, meteorology, rogue wave predictions, and so forth

[1, 2]. Our focal point in this work is to inspect the contribution of extreme event

theory to quantum mechanics, especially to the eigenstates of quantum maps in the

semiclassical regime, i.e., when ℏ → 0, and delve into both theories in order to grasp

the forthcoming outcomes.

Despite having taken time to arise, the extreme events theory has already shown

a diverse richness of coverage and usefulness in quantum systems. For instance, exper-

iments in quantum optics with light waves - which phases are initially random - have

3



4 CHAPTER 1. INTRODUCTION

revealed that the appearance of rogue waves (exceedingly light intensity) increased as

the correlation between neighboring phases enhanced [3, 4]. In addition, the cumu-

lative distributions of extreme variables have been shown to acknowledge a traveling

front solution, perceived by a particle moving in a random potential [5] or a directed

polymer on a Cayley tree [6].

Regarding quantum chaology, the prominent example is the Tracy-Widom dis-

tribution for the largest eigenvalues of an ensemble of random matrices [7, 8]. Con-

versely, when the subject is the eigenstates of such systems, the coverage is even more

recent and less explored. In particular, the work of Lakshminaryan et al. [9] has ad-

dressed the distribution of the maximum intensities of the quantum standard map

eigenstates when the classical counterpart of the quantum system is completely chaotic

- dubbed chaotic states. Likewise, the paper of Srivastava et al. [10] has explored the

upper records of the same eigenstates intensities. Hence, we intend to give a few more

steps on this way to go.

Besides the extreme events problem being interesting per se, there is an aside

subject that this study entails: the localization of the wavefunction. The eigenstates of

the quantum maps are from the evolution operator in position or momentum basis,

and consequently, extreme events of their respective intensities imply high probabili-

ties in a specific state, i.e., the position or momentum of the system. In the 1990s and

the beginning of the 2000s, wavefunction localization was one of the hot topics in quan-

tum chaology. A myriad of quantum systems with their chaotic classical analogs or a

mixture of stable and chaotic regions was analyzed, and many entities were discovered

that could produce or enhance localization. For instance, in the semiclassical limit, un-

stable periodic orbits strikingly leave their traces in the quantum states, dubbed by

Heller as ”scars” [11].

In addition, other well-known classical structures give rise to localization: clas-

sical transport barriers as cantori [12], bifurcation of orbits resulting in the ”twinkling”

exponents [13, 14], and stable orbits [15]. On the other hand, purely quantum proper-

ties also play a significant role in the concentration of the wavefunction. For instance,

the momentum eigenfunctions of the quantum kicked rotor - with an exponential lo-

calization - have been connected successfully to localized eigenstates of the Anderson
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model, i.e., the electrical conductivity in systems with random scattering potentials

[16]. On top of that, originating from the two-torus topology of the quantum maps

and control parity and time-reversal symmetry, the quantum phases equally influence

localization, as will be covered by this work. Therefore, all these underlying consider-

ations will be reviewed when addressing the extreme events of the intensities.

Our work entails the extreme events occurring in the intensities of the eigen-

states of three well-known quantum maps: the kicked rotor, the perturbed cat map,

and the kicked Harper map. Handpicked by their perturbation-parameter depen-

dence, these maps transit classically through stable and unstable structures by a sim-

ple modification in a parameter. As a consequence, their influence on the intensities

is strikingly perceptible. Namely, we are interested in expanding the results of Lak-

shminaryan et al. [17] by including not only chaotic states but also mixed and near-

integrable states.

Moreover, instead of using the conventional measure of localization of wave-

functions, the inverse partition ratio (IPR). We propose a simple, equivalent measure

that is more familiar to statisticians, therefore, more inviting for a broad view of the

problem: the kurtosis of the intensities distributions. It is the fourth standardized mo-

ment and measures the tail weight of the probability distribution - suitable to detect

extremes in data. Hence, with the kurtosis and the perturbation parameter of each

quantum map, we have a prompt response about what classical regimes are more fa-

vorable for extreme events.

In order to discern kurtosis’ results, we bring up Keating & Prado’s [14] ap-

proach. Firstly, we rely upon Bolgomony’s scar formula for the semiclassical wave-

function of chaotic systems, which provides a separable expression into a mean plus

a fluctuation. This arrangement yields access to the moment of the eigenstates inten-

sities and, consequently, a semiclassical expression for the kurtosis. Since the semi-

classical limit (ℏ → 0) is settled, we dive into the asymptotic behavior of the kurtosis

with the ℏ and relate it to the quantum maps data. Along with those foundations, we

can discriminate some dependencies and pinpoint prospective classical contributions

to the kurtosis to comprehend extreme events’ panorama. Ultimately, we include a

more qualitative description of the symmetries’ contribution to the tail regions of the
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intensities distribution.

The work is presented according to the following: in chapter 2, all required

classical topics for semiclassical physics will be addressed. Particularly, we shall go

through the tenets of integrable systems and take a general overview of their chaotic

counterparts. In addition, special attention will be given to the periodic orbits since,

as pointed out by Poincaré, they are intelligible informants about the systems’ general

behavior.

In chapter 3, we shall turn to the quantum framework, but not through the

Schrödinger equation. In fact, we shall rely upon semiclassical physics in order to

bring classical chaotic behavior into quantum mechanics. Consequently, many con-

cepts must be addressed: the stationary phase method, the semiclassical Green func-

tion, and the renowned Guztwiller’s trace formula. Thus, all culminates in quantizing

our classical maps and perceiving their semiclassical behavior.

In particular, chapter 2 and chapter 3 present a thorough, meticulous inspec-

tion of the former about classical mechanics and the latter about semiclassical physics.

This measure has been adopted because the conventional literature is widely diffused

and complicated to pursue, especially for new students interested in the topic. There-

fore, professors and doctorates more acquainted with those concepts are invited to tun-

nel the dissertation to chapter 4. Any subject that seems unfamiliar can be promptly

checked in the previous chapter.

Chapter 4 will introduce the main results of the dissertation when we shall set

the eigenstates intensities of our quantum maps and explore their extreme values. Ben-

efiting from the kurtosis definition, we can investigate the extreme events for different

classical regimes: near-integrable, mixed, and chaotic. The exploration will unveil an

inquisitive region where the kurtosis reaches sharp peaks, indicating wavefunction

localization. Finally, in chapter 5, we shall implement semiclassical physics to grasp

better what is occurring in these regions of the quantum maps. Thereafter, chapter 6

will finish the work by presenting our conclusions and perspectives.



Chapter 2

Classical Mechanics

Our work encompasses quantum systems whose Hamiltonian has a perturba-

tion parameter in its non-linearity. Despite being deterministic, their classical counter-

parts are known to furnish natural randomness from chaos theory. When we consider

the semiclassical limit, i.e., the characteristic action of the quantum system is larger

than ℏ, classical and quantum properties start to coalesce. Therefore, the present chap-

ter is committed to exploiting fundamental topics of classical mechanics to discrimi-

nate and evaluate when we shall bring the quantum Hamiltonian to the semiclassical

approximation. We initiate examining Lagrange’s and Hamilton-Jacobi’s formulations

in which the first has time as a parameter and the second has energy as a parameter.

Those developments discriminate the different caustics that influence the semiclassical

wavefunction of the system afterward.

Moreover, we have to grasp the role of the invariant surfaces and the integra-

bility of the systems. From Arnold-Liouville’s theorem, the set of invariant surfaces

builds up constants of motion that allow us to define the action-angle variables. They

transform positions into angles and conjugate moments into action variables, whereby

both configure an invariant tori in phase space - the quintessence of integrable sys-

tems. Subsequently, we dig into prominent hallmarks included in a general Hamil-

tonian system, such as KAM and Poincaré-Birkhoff fixed point theorems, stable and

unstable trajectories, periodic orbits, and bifurcations. In order to exemplify the aggre-

gate of the classical chaos, we select periodic-driven systems which result in classical

maps. Boasting a simple manipulation and a straightforward route to chaos, they will

be tapped into to discuss the influence of non-linearity in the quantum system in the

semiclassical regime later on.

7



8 CHAPTER 2. CLASSICAL MECHANICS

2.1 Foundations of classical systems

Despite Newton’s law guaranteeing to solve any classical problem, some have

constraints that make pursuing a solution arduous. From this reasoning, emerging

in the 18th century, the variational principle replaced Newton’s approach providing

an elegant and transparent treatment for classical systems. The French mathemati-

cian Pierre Louis Moreau de Maupertuis (1698-1759) in 1744 and right after the Swiss

mathematician Leonard Euler (1707-1783) were the proponents of the variational prin-

ciple relying on only geometric interpretations, which turns their work unique [18].

Thereafter, in 1760, Joseph Louis Lagrange (1736-1813) contributed by introducing the

variational calculus, but William Rowan Hamilton (1805-1865), approximately 75 years

later, presented the LagrangianL = T−V and furthered the basic notions of variational

principle that we use today [19].

That said, adopting a definition of Gutzwiller [19], we split classical mechan-

ics into two: the mechanics of Lagrange - where time is the primary parameter - and

the mechanics of Hamilton-Jacobi - where energy is the primary parameter. The dif-

ference between these classifications in a classical system may not immediately make

sense; however, when we shall cover the semiclassical regime, the distinction will be

fundamental.

Before going any further, there is an inherent dichotomy about paths and trajec-

tories in classical and quantum mechanics, and a distinct definition of both must be set-

tled. Since the position coordinates q = (q1, q2, . . . , qn) and velocities q̇ = (q̇1, q̇2, . . . , q̇n)

describe a mechanical system in any fixed instant of time t, a path will be an arbitrary,

continuous function q(τ) where τ is a real variable that varies from the initial time t′

to final time t′′. The smoothness of qi(τ) is imposed to avoid mathematical issues, and

by definition, a myriad of paths are available for a given time interval. On the other

hand, with the initial position q(t′) = q′ and the final position q(t′′) = q′′, a trajectory

is a function q(t) that corresponds to the variational principle and is the solution of the

equations of motion.
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2.1.1 Lagrange’s mechanics

First, we define a function that depends on the position q(t) and the velocity q̇(t)

and provides us with information about how these variables evolve through time. The

function is dubbed the Lagrangian L(q(t), q̇(t), t) which its most common form is L =

T−V (T is kinetic energy and V potential energy). In addition, the variational principle

requires another variable called momentum. Its formal definition takes place when

the principle is stated. However, in possession of the Lagrangian, the momentum pi

conjugated to the position qi is

pi =
∂

∂q̇i
L(q(t), q̇(t), t). (2.1)

Thus, we are equipped to state the variational principle.

Fixing the initial q(t′) and final q(t′′) positions, we follow a trajectory q0(t) evolv-

ing through the interval t′ ≤ t ≤ t′′. Now, surrounding q0(t), different neighboring

paths take place and can be characterized by a smooth function dubbed displacement

δq(t) = (δq1, δq2, . . . , δqn). Consequently, their position are simply q(t) = q0(t) + δq(t),

as it is shown in the figure 2.1. With this knowledge of the neighborhood, the varia-

tional principle is based on a functional: the integral of the Lagrangian over t in the

fixed interval [t′, t′′]

R(q′, t′,q′′, t′′) =

∫ t′′

t′
L(q(t), q̇(t), t)dt. (2.2)

In order to evaluate the functional, we can expand it in powers of δq(t) and obtain

R(q′, t′,q′′, t′′) = R(q′
0, t

′,q′′
0, t

′′) +
∑
i

∂R
∂qi

δqi +
1

2

∑
ij

∂2R
∂qi∂qj

δqiδqj +O(3). (2.3)

In classical mechanics, the first third terms are notorious and have significant implica-

tions. The first is known as Hamilton’s principal function or merely the action integral.

Since it only depends on the trajectory q0(t) along the interval t′ ≤ t ≤ t′′, we rewrite it

as

R(q′
0, t

′,q′′
0, t

′′) = R(q′, t′,q′′, t′′) =

∫ t′′

t′
L(q0(t), q̇0(t), t)dt. (2.4)

The regular example is the free particle (V = 0 and T = mq̇2/2) which has an action

integral equals to

R(q′, t′,q′′, t′′) =
m(q′′ − q′)2

2(t′′ − t′)
. (2.5)
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FIGURE 2.1. Illustration of a trajectory (solid line) which follows the function q0(t) and
a neighboring path (dashed line), which the displacement δq(t) conducts its evolution
[20].

Furthermore, if we fix a trajectory q0 and start to vary its time t, initial position q′, or

final position q′′, we must ensure that the trajectory alters continuously. Hence, the

action R(q′,q′′, t = t′′ − t′) must satisfy the following relations1

p′ = p(t′) = −∂R(q
′, q′′, t)

∂q′
, p′′ = p(t′′) =

∂R(q′, q′′, t)

∂q′′
, E = −∂R(q

′, q′′, t)

∂t
. (2.6)

The second term, the first variation, is the kernel of the variational principle.

We begin with Maupertuis, who claimed the minimal action principle, i.e., any change

in nature follows the minimal quantity of action. Although the minimal actions had

a religious justification from Maupertuis, Hamilton adopted the theory and required

that the first variation of the functional R(q′, t′,q′′, t′′) vanishes for any path which

starts at q′
0 and goes to q′′

0. Similarly, δq(t′) = δq(t′′) = 0. Imposing these conditions

and involving the neighboring paths, through a careful calculation, it is possible to

recover Euler’s equation [18]

d

dt

(
∂L

∂q̇i

)
− ∂L

∂qi
= 0, (2.7)

which furnishes the equation of motion in Lagrange’s formulation. Moreover, to

broaden in generality, through Lagrange multipliers, one can even develop a formula

for constraint forces. A full description of Euler’s equation and the first variation can

be seen in iconic textbooks of analytical mechanics [18, 21, 22].

Finally, only in 1842 Jacobi stated the first resolutions to the character of the tra-

jectories when the extreme condition is set. The previous reasoning about the quote,

unquote, ”minimal action,” unravel the necessary assessment of the third term on the

trajectories, called the second variation. Having asserted that the first variation van-

ishes, we cannot affirm instantly whether the trajectory is a minimum; however, it can
1A complete derivation of 2.6 can be seen in [18]
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be a more general extremum, such as a maximum, minimum, or saddle-point. Thus,

from equation 2.3, the matrix ∂2R/∂qi∂qj must be analyzed in order to grasp the char-

acter of the extremum. Because it is a real and symmetric matrix, the matrix can be

diagonalized with an orthogonal transformation; in other words, we are able to en-

counter its eigenvectors and eigenvalues to determine the neighborhood topology.

Nevertheless, between the 1920s and 1930s, Marston Morse discovered that the

answer to the nature of the extremum was in the neighboring trajectories of q0(t), i.e.,

the displacement is not in the paths anymore but in the trajectories - so R → R. He

carried the identical expansion around q0(t) and obtained a formula with the displace-

ment in the Fourier series. Since the constraints conditions δq(t′) = δq(t′′) = 0 elimi-

nate the cosine part, and consequently,

δq(t) =
∞∑
n=1

an sin

[
nπ

(
t− t′

t′′ − t′

)]
(2.8)

where an are the real coefficients. Considering sufficient short times, we can neglect the

effect of potentials and work with free particles. Taking the action in 2.5 and evaluating

the expansion 2.8, it is straightforward to demonstrate that the trajectory indeed cor-

responds to a minimum, i.e., all eigenvalues of ∂2R/∂qi∂qj are positive. Nonetheless,

when time starts to run, and the potential plays its role, the matrix will be modified

and its eigenvalues accordingly.

To make it clearer, let us establish the initial conditions with a null displacement,

which means that the neighboring trajectories at t = t′ have only different initial mo-

menta characterized by p′ = p0(t
′) + δp(t′). This produces a fan of trajectories moving

away from q′ and spreading until the time t′′ - the figure 2.2 exemplifies the situation.

All this settled, it is expected that each trajectory (identified by the displacement in the

initial momentum δp′) will have a different final position yielding a deviation δq′′. The

ratio of this relation is
δp′

δq′′ = − ∂2R

∂q′′∂q′ (2.9)

where we used the first equation in 2.6 to obtain the second variation. Morse noticed

that the matrix diverges for trajectories when a small displacement in the initial mo-

mentum does not change its final position. In other words, δp′/δq′′ → ∞ when δq′′ = 0.

The times when the divergence occurs are dubbed focus, and the straightforward ex-

ample is a one-dimensional harmonic oscillator. Its solution is x(t) = A sinωt with
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initial momentum p(0) = Amω, and if we varyA, the resulting trajectories are depicted

in figure 2.3. It is evident that all return to the same point x = 0 after an interval π/ω;

therefore, the focuses take place in times t = kπ/ω where k are integers. On top of

that, the fan of trajectories can perform an envelope similar to glancing reflection from

a wall, figure 2.2, we called this envelope a caustic, which also produces divergence in

the second variation.

FIGURE 2.2. Fan of trajectories constructed through neighboring trajectories with only
non-zero initial momentum displacement until a time t′′. Moreover, the illustration
exemplifies a caustic since the trajectories constitute an envelope making δp′/δq′′ → ∞
[19].

That said, Marston Morse stated the following proposition: for short times, the

classic trajectories correspond to a minimum in action. Increasing the time, every in-

stant that the trajectory crosses a point where

det

[
∂2R

∂q′′∂q′

]
→ ∞, (2.10)

the second variation of R(q′, t′,q′′, t′′) earns a negative eigenvalue; this point is called

conjugated. Consequently, the matrix will have as many negative eigenvalues as there

are conjugate points along the trajectory.

Although all the caustics and conjugate points discussions seem unrelated to

quantum chaos, semiclassical physics has shown their relevance when studying WKB

approximation. For instance, the Gutzwiller formula predicts that the wavefunction is

proportional to the square of the second variation matrix.
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FIGURE 2.3. Solutions of the harmonic oscillator for three different amplitude values
A. All the trajectories coalesce at x = 0 after a period of kπ/ω [23].

2.1.2 Hamilton-Jacobi’s mechanics

Now, to change the dependence on time to energy, we will introduce Hamilton-

Jacobi’s mechanics. Classically, some problems benefit from a time-energy modifica-

tion. For example, whether we require to calculate the necessary energy for an expedi-

tion to Mars. To begin, in Lagrange’s formalism, position q and velocity q̇ describe the

system with the assistance of the Lagrangian L. In Hamilton’s formalism, the first step

is to alter the specificity of the system’s state to position q and momentum p (equation

2.1). The easiest way is through a Legendre transformation, whereby the new function

- the Hamiltonian - employs the derivatives of the previous one - the Lagrangian - as a

new variable.

We, ergo, settle the relationship between the Hamiltonian and the Langrangian

H(q,p, t) =
∑
i

piq̇i − L(q, q̇, t) (2.11)

and from the Legendre transformation, the differential is

dH =
∑
i

∂H

∂qi
dqi +

∂H

∂pi
dpi +

∂H

∂t
dt,

=
∑
i

q̇idpi + pidq̇i −
∂L

∂qi
dqi −

∂L

∂pi
dpi −

∂L

∂t
dt,

=
∑
i

q̇idpi −
∂L

∂qi
dqi −

∂L

∂t
dt. (2.12)
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Comparing the last line with the first of the differential, we obtain the equations of

motion:

q̇i =
∂H

∂pi
and ṗi = −∂H

∂qi
. (2.13)

With a careful look at the equations of motion, we can interpret a vector field

in the phase space with the gradient of H driving the flow in a peculiar manner -

because of the opposite signs. Regarding this reasoning, for a system with n degrees of

freedom, we define a single vector η = (q1 . . . qnp1 . . . pn)
T and a corresponding gradient

∇η = (∂/∂q1 . . . ∂/∂qn ∂/∂p1 . . . ∂/∂pn)
T . In order to address opposing signs, we define

the symplectic matrix

J =

(
0 1
−1 0

)
, (2.14)

as a consequence, the equations of motion are simply η̇ = J∇ηH
2.

Finally, we inspect that the total time derivative of H is equal to the partial time

derivative

dH

dt
=

∑
i

∂H

∂qi

∂qi
∂t

+
∂H

∂pi

∂pi
∂t

+
∂H

∂t
,

=
∑
i

(−ṗi)q̇i + q̇iṗi +
∂H

∂t
,

=
∂H

∂t
. (2.15)

From the third line of 2.12, we get

dH

dt
=
∂H

∂t
= −∂L

∂t
. (2.16)

Hence, if the Lagrangian does not depend on time, the Hamiltonian H(q,p)

remains constant along the trajectory. Naturally, we define a constant value E that

conform H(q,p) = E. The immediate parity of the Hamiltonian and the energy is

not always true, even though H is conservative. Nevertheless, for the systems utilized

throughout the dissertation, the equality holds, in addition to the formula H = T + V

with T = p2/2m. Therefore, the variable E is the precise candidate to replace t for

a given trajectory, and their duality has innate meaning when we deal with quantum

mechanics.
2Therefore, the classical mechanics is part of the symplectic geometry which J is its cornerstone.



2.1. FOUNDATIONS OF CLASSICAL SYSTEMS 15

Having defined the constant value E, we are able to interchange with t as a sys-

tem’s variable. The foremost transformation lies in the action where we have to replace

the old action R(q′,q′′, t) to a new one S(q′,q′′, E). The resulting interpretation is still

fixing the initial and final position of a trajectory; however, instead of considering a

interval of time t, now the trajectory must follow a constant energy E. Thus, similarly

to the Hamiltonian definition, we apply a Legendre transformation

S(q′,q′′, E) = R(q′,q′′, t) + Et, (2.17)

and the differential is

dS =
∂S

∂q′dq
′ +

∂S

∂q′′dq
′′ +

∂S

∂t
dt,

= Edt+ tdE +
∂R

∂q′dq
′ +

∂R

∂q′′dq
′′ +

∂R

∂t
dt,

= Edt+ tdE − p′dq′ + p′′dq′′ + Edt,

= −p′dq′ + p′′dq′′ + tdE, (2.18)

where we have used the equation 2.6. Comparing the first and the last line of 2.18, we

arrive at the relations with the new action

p′ = −∂S(q
′,q′′, E)

∂q′ , p′′ =
∂S(q′,q′′, E)

∂q′′ , t =
∂S(q′,q′′, E)

∂E
. (2.19)

As aforementioned in Lagrange’s mechanics, in order to evaluate the extremum

of the classical trajectory, we took a fan of it starting from the same position but with

different initial momenta (different energy) and let them evolve in a defined time. On

the other hand, we are now restricted to the energy H = E, which will intuitively lead

to a new interpretation of 2.9 since the momenta are not arbitrary anymore, in addition

to new sorts of caustics and conjugate points.

The new role of the caustics requires more meticulous deliberation because of

their discrepancies from Lagrange’s formulation. Previously, we fixed the initial q′ and

evolved trajectories with different initial momentum p′, which generates a variation in

energy δE, until a time t - the caustic was the ratio divergence of the deviation in

the initial momentum and the deviation in the final position (see figure 2.4a). On the

contrary, now the trajectories must have the same energy, so the time to roam from q′

to q′′ will be different (see figure 2.4b). The correction for the new configuration is the
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insertion of an energy variation in the initial momentum and a time variation in the

final position leading to

δp′/δE

δq′′/δt
=
∂p′

∂q′′
∂t

∂E
= − ∂2R

∂q′′∂q′

/
∂2R

∂t2
, (2.20)

which we used the old action with the equations 2.6. The inclusion of the energy and

time variations into the ratio ∂p′/∂q′′ can be interpreted as if we perform a variation in

energy δE with fixed initial and final positions, then the time elapsed must also vary

to the swarm of trajectories remain constrained in the energy surface [19].

The paramount result lies in the determinant of 2.20, known as the density of

trajectories on the energy of surface D(q′,q′′, E)

D(q′,q′′, E) = det

[
− ∂2R

∂q′′∂q′

]/
∂2R

∂t2
. (2.21)

This function essentially describes how the neighborhood of a trajectory spreads out,

and in the next chapter, we shall see that the square root of D(q′,q′′, E) will be di-

rectly proportional to the amplitude of the quantum system wavefunction for a given

trajectory. However, we need to adjust 2.21 to include S(q′,q′′, E).

(A) (B)

FIGURE 2.4. (A) Two trajectories with distinct initial momentum resulting in a dis-
placement in the final position after elapsed a time t. In Lagrange’s mechanics, a caus-
tic is constituted when the ratio p′/q′′ diverges. (B) Illustration of two trajectories that
must remain in a constant energy surface with the identical final position, respecting
Hamilton-Jacobi’s formulation. Both the initial position and momentum of the second
trajectory can be described as q′2 = q′1 + ϵq̇′1 and p′2 = p′1 + ϵṗ′1, respectively.
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From the third equation in 2.19, the time as a function of the independent vari-

ables t = t(q′,q′′, E) is obtained. So, with the third equations of 2.6 and 2.19, the

denominator of D is

∂2R

∂t2
= −∂E

∂t
= −

[
∂t

∂E

]−1

= −
[
∂2S

∂E2

]−1

. (2.22)

The determinant, otherwise, has a more elaborated calculation. Starting from the first

derivative according to 2.17 and applying the third equation of 2.19

∂R

∂q′′ =
∂S

∂q′′ +
∂E

∂q′′
∂S

∂E
− t

∂E

∂q′′ =
∂S

∂q′′ , (2.23)

the matrix is
∂2R

∂q′∂q′′ =
∂2S

∂q′∂q′′ +
∂2S

∂E∂q′′
∂E

∂q′ . (2.24)

We can rewrite the derivative ∂E/∂q′ as

∂E

∂q′ = − ∂2R

∂q′∂t
= − ∂

∂t

[
∂R

∂q

]
,

= − ∂

∂t

[
∂S

∂q

]
= − ∂2S

∂q′∂E

∂E

∂t
,

= − ∂2S

∂q′∂E

(
−∂

2R

∂t2

)
=

∂2S

∂q′∂E

[
∂2S

∂E2

]−1

, (2.25)

and by substituting the previous equation in the matrix ∂2R∂/q′∂q′′, the density cul-

minates in

D(q′,q′′, E) =
∂2S

∂E2
det

[
∂2S

∂q′∂q′′ −
∂2S

∂q′′∂E

∂2S

∂q′∂E

(
∂2S

∂E2

)−1
]
. (2.26)

Now, if we set the ensuing definition

Bij =
∂2S

∂qi∂qj
, ui =

∂2S

∂q′′i ∂E
, vi =

∂2S

∂q′i∂E
q =

∂2S

∂E2
(2.27)

the density will have an elementary form

D(q′,q′′, E) = q det [Bij − uivj/q] = det

∣∣∣∣ B u
v q

∣∣∣∣ . (2.28)

The demonstration of the previous outcome initiates by opening the determinant

det

∣∣∣∣ B u
v q

∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣

B11 B12 . . . B1n u1
B21 B22 . . . B2n u2

...
... . . . ...

...
Bn1 Bn2 . . . Bnn un
v1 v2 . . . vn q

∣∣∣∣∣∣∣∣∣∣∣
, (2.29)
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and the first procedure is to take advantage of the invariance property of determinants

by performing the substitution:

(kth row) → (kth row)− uk
q
(last row), for k = 1, 2, . . . , n,

resulting in

det

∣∣∣∣ B u
v q

∣∣∣∣ =
∣∣∣∣∣∣∣∣∣∣∣

B11 − u1v1/q B12 − u2v2/q . . . B1n − unvn/q 0
B21 − u2v1/q B22 − u2v2/q . . . B2n − unvn/q 0

...
... . . . ...

...
Bn1 − unv1/q Bn2 − unv2/q . . . Bnn − unvn/q 0

v1 v2 . . . vn q

∣∣∣∣∣∣∣∣∣∣∣
(2.30)

Hence, taking the cofactor expansion of the last column, the determinant is simply

det

∣∣∣∣ B u
v q

∣∣∣∣ = q det [Bij − uivj/q] . (2.31)

Returning to the original variables, the density becomes

D(q′,q′′, E) = det

∣∣∣∣∣ ∂2S
∂q′∂q′′

∂2S
∂q′′∂E

∂2S
∂q′∂E

∂2S
∂E2

∣∣∣∣∣ . (2.32)

Another simplification of the density expression can be performed if we estab-

lish distinctive coordinates of the system. Gutzwiller [19] has introduced a local coor-

dinate system that accentuates the neighborhood of a trajectory from q′ to q′′. The first

coordinate q1 = x runs along the particular trajectory in phase space; the remaining

coordinates (q2, . . . , qn−1) = (y2, . . . , yn−1) are transverse to the trajectory - they are at

right angles to the motion direction along the trajectory. To begin, regardless of the

coordinate system, the energy is conserved. As a consequence,

H

(
q′,− ∂S

∂q′

)
= E = H

(
q′′,+

∂S

∂q′′

)
, (2.33)

we differentiate both sides with respect to E to obtain

n∑
i=1

− ∂2S

∂E∂q′i

∂H

∂p′i
= 1 =

n∑
i=1

+
∂2S

∂E∂q′′i

∂H

∂p′′i
, (2.34)

Introducing our new local coordinates, we have

q̇ =
∂H

∂p
= (|ẋ|, 0 . . . , 0), (2.35)
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and the equation 2.34 is non-null solely for i = 1 leading to

∂2S

∂E∂x′
= − 1

|ẋ′|
= − 1

|q̇′|
,

∂2S

∂E∂x′′
= +

1

|ẋ′′|
= +

1

|q̇′′|
. (2.36)

Now, with the equation 2.33, we differentiate it with respect to q′′i for the left-

handed side and with respect to q′i for the right-handed side∑
j

∂H

∂p′j

∂2S

∂q′′i q
′
j

= 0 =
∑
j

∂H

∂p′′j

∂2S

∂q′iq
′′
j

, for i, j = 1, 2, . . . , n. (2.37)

The equation 2.35 can be implemented, and we get the ensuing result

∂2S

∂q′′i ∂x
′ =

∂2S

∂q′i∂x
′′ = 0, for all i. (2.38)

Therefore, opening the density once more

D(q′,q′′, E) = det

∣∣∣∣∣ ∂2S
∂q′∂q′′

∂2S
∂q′′∂E

∂2S
∂q′∂E

∂2S
∂E2

∣∣∣∣∣ =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

∂2S
∂x′∂x′′

∂2S
∂x′∂y′′1

. . . ∂2S
∂x′∂y′′n−1

∂2S
∂x′′∂E

∂2S
∂y′1∂x

′′
∂2S

∂y′1∂y
′′
1

. . . ∂2S
∂y′1∂y

′′
n−1

∂2S
∂y′′1 ∂E

∂2S
∂y′2∂x

′′
∂2S

∂y′2∂y
′′
1

. . . ∂2S
∂y′2∂y

′′
n−1

∂2S
∂y′′2 ∂E

...
... . . . ...

...
∂2S

∂y′n−1∂x
′′

∂2S
∂y′n−1∂y

′′
1

. . . ∂2S
∂y′n−1∂y

′′
n−1

∂2S
∂y′′n−1∂E

− ∂2S
∂x′∂E

∂2S
∂y′1∂E

. . . ∂2S
∂y′n−1∂E

∂2S
∂E2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
,

(2.39)

it can be rewritten using 2.36 and 2.38

D(q′,q′′, E) =

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣

0 0 . . . 0 1
|q̇′′|

0 ∂2S
∂y′1∂y

′′
1

. . . ∂2S
∂y′1∂y

′′
n−1

∂2S
∂y′′1 ∂E

0 ∂2S
∂y′2∂y

′′
1

. . . ∂2S
∂y′2∂y

′′
n−1

∂2S
∂y′′2 ∂E

...
... . . . ...

...
0 ∂2S

∂y′n−1∂y
′′
1

. . . ∂2S
∂y′n−1∂y

′′
n−1

∂2S
∂y′′n−1∂E

− 1
|q̇′|

∂2S
∂y′1∂E

. . . ∂2S
∂y′n−1∂E

∂2S
∂E2

∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(2.40)

and again employing first the cofactor expansion of the first row and subsequently the

cofactor expansion of the first column, we earn an intelligible formula for the density

of trajectories

D(q′,q′′, E) =
1

|q̇′||q̇′′|
det

[
∂2S

∂y′∂y′′

]
. (2.41)

After these series of calculations with the Gutzwiller special coordinates, we can

clearly perceive that, in Hamilton-Jacobi’s mechanics, exist two classes of caustics, i.e.,
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D(q′,q′′, E) → ∞. The first is when the trajectory from q′ to q′′ reaches a returning

point (E = V ), then |q̇| = 0. And the second kind is when the determinant diverges

det

[
∂2S

∂y′∂y′′

]
→ ∞.

The caustics from returning points are the most effortless to comprehend. We

have to take neighboring trajectories with the same energy E, and the displacement is

created perpendicular to the aimed trajectories, i.e., (q′,p′)+ϵ(q̇′, ṗ′) until it reaches the

same final position q′′ - see figure 2.4b. Therefore, the caustic will take place whenever

they pass through a point that is parallel to the momentum axis since q̇ = 0. Similarly,

the second sort of caustics emerges when the ratio |δp′
y/δy

′′| diverges. This reveals to us

that the caustic will occur whenever the trajectories cross a point that is parallel to the

other momenta py. When we shall define the Lagrangian surface in the next section,

There will be a discussion about the caustics in the Lagrange and Hamilton-Jacobi

mechanics to build up their comprehension even further, besides being fundamental

for semiclassical theory.

2.1.3 Integrability

The concept of integrability is paramount to understanding and characteriz-

ing classical systems. Integrable systems divide classical mechanics with ergodic or

non-integrable systems, and their definition relies on Arnold-Liouville’s theorem, es-

pecially with regard to constants of motion. Nevertheless, before going any further in

this development, we need to designate some crucial concepts that classical formalism

brings with it. First, both Lagrange’s and Hamilton-Jacobi’s mechanics leave freedom

in the coordinate systems since they obey Euler’s equations and Hamilton’s equations,

respectively. A characteristic and convenient choice of coordinates are well-known as

canonical transformations, which preserve the physics of the system but modify the

coordinates into elementary Hamiltonian with trivial equations of motion. The basis

of this prescription is the variational principle, the fact that the first variation vanishes,

i.e.,

δR(q′, t′,q′′, t′′) = δ

∫ t′′

t′
L(q(t), q̇(t), t)dt = δ

∫ t′′

t′

[∑
i

piq̇i −H(q,p, t)

]
dt = 0. (2.42)
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Consequently, without changing the null value of the integral, we can sum a generic

function F (q, t) in the previous integral

δ

∫ t′′

t′

dF (q(t), t)

dt
dt = δ [F (q(t′′), t′′)− F (q(t′), t′)] = 0. (2.43)

The freedom permits us to switch to a new Hamiltonian K that will depend on

new variables (Q,P), which can provide a straightforward solution to the equations

of motion. Therefore, comparing both the new and the old Hamiltonian in addition to

the generic function F , we get

∑
i

PiQ̇i −K(Q,P, t) =
∑
i

piq̇i −H(q,p, t)− dF1(q,Q, t)

dt
, (2.44)

which we conveniently already set the format of F , but it will be justified as we go on

in the analysis. Extending the total derivative of F1(q,Q, t)∑
i

PiQ̇i −K(Q,P, t) =
∑
i

piq̇i −
∂F1

∂qi
q̇i −

∂F1

∂Qi

Q̇i −H(q,p, t)− ∂F1

∂t
, (2.45)

we may notice this holds only if

pi =
∂F1(q,Q, t)

∂qi
, Pi = −∂F1(q,Q, t)

∂Qi

, (2.46)

K(Q,P, t) = H
(
q(Q,P, t),p(Q,P, t), t

)
+
∂F1

(
q(Q,P, t),Q, t

)
∂t

. (2.47)

The equations q = q(Q,P, t) and p = p(Q,P, t) come naturally resolving and

then inverting the equations 2.46. Moreover, F1(q,Q, t) underlies the fundamental as-

pect of the canonical transformation; for this reason, it is dubbed as generating func-

tion. Any transformation in H that one considers will be suitable for the system will

rely on a particular generating function F . 3.

The most natural selection of a new Hamiltonian is K = 0 since the equations of

motion will giveQi and Pi equal to constants. The time-dependent generating function

σ(q,P, t) furnishes the proper transformation equations we need in order to reachK =

3Classical mechanics textbooks are complete with examples and applications of the canonical trans-
formations. For a broaden description of it and meaningful instances, I recommend Goldstein [18] and
Landau & Lifshitz [22]
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0. In accordance with what we previously established about canonical transformation,

they must obey

H
(
q,p(q,P, t), t

)
+
∂σ
(
q,P, t

)
∂t

= 0 (2.48)

pi =
∂σ(q,P, t)

∂qi
, Qi =

∂σ(q,P, t)

∂Pi
. (2.49)

The first equation in 2.49 can be inserted in 2.48 to obtain

H
(
q,
∂σ(q,P, t)

∂q
, t
)
+
∂σ
(
q,P, t

)
∂t

= 0. (2.50)

Because P is constant, this partial differential equation is actually (n + 1) equations

requiring (n + 1) constants of motion to be solved. It is reasonable that n of the con-

stants of motion α = (α1, . . . , αn) are directly related to the new constant momenta

P = (P1, . . . Pn), and for simplicity it is possible to set α = P. Furthermore, from the

equations of motion, the new positions Q are also constants, dubbed β1, . . . , βn, and

the canonical transformations 2.49 can be rewritten as

pi =
∂σ(q,α, t)

∂qi
, Qi = βi =

∂σ(q,α, t)

∂αi
. (2.51)

We acquire q and p through inversion of the second equation to result q = q(α,β, t)

and then the first to result p = p(α,β, t). Therefore, it becomes evident that α and β are

related to the initial conditions q0 and p0, whereby q0 = q(α,β, 0) and p0 = q(α,β, 0)

are then inverted to α = α(q0,p0) and β = β(q0,p0). Finally, we can resolve the

equation of Hamilton-Jacobi through techniques of partial differential equations.

Now, whether we take the total derivative of the generating function σ(q, α, t)

and apply Hamilton-Jacobi’s equation

dσ

dt
=

∑
i

∂σ

∂qi
q̇i +

∂σ

∂t
,

=
∑
i

(ṗi)q̇i −H(q,p, t) = L(q, q̇, t),

(2.52)

we reach the definition of the system’s action as in equation 2.2. Hence, the solution of

the differential equation is

σ(q,α, t) = R(q0, α, 0) +

∫
L(q, q̇, t)dt = R(q0, α) +

∫ q,t

q0,0

[∑
i

ṗiq̇i −H(q,p, t)

]
dt

(2.53)
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which q0 is the initial position of the system’s trajectory such that it reaches q in the

time t. In addition, the trajectory can be specified by the initial conditions (q0,p0) or

the dyad (q0,α) because of 2.51, but regardless of the option, the formal solution of the

action is stated by providing 2n conditions.

Nevertheless, Hamilton-Jacobi’s formalism seems to furnish the resolution of

any Hamiltonian system through its action and a simple canonical transformation. We

shall see next that Arnold-Liouville’s theorem exhibits the proper conditions that the

systems must hold in order to meet the solution, by which the concepts of integrable

system and chaos underlie the theorem.

That said, with σ(q,α, t), we are able to construct a surface conducive to treating

both integrability and caustics in the phase space, dubbed as Lagrangian surface [24].

For a fixed α, we define a surface of n dimensions Σt(α) from the first equation in 2.51.

As a consequence, in t = 0, the momentum is given by p0 = p(q0,α, 0) generating the

initial surface Σ0(α). A point in the initial surface means selecting β since α is fixed,

as aforementioned in the canonical transformation delimitation. Each point in the sur-

face will have a respectively dyad (q,p = ∂σ(q,α, t)/∂qi) which forms the Lagrangian

surface Σt(α) depicted in the figure 2.5.

If we consider a time-independent Hamiltonian H(q,p), the action can written

as

σ(q,α, t) = W (q,α)− γ(α)t, (2.54)

and we obtain a straightforward Hamilton-Jacobi equation

H

(
σ(q,

∂W

∂q
)

)
= − ∂

∂t
[W (q,α)− γ(α)t]

= γ(α) (2.55)

which the momentum is simply

p =
∂W

∂q
. (2.56)

This equation displays that the Lagrangian surface does not change its form

through time; it is invariant under the flow of H . Consequently, we name it as an

invariant surface Σ(α), which means that the initial dyad (q0,p0) will be propagated
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FIGURE 2.5. Illustration of Lagrangian surface evolution. The surfaces Σt are con-
structed by the momentum p = ∂σ(q,α, t)/∂qi) and time [23].

to (q,p) after a time t and they will continue to pertain the same surface Σ(α). For

n = 1 as an instance, Hamilton-Jacobi’s equation is

1

2m

(
∂W

∂q

)2

+ V (q) = γ(α)

∂W

∂q
= p =

√
2m(γ(α)− V (q)). (2.57)

Thus, γ(α) is the energy, and the Lagrangian surface is the energy surface Σ(α) = ΣE .

Whether we enhance the degrees of freedom, the Lagrangian surface consid-

eration becomes more intricate. The energy surface will always be invariant un-

der the flow of H and, for n-degrees of freedom, will have a dimension equal to

dim (ΣE) = 2n− 1. Nonetheless, the role of constraints comes into play in order to ac-

quire invariant surfaces with lower dimensions; n− 1 constants of motion are required

to perform the partition in 2.54. This statement is the essence of Arnold-Liouville’s

theorem, but before asserting it properly, let us take advantage of the Lagrangian sur-

face formulation to obtain a different and more transparent view of the caustics in the

Lagrange’s and Hamilton-Jacobi’s mechanics.

As we exhaustively stated and restated the concept of caustics in Lagrange’s and

Hamilton-Jacobi’s mechanics throughout the sections 2.1.1 and 2.1.2, respectively. The

Lagrangian surfaces furnish us with a clear-cut perspective about them. First, we set

an initial Lagrangian surface Σ0 and propagate through time to reach Σt as shown in

figure 2.6. Whether the system generates such distribution, we can see that there is
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a point q̄ which the surface curves and any small variation around q̄ will lead to the

same final position, i.e., δq′′ = 0. Therefore, the ratio δq′/δq′′ diverges.

On top of that, we can also examine that its sign before q̄ is positive since a small

positive variation in q1 leads to a positive variation in the final position δq′′ > 0. On the

other hand, for a point after q̄ the sign of the ratio is negative since a positive variation

in q2 leads to a negative variation in the final position δq′′ < 0. The change of the sign

is the heart of Morse’s theorem and is evident in this surface composition.

Alternatively, addressing energy as a variable, the concepts of caustics must also

be adjusted. The Lagrangian surface is generated by the initial positions q′ and the

relation H(q,p) = E; so we have the momentum constraint |p| =
√

2m(E − V (q′)).

The remaining momenta p1, p2, . . . , pn are n − 1 independent variables, and then the

n-dimensional Lagrangian surface Σ is generated from the evolution of those n − 1

variables. We can notice that along a trajectory, described by the Gutzwiller coordinate

x, the vector (ẋ, ṗx) is tangent to Σt for every instant of time. Therefore, the first sort

of caustics occurs when the tangent plane to Σt is parallel to the momentum axis since

ẋ = 0, which is a returning point. Similarly, the second sort of caustics takes place when

the remaining vectors of the tangent plane to Σt are parallel to trajectory-transverse

momenta py = py,1, . . . , py,n−1 resulting in a divergence in the |δp′
y|/|δy′′|.

FIGURE 2.6. Illustration of Lagrangian surface evolution. However, in this case, the
surface Σ0 contains a point q̄ where small variations around it will generate the same
final position in Σt. The point q̄ then is caustic in Lagrange’s description. [25]
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Returning to the integrability problem, we shall address Arnold-Liouville’s the-

orem without stating it directly but through a discussion encompassing the main is-

sues. In addition, in order to guarantee the dissertation’s finitude, we shall not for-

mally prove all assertions; however, I recommend Arnold’s book [21] for a transparent

proof of any affirmation and a formal treatment of the theorem.

That said, recalling the action in Hamilton-Jacobi’s formalism, 2n conditions are

required to obtain a formal solution of it. Nevertheless, Arnold-Liouville’s theorem

states that the pivotal concept is the existence of constants of motion in addition to

energy. Constants of motion are functions of the position and momentum F = F (q,p).

When time starts to vary, and consequently, the positions and momenta - following the

equations of motion 2.13 - this proper function will stay constant. In most systems, it is

difficult to encounter these functions. For instance, in Kepler’s problem of attraction of

two bodies - besides the straightforward energy and angular momentum conservation

- there is a third constant of motion, the Laplace-Runge-Lenz vector, that requires an

elaborate description. Despite underlying most systems, constants of motion become

perceived since they generate invariant tori, as we shall see later on.

From this reasoning, we can acquire a crucial relation for F (q,p) because of their

time independency

d

dt
F (q,p) = 0

∂F

∂q

∂q

∂t
+
∂F

∂p

∂p

∂t
= 0

∂H

∂p

∂F

∂q
− ∂H

∂q

∂F

∂p
= {H,F} = 0 (2.58)

Therefore, for F to be a constant of motion, it must commute - null Poisson bracket -

with the Hamiltonian. Geometrically speaking, both vectorfields of constant of motion

F (q,p) = const and H(q,p) = E are perpendicular to each other surface. In other

words, the vectorfield (−∂F/∂q, ∂F/∂p) is transverse to the surface H = E and the

vectorfield (−∂H/∂q, ∂H/∂p) is transverse to the surface F = const. As an upshot, the

intersection of the surfaces is where the trajectory lies.

In general, a system has many constants of motion F1, F2, . . . , they all are in in-

volution with H - null Poisson bracket - and by the theorem, one function Fi cannot be

expressed in terms of the other functions Fj for i ̸= j, meaning they are independent
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of one another. Moreover, a last crucial property, which will lead to the irreducible cir-

cuits, is the involution of the constants of motion Fi with each other; as a consequence,

the resulting trajectory lies in the intersection of all constants and the energy surface.

With all this at hand, for a n-degrees-of-freedom system, we admit that it has n

constants of motion leading to (2n − n = n)- dimensional manifold for the trajectory

in the phase space. Arnold-Liouville’s theorem affirms that whether all the previous

considerations about the constants of motion are satisfied, we are able to find a new

Hamiltonian through a canonical transformation (q,p) → (φ, I) that only depends on

the new momentum, i.e., H = H(I). By this specification, the equations of motion are

φ̇i =
∂H(I1, . . . , In)

∂Ii
= ωi and İi = −∂H(I1, . . . , In)

∂φi
= 0, (2.59)

which solution is trivial because the new momenta are constants of motion, and the

first equation leads to a function ω that only depends on the constants I - simply called

the frequencies. Integrating it, we stay with a linear relation for the new positions

φi = ωit+Di (2.60)

where φi(t = 0) = Di. Through an elegantly topological description [21], the theorem

states the trajectories in this new canonical coordinates are in a n-dimensional torus Tn.

Namely, the transformation through a torus is pleasingly acknowledged when we deal

with the vectorfields of the constants of motion. On the torus manifold, any vectorfield

ever vanishes; on the other hand, this property does not hold for a sphere since it is

impossible to specify a non-vanishing vectorfield on a sphere4. Therefore, from the

topology of the torus, it is evident that the new position is an angle, i.e., 0 ≤ φi ≤ 2π;

and the linear relation 2.60 legitimates our naming of ωi as frequencies. Furthermore,

the curves described by the angles are known as irreducible circuits γi.

The generating function for the canonical transformation can be written as σ =

σ(q, I). As we have seen, this is also the action of the system, which has the following

relations

pi =
∂σ(q, I)

∂qi
, φi =

∂σ(q, I)

∂Ii
. (2.61)

The first equation can be integrated to provide us with the action

σ(q, I) =

∫
p(q, I) · dq. (2.62)

4This result is known by the quote, "you cannot comb a sphere" [23]
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However, it is convenient to integrate it around an irreducible circuit γi within the

torus and result in the integral

Ai(I) =

∮
γi

p(q, I) · dq, (2.63)

we then derive in relation to Ij

∂Ai
∂Ij

=
∑
k

∮
γi

∂pk
∂Ij

dqk =
∑
k

∮
γi

∂

∂qk

∂S

∂Ij
dqk

=
∑
k

∮
γi

∂φj
∂qk

dqk =

∮
γi

dφj = 2πδij, (2.64)

so that the delta emerges since the angles φj will only run along the respective irre-

ducible circuits as by their definition. Therefore, it is explicit that Ai = 2πIi and

Ii =
1

2π

∮
γi

p · dq. (2.65)

The format of the new momentum in 2.65 legitimates its name as the action; con-

sequently, both new coordinates are known as action-angle. From the Arnold-Liouville

theorem, whether a system has constants of motion as many as degrees of freedom all

in involution, the action-angle variables provide the complete solution of the equations

of motion. To summarize, the procedure to solve consists of the following: from the

n constants of motion Fi = Fi(q,p), one starts by inverting them and finding the mo-

menta pi = pi(q,F) (recalling that the energy is included as F1 = E). Then inserting the

momentum in 2.65, we obtain I = I(F). After, the action is inverted F = F(I) to finally

get the momenta depending on the actions and substitute them in 2.62 to reach the

action σ(q, I); the action is the generating function that provides the required relation

in 2.61.

One important aspect that should be addressed is the differentiation when we

can call a torus as rational or irrational depending on their respective frequencies. For

instance, we take a two-dimensional integrable system in which trajectories are run-

ning along a two-dimensional torus T2 and with their respective frequencies ω1 and

ω2. If the ratio ω1/ω2 is equal to a rational number r/s with r and s mutually prime

integers, the trajectory will close after a s-period and circulates the torus r times - this

trajectory is named as rational or resonant. Now, whether the ratio is an irrational

number, the trajectory will never close and will densely fill the torus - the respective
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trajectory is called quasi-periodic, and the torus is dubbed irrational or non-resonant.

In general, for n-dimensional torus, the trajectory will be resonant if the frequencies

ω1, . . . , ωn are mutually commensurable, i.e., the relation of commensurability holds

K1ω1 +K2ω2 + · · ·+Knωn = 0 (2.66)

with Ki as being non-zero integers.

Dealing with systems of two or more dimensions, the phase space will have

four or more dimensions. On the other hand, we are limited to perceiving in, at most,

a three-dimensional depiction of it. Therefore, we introduce what is known as Poincaré

sections, in which we roughly cut the phase space and mark every trajectory’s passage

through it, as in the figure 2.7a. By performing a Poincaré section in the torus as shown

in figure 2.7b, we can efficiently identify rational or irrational tori through this two-

dimensional map. For instance, when the trajectory is periodic, it will run through its

respective torus and will punch the Poincaré section as many times as its period - see

figure 2.8a. In addition, we have to acknowledge that in each rational torus, there is an

infinity of possible trajectories, each punching the Poincaré section s times, however,

in different points of the phase space. When the commensurability does not hold, the

trajectory on the irrational torus will punch the Poincaré section indefinitely, which

lead to only one trajectory completing the whole circle (figure 2.8b).

(A) (B)

FIGURE 2.7. (A) Depiction of a trajectory in which we select a Poincaré surface to
mark the point Y0, Y1, . . . where the trajectory cuts it [20]. (B) Illustration of a natural
POincaré section for a two-dimensional torus [19].
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(A) (B)

FIGURE 2.8. Possible trajectories circulating the tori and characterizing a rational torus
(A) when they close after a certain period, and an Irrational torus (B) when the trajec-
tory never closes [26].

Thus, alluding Arnold-Liouville’s theorem, we showed that some classical sys-

tems could be solved when there are certain conditions, such as constants of motion

and symmetries. However, in nature, the systems are not integrable and neither read-

ily solvable. In order to address these non-linear systems, we have to see both classical

and quantum fundamental facets to treat them: the periodic orbits.

2.1.4 Periodic orbits

The French physicist and mathematician Poincaré have made countless contri-

butions of major implication in both areas, and he has not disappointed us when the

issue has been to shed some light on non-integrable systems. These systems are natu-

rally intricate, and one cannot find solutions in the form of integrals or by quadratures,

such as elliptic integrals. Nonetheless, Poincaré has discovered that the solutions of

the equation of motions that return to their initial conditions - periodic orbits - can be

used to provide us with information about the overall behavior of any classical system.

What he could not predict is the significance of periodic orbits in quantum mechanics,

as we will see in section 3.3. Gutzwiller’s trace formula encompasses classical features,

especially periodic orbits, to obtain quantum information, such as the density of states

in the transition region of the classical and quantum regimes.
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To begin, from definition of the periodic orbits (q̄, p̄) of period τ , they are the

solution of 2.13 with η̄(t) = η̄(t + τ) in the symplectic notation. It is reasonable to

assume that for sufficiently small neighboring trajectories that start at (q′,p′), the final

position (q′′,p′′) will return to the neighborhood of (q̄, p̄). In order to obtain the sta-

bility of the orbits, we will allow initial and final positions to vary. However, we have

to keep in mind that those points are connected by a whole trajectory; consequently,

varying the initial and final position of all the trajectories will also modify them ac-

cordingly. In addition, to study the neighborhood of the periodic orbits, we need to

address the perpendicular coordinates to the trajectory. So, the Gutzwiller’s local co-

ordinates will be used once more with q1 = x running along the trajectory and the

other n − 1 coordinates (q2, . . . , qn−1) = (y1, . . . , yn−1) are transverse to it. Therefore, a

small initial displacement from the periodic orbit, identified by (δy′, δp′
y), will run in

the neighborhood of the orbit and arrive at a small final displacement (δy′′, δp′′
y).

After that, moving at energy E, the neighboring trajectory has an action

S(q′,q′′, E) = S(x′,y′, x′′,y′′, E) which enables us to write the perpendicular-

momentum displacements as a function of the perpendicular-position displacements,

i.e., δp′
y = δp′

y(δy
′, δy′′) and δp′′

y = δp′′
y(δy

′, δy′′). Considering a linear approximation,

the resulting equations of the displacements are

δp′y,i =
n−1∑
i=1

∂p′y,i
∂y′j

δy′j −
∂p′y,i
∂y′′j

δy′′j =
n−1∑
i=1

− ∂2S

∂y′iy
′
j

δy′j −
∂2S

∂y′iy
′′
j

δy′′j (2.67)

δp′′y,i =
n−1∑
i=1

∂p′′y,i
∂y′j

δy′j −
∂p′′y,i
∂y′′j

δy′′j =
n−1∑
i=1

∂2S

∂y′′i y
′
j

δy′j +
∂2S

∂y′′i y
′′
j

δy′′j . (2.68)

Moreover, we can arrange these equations in an abbreviated manner

δp′
y = −Aδy′ −Bδy′′ (2.69)

δp′′
y = +Cδy′ +Dδy′′ (2.70)

with the definitions of the (n− 1) by (n− 1) matrices

Aij =
∂2S

∂y′iy
′
j

, Bij =
∂2S

∂y′iy
′′
j

, Cij =
∂2S

∂y′′i yj
= (BT )ij, Dij =

∂2S

∂y′′i y
′
j

. (2.71)

Nonetheless, 2.69 and 2.70 have to be inverted in order to supply us with relevant

information about the neighborhood of the periodic orbit. The expected format is to
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distinguish how the initial displacements affect the final ones in the neighborhood; that

is, we want to know δy′′ and δp′′
y in terms of δy′ and δp′

y

δy′′ = Aδy′ +Bδp′
y (2.72)

δp′′
y = Cδy′ +Dδp′

y. (2.73)

The previous equation can be written as(
δy′′

δp′′
y

)
=

(
A B
C D

)(
δy′

δp′
y

)
, (2.74)

and we identify the 2(n− 1) by 2(n− 1) matrix as the monodromy matrix M

M =

(
A B
C D

)
, (2.75)

which is a function of the action matrices. Now, comparing the equations 2.69 and 2.70

with 2.72 and 2.73, the result is

A = −B−1A , B = −B−1 (2.76)

C = BT −DB−1A , D = −DB−1. (2.77)

We substitute it in the monodromy matrix and obtain

M =

(
−B−1A −B−1

BT −DB−1A −DB−1

)
. (2.78)

The monodromy matrix describes the linear transformation of the trajectories

around the periodic orbits. Therefore, we need to calculate its eigenvalues in order

to establish the orbit stability. The characteristic polynomial of M is the function that

gives us the stability information

F (λ) =

∣∣∣∣A− λI B
C D− λI

∣∣∣∣ = ∣∣∣∣ −B−1A− λI −B−1

BT −DB−1A −DB−1 − λI.

∣∣∣∣ (2.79)

We can write F (λ) in a simpler expression if we first made the operation:

(2nd row) → (2nd row)−D(1st row),

and have

F (λ) =

∣∣∣∣−B−1A− λI −B−1

BT + λD −λI

∣∣∣∣ . (2.80)
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Furthermore, we multiply the first row by B and compensates the determinant with

the term 1/|B|, and after that we perform the substitution:

(2nd row) → (2nd row)− λ(1st row),

to acquire

F (λ) =
1

|B|

∣∣∣∣−A− λB −I
BT + λD −λI

∣∣∣∣ = 1

|B|

∣∣∣∣ −A− λB −I
BT + λ(A+D) + λ2B 0

∣∣∣∣ (2.81)

Finally, we merely reduce the determinant and obtain the final function

F (λ) =
|BT + λ(A+D) + λ2B|

|B|
. (2.82)

The eigenvalues come from the λ that are solution of F (λ) = 0. From our defi-

nitions in 2.71, the matrices are real, which implies that the roots of the characteristic

polynomial are also real or are pairs of complex conjugates. In addition, since A and C
are symmetric, and the determinant is invariant under a transposition, the 1/λ is also

a solution of F (λ) = 0. With all this settled, there are only four forms of the eigenval-

ues λ, whereby each of them describes a different neighborhood around the periodic

orbits:

1. λ = 1 is called direct parabolic orbit, or λ = −1 inverse parabolic orbit (see

figure 2.9a);

2. λ = exp (iχ), exp (−iχ) with χ real is known as elliptic orbit (see figure 2.9b);

3. λ = exp (χ), exp (−χ) is called direct hyperbolic orbit, or λ =

− exp (χ),− exp (−χ) inverse hyperbolic orbit (see figure 2.9c);

4. λ = exp (u+ iv), exp (−u− iv) is called loxodromic orbit for u and v real.

Furthermore, the determinant F (1) = |M − I| will be extremely crucial when

we shall address Gutzwiller’s trace formula. F (1) also has a well-known designation

made by Greene[27] called residue that characterizes the neighborhood of the periodic

orbit. First, we can note that

F (1) = |M− I| =

∣∣∣∣A− I B
C D− I

∣∣∣∣ = |AD−BC−A−D+ I|

= ||M| −A−D+ I| = |(2− Tr(M))I| = 2− λ− λ−1, (2.83)

which we have used that |M| = 1. Consequently, for each sort of orbit
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(A) (B) (C)

FIGURE 2.9. Three illustrations of the neighborhood of periodic orbits, each depicting
a possible solution of Monodromy matrix’s eigenvalues: (A) parabolic orbit; (B) elliptic
orbit; and (C) hyperbolic orbit [19].

1. F (1) = 2− 1− 1 = 0 for direct parabolic, or 4 for inverse parabolic;

2. F (1) = 2− eiχ − e−iχ = 2− 2 cos(χ) = 4 sin2 (χ/2) for elliptic;

3. F (1) = 2 − eχ − eχ = 2 − 2 cosh(χ) = 4 sinh2 (χ/2) for direct hyperbolic, or

4 cosh2 (χ/2) for inverse hyperbolic;

4. F (1) = 2− eu+iv − e−u−iv for loxodromic.

For integrable systems, we recall the Arnold-Liouville theorem and the trivial

position and momentum formulas 2.59. The straight lines are compatible with the

parabolic orbits, and consequently, the eigenvalues for integrable systems are ±1. It

becomes evident that integrable systems are far from being general - they are solely

a convenient exception. Generic, non-linear Hamiltonian systems will emphasize the

presence of elliptic and hyperbolic periodic orbits. As a consequence, a single and

simple overall pattern is impracticable in such systems as has happened in integrable

ones with the existence of rational and irrational tori in phase space.

We shall see that the systems will actually have mixed phase-space or soft chaos,

in which the phase-space is divided between elliptic and hyperbolic orbits. On the

other hand, when only hyperbolic orbits take place, the system will set in hard chaos.

Furthermore, it became clear that elliptic and hyperbolic orbits play a fundamental

role in the system’s behavior. Firstly, the elliptic orbits are also called stable orbits

since a neighboring trajectory is enclosed in their ellipse, and consequently, this trajec-

tory will endure close to the orbit in linear approximation - see figure 2.9b. Secondly,
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for hyperbolic or unstable orbits, we can detect two special directions - dashed lines in

2.9c. From the solutions of the monodromy matrix, the trajectories in those directions

approach exponentially to the periodic orbit in one direction and move way exponen-

tially in the other direction. Hence, the neighboring trajectories are hyperboles and

tend to move away from the orbit in linear approximation.

The didactic, standard example of those classical structures is the pendulum

phase space as in figure 2.10. This one-dimensional system has fixed points instead of

periodic orbits, but the conclusions remain the same. The takeaway is the points in the

special directions, whose trajectories will always tend asymptotically to the unstable

fixed point. We dub this region as separatrix such that these directions - eigenvec-

tors - are tangent to it. By this reasoning, the eigenvectors of the monodromy matrix

determine the separatrix and present a more formal configuration for systems with n

degrees of freedom. Particularly, the formulation is the following:

• The invariant set of point (q,p) is called Stable Manifold Ws if they tend

asymptotically to an unstable orbit;

• The invariant set of point (q,p) is called Unstable Manifold Wu if they tend

asymptotically to an unstable orbit when run backward in time.

Each unstable orbit normally has two manifolds: stable and unstable. In classical

systems such as the pendulum, typically Ws and Wu are along the same line. However,

when we shall consider more general non-integrable systems, those curves are typi-

cally distinct, and their crossings and distortions are the keys to the onset of chaos.

2.2 Classical Chaos

As aforementioned, integrable systems are rare in nature. They are in a par-

ticular group of systems in which Arnold-Liouville’s theorem guarantees a solution

through action-angle variables. Nevertheless, the majority of problems are non-

integrable. Throughout history, many mathematicians, physicists, and meteorologists

could take away information or even universalities from these systems that previously
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FIGURE 2.10. Phase space of a pendulum which highlights the elliptic (at the center)
and hyperbolic orbits. The hyperbolic orbits have two principal lines called unstable
Wu and stable Ws manifolds that surround the elliptic orbits. When a stable manifold
crosses an unstable one, we have a homoclinic point h.

would seem only in turmoil. Names like Poincaré bringing the impossibility of solu-

tion of the three-body problem; Lorenz notifying the intrinsic randomness in deter-

ministic systems in a simple thermal convection model; Ruelle and Takens introducing

the strange attractors - structures locally unstable but globally stable - of dissipated

systems; or even Kolmogorov, Arnold, and Moser formulating the behavior of pertur-

bative systems formally known as the KAM theorem and providing one of the essential

roles in the chaos theory.

The broader coverage should be considered dissipative systems; however, in

our circumstance, we are restricted to Hamiltonian systems such that this stipulation

does not wane systems’ complexities. As we did with Arnold-Liouville’s theorem,

we shall cover the main issues about classical chaos without restricting ourselves to

extensive and painstaking proofs. The clarity and finitude of the work is the principal

objective, in addition to furnishing further references when needed to supplement any

knowledge or subject brought here.

We start our journey to chaos through small perturbations of integrable systems

and introduce the KAM theorem that regards the irrational tori. Then we investigate

the Poincaré-Birkhoff fixed point theorem that addresses rational orbits in determinis-

tic chaos, and consequently, we will be able to understand the general structures and

behaviors of chaotic classical systems.
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2.2.1 KAM theorem and Poincaré-Birkhoff fixed point theorem

The plausible beginning to generality is to introduce a small perturbation in inte-

grable systems. We shall assess what occurs with the previously established structures

and see if they prevail or if new arrangements emerge. The convergence of this pertur-

bative theory was the concern of Andrey Kolmogorov (1903-1987) in 1954, in which the

commensurability 2.66 was a watershed to his description. Afterward, his Ukrainian

pupil Vladimir Arnold (1937 - 2010) extended it to Hamiltonian systems and turned

it into a more formal proof. Finally, Jurgen Moser (1928-1999) amplified those argu-

ments for maps. A complete demonstration can be encountered in Arnold and Alvez’s

book[28]; and for a less formal but digestible presentation, I highly recommend Berry’s

and Aguiar’s articles [26, 23] in which we shall bring conclusions from those references.

Without further ado, we commence by including a small perturbation ϵ for a

non-degenerate, two-dimensional integrable systemH = H0(I10, I20)+ϵH1. TheH0 de-

scribes the system fulfilled with tori (I1, I2) and their respective frequencies (ω10, ω20).

Each torus is described by the ratio α0 = ω10/ω20, called winding number, and it is ir-

rational or rational depending on α0 outcome. If we consider the perturbative Hamil-

tonian depending solely on the prior actions H1 = H1(I10, I20), the resulting system

is proved to be also integrable [23]. Therefore, there will be new action-angles vari-

ables (I11, φ11) and (I21, φ21) with their respective frequencies ω11 and ω21 to provide

the solution of the system.

Since H0 is not degenerate, at least locally, the winding number will determine

what will happen with each torus after the introduction of the perturbation [26]. In-

creasing ϵ smoothly, the surface of the torus distorts, and if emerge a new torus with

the same winding number in the distorted phase space, we say that the torus sur-

vived the perturbation. Nevertheless, when the perturbative system is also integrable

means that all tori survived the disturbance, then what leads us to achieve novel devel-

opments to considerate a general perturbation of the form H1 = H1(I11, I21, φ11, φ21).

The resulting system is not integrable anymore, and consequently, we cannot know in

advance which irrational tori survive the perturbation. However, the KAM theorem

states that the convergence of the perturbative theory for irrational tori is only valid if

the winding number is ”sufficiently irrational” which means to satisfy the next relation
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∣∣∣∣ω1

ω2

− r

s

∣∣∣∣ > K(ϵ)

sµ
(2.84)

with r and s integers, µ > 2, and K(ϵ) is a function that tend to zero when ϵ goes to

zero and is independent of r and s [28]. Through this reasoning, any frequency that

admits rapid convergence to a rational number will be the first to be destroyed by the

perturbation. Therefore, in order to investigate what number is the most irrational cor-

responding to an enduring torus, number theory subjects such as continued fractions

take place immediately into consideration.

The KAM theorem points out what happens with the surrounding of a rational

torus but says nothing about proper torus. In addition, the theorem does not affirm

anything when the system does not have any rational and irrational tori. Hence, we

shall see the Poincaré-Birkhoff fixed point theorem to examine the rational tori explic-

itly and how the non-integrable systems subsequently conduct the implementation of

both theorems.

For Hamiltonian systems, when we introduce a small perturbation in an inte-

grable system, the Poincaré-Birkhoff theorem fixed point addresses the rational tori.

Michel Berry [26] provides a ough explanation by using twist maps - which consist of

a Poincaré section of a rational torus as figure 2.8a amidst two neighboring irrational

tori as in figure 2.8b resulting in figure 2.11a. The perturbation will distort the invari-

ant circles (sections of tori) as in figure 2.11b, and we can notice the formation of fixed

points in the twist map (crossings between the green and red lines). Thereafter, analyz-

ing the tori directions, it becomes explicit the development of elliptic and hyperbolic

orbits - figure 2.11c. Thus, the conclusion of the theorem can be summarized as

• The rational tori covered with periodic orbits are substituted to an even

number of periodic orbits, half stable and half unstable.

Both theorems unequivocally exhibit how complex the systems start to be when

the perturbation is active. The systems get rid of only parabolic orbits and begin to

display sequences of elliptic and hyperbolic orbits. In the next section, when we shall

define the classical map operated in the work, both theorems will be illustrated mainly

with the standard map, and we will understand them more effectively. Before that,
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there are two more considerations to address in order to comprehend what occurs

with the system when the perturbation is active.

Firstly, as we can detect in figure 2.11c, there will be some gaps close to the

hyperbolic fixed points, and this region will be fundamental for capturing the general

structure of perturbed systems. The second is the fractal structure of the elliptic fixed

points in which they replicate their structure in small scales ad infinitum.

(A) (B) (C)

FIGURE 2.11. (A) Twist map with a blue dashed line depicting a Poincaré section of a
rational torus, and the solid lines are Poincaré sections of irrational tori. The arrows
correspond to the winding number α dependence on the momentum p: if dα/dp < 0 is
clockwise and if dα/dp > 0 is counterclockwise. (B) The emergence of fixed points after
a perturbation in a rational torus. (C) Two elliptic and two hyperbolic fixed points are
created by the perturbation of a rational torus.

2.2.2 Onset of chaos

Through the Poincaré-Birkhoff fixed point theorem, elliptic and hyperbolic or-

bits assume an imperative role in the system’s phase space. Meanwhile, the increase

of perturbation will turn more rational tori into elliptic and hyperbolic orbits and, con-

sequently, will destroy surrounding irrational tori. Then, we have to understand those

orbits since they are not inert to the perturbation. For this, we must recall the concept

of stable and unstable manifolds of hyperbolic orbits.

As aforementioned, generally, the curves Wu and Ws are distinct as in figure

2.10. That said, in order to track the demeanor of the manifolds, we take the example

of an already-broken rational torus of periodicity 5 amidst two preserved irrational
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tori (see figure 2.12). We must note that the five hyperbolic fixed points correspond

to the same periodic orbit, whereby the same occurs to the five elliptic fixed points.

Therefore, the manifolds of each fixed point being elliptic or hyperbolic are, in fact, the

same manifold. The perturbation disturbs the form of that invariant curves 5 in such a

way that they start to squeeze and stretch and inevitably cross each other as depicted

in figure 2.13, but they cannot self-intercept. Those crosses between manifolds of the

same fixed point are called homoclinic points.

FIGURE 2.12. Twist map with two surrounding irrational tori and between a structure
of sequential of five stable and unstable fixed points alluding to the previous rational
torus.[23]

By the reasoning that the curves will intersect infinite times and the map has to

obey the area preservation of Liouville’s theorem, the manifolds squeeze and stretch

even more near the unstable fixed points to compensate for the area conservation and

resulting in a tangled structure as in the figure 2.14. In the schematic figure, we can

take the path (ABC) in an early time as an example, and when it passes near the hy-

perbolic fixed point, the same piece of trajectory assumes the form (A′B′C ′). This in-

stance demonstrates the complexity that is presented in perturbed systems; it marks

the entry of a new natural stochastic element into the discussion: the sensibility of ini-

tial conditions. In addition, owing to the indefinitely many intersections, the invariant

5We have to keep in mind that the adjective invariant here is regarding the time evolution, in which
any point within this curves never leaves them, and not the action of the perturbation.
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curves will fill the area - the empty space between the irrational tori in figure 2.11c -

and consequently, there will not exist a tori in this phase space region. Therefore, going

back to the five-fixed point system, the perturbation effect can be summarized as the

following depiction 2.15 and the onset of chaotic trajectory starts at the surrounding

of the hyperbolic fixed points where initial conditions will be scattered exponentially

through the system.

(A)

(B)

FIGURE 2.13. (A) Stable and unstable manifold before the perturbation. (B) Pertur-
bative manifolds, which are stretched and squeezed, create a crossing point dubbed
homoclinic [26].

The second consideration is about the elliptic fixed points. In every neighbor-

hood of elliptic fixed points, there are closed invariant irrational curves. The former

rational curves (or tori) turn into stable and unstable fixed points with irrational curves

around them. If we amplify between these invariant irrational curves, there will be

more former rational tori replaced by elliptic and hyperbolic fixed points - as repre-

sented in figure 2.16. The whole structure of the elliptic fixed points and the invariant

curves around them are called islands. Any curve in an island is represented by a

winding number; when it becomes close to rational, or the disturbance is sufficiently

large, the curve may break and split into a second-order elliptic fixed point. Whether

the second-order curves break, they will turn into third-order islands. This infinite

sequence of islands orders generates the fractal structure in the perturbative systems.

Furthermore, as it is expected, the breadth of the island diminishes rapidly with the pe-

riod, such that numerical investigations [20] exhibit that random initial conditions will

effortlessly detect islands with small periods - and our exploration with the classical

maps will explicitly exemplify this characteristic.
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FIGURE 2.14. Schematic phase space of a non-integrable system with some
perturbation-surviving irrational tori, and a region where previously settled a 5-period
rational torus. The disturbance replaced the rational torus with elliptic and hyperbolic
fixed points. Moreover, due to Liouville’s theorem, the stable and unstable manifolds
of the hyperbolic fixed points entangle throughout the whole region delimited to the
irrational tori [23].

Another important scrutiny is the fact that fixed points do not last perpetually.

When the perturbation or a stochastic parameter varies, the monodromy matrix will

obviously change. Hence, prior elliptic or hyperbolic orbits may not exist in the system

after an increase or decrease in the perturbation. The creation or destruction of orbits

in dynamical systems by a parameter variation is known as bifurcation. Namely, this

offshoot would deserve a thorough work per se; however, despite being actively im-

portant in semiclassical theory (section 5.1), we shall only state its elemental influence

and methodology6. As we saw in section 2.1.4, the matrix’s eigenvalues 2.75 dictate

the stability of the fixed points, and in a more general description, for orbits of pe-

riod n, the monodromy matrix is Mn. The bifurcation is the point where the orbits

essentially coalesce, leading to a vanishing residue |Mn − I|. The important behavior

is what occurs to the elliptic orbits in conservative systems, which is known as period

doubling. The perturbation coalesces a previous elliptic orbit and a new elliptic orbit

with a doubled period emerges in the system, but hyperbolic orbits must also arise;

and through the aforementioned discussion about unstable fixed point neighborhood,
6We mention Meyer [29] since it provides all bifurcations for area-preserving maps (systems that

will be focused on our work). Ozorio de Almeida [24] also brings a complete and formal discussion
about the topic and its implications.
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the bifurcation ends up being a rote to chaos, as Edward Ott stated [30].

FIGURE 2.15. Trajectory of a perturbative system around unstable and stable mani-
folds. The perturbation influences the system in such a way that a segment of trajectory
ABC in an interval of time can spread out to A′B′C ′ when evolved near the hyperbolic
fixed points [26].

Finally, we track a savvy depiction from Berry [26] to observe the demeanor in

the actual torus phase space after all the conclusions we made with Poincaré sections

and twist maps. First, the islands can be represented as thin wires that we start to

wind into a primary loop, and the tori cover them like a concentric casing of PVCs

(see figure 2.17). Thereafter, around the primary loop, there will be another casing

and secondary wires that wind around the primary loop. In the secondary winding

will be tertiary, then quaternary, and so forth. In addition, there will be empty spaces

between the wires and casings - as we had in the Poincaré section in 2.11c. Then We

have to fill with tangled, infinite long wire - a natural stochastic trajectory that onset

in the neighborhood of the hyperbolic manifolds. Those irregular orbits are a single

connected region and cover all the empty places (see figure 2.18); hence, the irrational

tori are the sole structure that restricts the diffusion of unstable orbits - figure 2.19.

To sum up, after all the discussion of generic Hamiltonian systems through per-

turbation, we are able to understand a lack of general solutions for those cases. The

presence of irregular orbits that cover the invariant curves without repeating them-

selves and, simultaneously, islands that have an underlying fractal structure are in-

stances of the non-integrable systems’ complexity. Regardless of this impediment, we

are not curbed to comprehend and work with its complexities.
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FIGURE 2.16. Illustration of the infinite sequence of stable orbits - elliptic fixed points
- within invariant irrational curves. It aptly demonstrates the fractal structure present
in non-integrable systems [26].

FIGURE 2.17. Phase space of a perturbative system with remaining irrational tori at
the center and in the most external region. Moreover, stable islands are smaller tori
wrapping the main tori and tertiary islands wrapping the secondary ones, and so forth
[26].

2.3 Systems addressed

In order to study natural systems, we introduced a perturbation ϵH1 in a well-

known integrable system H0. H1 must have non-linear elements to disturb the phase

space effectively and break irrational and rational tori through the KAM and Poincaré-

Birkhoff fixed point theorems, respectively. Otherwise, if H1 depends on the previous

action-angle variables from H0, the system will persist linear and integrable. Never-

theless, Chirikov [31] proposed another category of a system to investigate the onset of

chaos. They are well-known today as periodic-driven systems, and the most renowned

example is the kicked rotor. Owing to their simplicity in dealing with and broad cov-

erage both in classical and quantum chaology, physicists and mathematicians turned
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FIGURE 2.18. Schematic representation of a tangled, chaotic orbit intertwining stable
tori [26].

FIGURE 2.19. Phase space of a perturbative system with remaining irrational tori at
the center and in the most external region. Moreover, stable islands are smaller tori
wrapping the main tori and tertiary islands wrapping the secondary ones, and so forth
[26].

them into one of the most exploited systems.

The general structure of their Hamiltonian is

H(p, q) = f(p) + V (q)
∞∑

n=−∞

δ(t/τ − n) (2.85)

with f(p) depending exclusively to the momentum, and V (q) to the position and en-

compassing the perturbation. The Poincaré section to analyze their phase space is not

an actual cut in a specific region; we indeed take advantage of the periodic config-

uration to establish a stroboscopic section. This means that we take pictures of the

position and momentum after each period τ . Thus, they are commonly represented as
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the following map (
qn+1

pn+1

)
= M

(
qn
pn

)
. (2.86)

which (qn, pn) are the position and momentum after nτ period and n is an integer.

Moreover, since we are treating with conservative systems, the dyadic (q, p) generates

an area-preserving map M. In order to obtain 2.86 from 2.85, we have to start with

Hamilton’s equations 2.13 and get

dq

dt
=

∂H

∂p
=
df(p)

dp
,

dp

dt
= −∂H

∂q
= −

∞∑
n=−∞

δ(t/τ − n)
dV (q)

dq
. (2.87)

In order to perform the stroboscopic section, we have just to integrate it over one

period τ . First, we set the initial time as t0 = 0+, in which the superscript + signifies

right after the kick, and as a consequence, the superscript − will denote right before the

kick. Then we free the position and momentum to evolve until the nth kick. Between

the interval n+ < t/τ < (n+ 1)−, there is no force acting on the system, resulting in

q−n+1 = q+n + τ
df(p)

dp

∣∣∣∣∣
p=p+n

p−n+1 = p+n . (2.88)

To complete the period, we have just to include the interval that passes through the

kick (n+1)− < t/τ < (n+1)+. Performing the integration, we have to assume that f(p)

is smooth - without any delta dependency - so that the position remains the same in this

small interval. The momentum integration is trivial, giving the impulse contribution

of the kick

q+n+1 = q−n+1

p+n+1 = p−n+1 + τV (qq+n+1
). (2.89)

Lastly, we just sum up the two equations to culminate in the stroboscopic map

qn+1 = qn + τ
df(p)

dp

∣∣∣∣∣
p=pn

,

pn+1 = pn − τ
dV (q)

dq

∣∣∣∣∣
q=qn+1

, (2.90)
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with the +,− index dropped because (q, p) for those maps will be defined as just after

the respective kicks.

The periodic-drive systems addressed in this dissertation are the kicked rotor

and the kicked Harper Hamiltonian; both end up respectively in the standard map and

the Harper map. In addition, we also include a prominent map to extend even more

our results in section 4.2, the perturbed cat map. Now, we shall introduce the three sys-

tems separately and discuss their peculiarities. Each will provide an instance for all the

concepts that we have discussed in the previous sections, such as KAM and Poincaré-

Birkhoff fixed point theorems, rational and irrational tori, elliptic and hyperbolic fixed

points, chaotic orbits, stable islands, and bifurcations. Those classical structures will

reappear when we shall manage the quantum counterparts in the semiclassical regime,

leaving characteristic signatures in the wavefunction.

2.3.1 Kicked rotor

Our scrutiny through the selected systems starts with the kicked rotor since it is

invariably a suitable prospect for studying classical structures and the effects of pertur-

bation on integrable systems. The system is simply a rotor with a constant radius that

is tapped periodically. Therefore, between the kicks, the rotor is free to rotate; having

completed a turn, it feels a periodic potential in the angle variable which performs the

kick. Placing the words into formulas, the Hamiltonian is

H(p, q) =
p2

2
− g

(2π)2
cos (2πq)

∞∑
n=−∞

δ(t/τ − n) (2.91)

with g as the kick-controlling parameter and the angle q varying in [0, 1]. In addition,

we have assumed that the rotor moment of inertia is unitary for simplicity. Comparing

2.91 with 2.85, we have

f(p) =
p2

2
, V (q) =

g

(2π)2
cos (2πq); (2.92)

and consequently, the resulting stroboscopic map of the kicked rotor - known as the

standard map - is

qn+1 = qn + pn mod 1,

pn+1 = pn −
K

2π
sin (2πqn+1), (2.93)
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which we just rescaled Tp → p and defined a new parameter to include the perturba-

tion K = T 2g. Allowing the momentum free to vary, the topology of the phase space

is confined into a cylinder, but since p has a symmetry regarding translational boost by

n ∈ Z, we can restrict all the momentum into the interval [0, 1]. The map then becomes

(
qn+1

pn+1

)
=

(
1 1
0 1

)(
qn
pn

)
− K

2π
sin (2πqn+1)

(
0
1

)
mod 1. (2.94)

To begin our analyses of the system, we start considering it without perturba-

tion, i.e., K = 0. The kicked rotor is free to whirl and then is integrable. Conveniently,

(p, q) is already the action-angle coordinates, and the stroboscopic map is(
qn+1

pn+1

)
=

(
1 1
0 1

)(
qn
pn

)
mod 1. (2.95)

The momentum is naturally constant pn = p0; in addition, it will determine whether

the structure of the tori is rational or irrational since (qn+1 − qn) = p0 = ω0. In figure

2.20a, we can see the phase space for different initial conditions. First, the rational tori

are evident when p0 = r/s with s being the period and r the rotation times. In the map,

they are represented by (s + 1) points (since the modulus makes q = 0 and q = 1 the

same) in a constant p value. On the other hand, if the frequency is an irrational number,

we end up with KAM or irrational tori: solid lines in the map depicting trajectories that

never close.

(A) (B) (C)

FIGURE 2.20. Standard map generated with the following parameters (A) K = 0, (B)
K = 0.1, and (C) K = 0.95.

Now, with the perturbation K ̸= 0, we shall increase gradually in order to ex-

amine all the considerations made in section 2.2. Owing to the non-null perturbation,

p0 is not the frequency anymore - ω1 becomes more intricate to predict - but the map
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will provide a reliable source of information about what will happen to each torus.

We start with K = 0.1 in figure 2.20b; it is directly detectable that the two aforemen-

tioned theorems play their role in the non-integrable system. The Poincaré-Birkhoff

fixed point theorem has already acted on the 0/1 and 1/2 rational tori by emerging the

elliptic orbits with their invariant curves and the hyperbolic orbits with their stable

and unstable manifolds, as discussed in figure 2.11c. Consequently, the KAM theorem

also is present since there are some irrational tori yet preserved, such as in the region

q ≈ 0.6 or q ≈ 0.8; in contrast to some KAM tori such as
√

1/3 or
√
1/7 that have

already broken.

Increasing even more to K = 0.95 (figure 2.20c), the action of the perturbation

into the neighborhood of hyperbolic fixed points becomes evident. Stochastic trajecto-

ries around the invariant curves take place by exploring all the free regions - they are

only limited vertically by the last KAM torus depicted around the elliptic fixed point

1/2. Now, Comparing K = 1.2 (figure 2.21a) and K = 2.05 (figure 2.21b), we can no-

tice the trajectories predominantly submerged in the chaotic sea but dividing the phase

space with substantial stable islands. Moreover, there is a clear exemplification of frac-

tal structure within the 0/1-island and a period-doubling bifurcation occurring in the

1/2-island, which enhances the amount of hyperbolic fixed points, favoring chaos. Fi-

nally, to K = 10, there is no apparent stable structure, and the map is essentially fully

chaotic - see figure 2.21c.

(A) (B) (C)

FIGURE 2.21. Standard map generated with the following parameters (A) K = 0.95,
(B) K = 2.05, and (C) K = 10.

To conclude, we include the formula of the generating function S(qn, qn+1; ln,mn)

of the system. It provides an alternative method to obtain the map and will be funda-
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mental when we shall address kicked rotor’s semiclassical regime. Thus, from 2.19, we

have

pn = − ∂S

∂qn
, pn+1 =

∂S

∂qn+1

; (2.96)

and by integrating the previous equations and relating them, we can readily check that

S(std)(qn, qn+1; ln,mn) =
1

2
(qn+1 − qn + ln)

2 +
K

4π2
cos (2πqn+1)−mnqn+1, (2.97)

with ln and mn being integers that restrict qn and pn respectively to the unitary modu-

lus.

2.3.2 Kicked Harper Hamiltonian

The second covered system is the kicked Haper model introduced by Lebouef

et al. [32]. Now, the periodic perturbation is present both in momentum and position

coordinates, increasing generality. In order to describe the structure of the electronic

energy band when submitted to an external magnetic field, Harper proposed the effec-

tive Hamiltonian of a cubic lattice considering only the nearest-neighbor [33]

H(q, p) = cos p+ λ sin q, λ = 1. (2.98)

Inspired by Harper, Lebouef presented the kicked Harper Hamiltonian

H(p, q) =
L

(2π)2
cos (2πp)− A

(2π)2
cos (2πq)

∞∑
n=−∞

δ(t/τ − n) (2.99)

with A and L as parameters.

Analogous to the kicked rotor, the angle form of q and the clear symmetry in p

restrict themselves to the period 2π. Similarly, we compare 2.99 with 2.85 to acquire

f(p) =
L

(2π)2
cos (2πp), V (q) =

A

(2π)2
cos (2πq) (2.100)

and result in the stroboscopic map of the kicked Harper Hamiltonian - known as the

kicked Harper map

qn+1 = qn −
L

2π
sin (2πpn) mod 1

pn+1 = pn +
A

2π
sin (2πqn+1), (2.101)
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which we have to rescale the momentum again and combine the periods τ with the

parameters A and L. Introducing the periodicity in momentum, we have the following

map (
qn+1

pn+1

)
=

(
1 0
0 1

)(
qn
pn

)
+

1

2π

(
−L sin (2πpn)
A sin (2πqn+1)

)
mod 1. (2.102)

The perturbation analyses for the kicked Harper map are proximate to those for

the standard map due to their similarities in the formulation. In addition, we settle

A = L in order to work with a single parameter whereby does not affect any measure

performed throughout this dissertation.

When A is small, we can notice that some KAM tori are yet preserved; for in-

stance, A = 0.1 in figure 2.22a. The irrational tori take rhombus structures reflecting

the integrable system. Moreover, with the advent of another non-integrable term in the

Hamiltonian, the formation of the island is premature, and they occupy a considerable

volume in phase space already.

For the approximate interval 1 ⪅ A ⪅ 4, all the KAM tori have already been

broken. On top of that, owing to the strong non-linearity, the stochastic demeanor in

the hyperbolic fixed points spreads rapidly, and the system is divided between stable

islands and the chaotic sea (dubbed the mixed regime). An example of this case is the

figure 2.22b with A = 3.56 - small islands are submerged in chaos. Finally, for A ⪆ 5,

practically all of the system is chaotic with undetectable stable fixed points - see figure

2.22c with A = 8,56.

Therefore, we also need the generating function, which is also obtained from

2.96 by integrating and comparing the resulting map. Thus, the action becomes

S(hrp)(qn, qn+1; ln,mn) =
L

4π2

[
1− 4π2

L2
(qn − qn+1 − ln)

2

]1/2
− A

4π2
cos (2πqn+1)

− 1

2π
(qn − qn+1 − ln) arcsin

(
2π

L
(qn − qn+1 − ln)

)
− −mnqn+1. (2.103)
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(A) (B) (C)

FIGURE 2.22. Surface of section of the kicked Harper map for different values of the
perturbation parameter (A) A = 0.1, (B) A = 3.56, and (C) A = 8.56.

2.3.3 Perturbed cat map

For the last system considered, we deviate from the periodic-driven Hamiltoni-

ans and aim towards a well-established map in the chaos theory, a family of perturbed

cat maps. They originated from the globally hyperbolic Anosov linear area-preserving

map and just added a perturbation term [34, 35]. The map is defined as follows(
qn+1

pn+1

)
=

(
2 1
3 2

)(
qn
pn

)
− κ

2π
cos (2πqn)

(
1
2

)
mod 1. (2.104)

with κ as parameter.

For κ ≤ (
√
3 − 1)/

√
5 ≈ 0.33, the map is an Anosov system, which is proven

to have only hyperbolic fixed points. In other words, the topology of the orbits of the

perturbed system is conjugate to those of κ = 0 - figure 2.23a showcases this scenario

for κ = 0.2. Increasing κ above this threshold, hyperbolic orbits can bifurcate to form

elliptic orbits, consequently, stable islands. An instance is κ = 6.67 with two islands

immersed in the chaotic sea (figure 2.23b).

Lastly, the generating function for the perturbed cat map is

S(cat)(qn, qn+1; ln,mn) = q2n+1 + q2n − qn+1qn −
κ

4π2
(4π cos (2πqn)− sin (2πqn))

− lnqn(1− 2qn+1)−mnqn+1. (2.105)

The classical properties of non-linear systems are interesting per se. However,

we advance in content and investigate what occurs to non-linear systems when their

Hamiltonians are brought to Schrodinger’s equation. In other words, what are the de-

meanor of the energy levels and eigenstates of the classic chaotic Hamiltonians? The
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(A) (B)

FIGURE 2.23. Surface of section of the perturbed cat map for different values of the
perturbation parameter (A) κ = 0.2 and (B) κ = 6.67.

effect of the classical systems on their quantum counterpart is exposed in the semi-

classical regime, i.e., the action variables are much larger than the Planck constant (or

summarized with the limit ℏ → 0). Consequently, the influence of the stable and unsta-

ble trajectories will become meaningful, allowing parallels between the classical and

quantum worlds.

In the following chapter, we shall discuss this position giving rise to the

Gutzwiller trace formula - which provides the density of states in the function with

only classical entities. Thereafter, in possession of the density, almost any information

can be obtained from the system with a certain precision, including the eigenstates

intensities for different classical regimes - fundamental for our analysis in chapter 5.





Chapter 3

Semiclassical physics

The previous chapter aptly demonstrates how exquisite and grounded the clas-

sical mechanics’ properties are and how they fit our intuition. So it is reasonable that

the so-called "old quantum theory" has been based on concepts that alluded to classi-

cal wisdom about the considered systems. The earliest examples have initiated with

Planck dividing the classical energies into strata and Bohr postulating that the classi-

cal angular momentum has been quantized for confined potentials, which has set the

allowed orbits at the rudimentary atom model.

On top of that, a generalization could be made to bring the concept of classical

action. It has culminated in the Bohr-Sommerfeld quantization rule - the action has be-

come the quantized entity. The last and most remarkable classical-based quantization

in the period was constructed first by Einstein and complemented by Brillouin and

Keller [36, 37, 38], the so-called EBK-quantization. Their rule has been the most full-

fledged since it has generalized the Bohr-Sommerfeld formula for integrable systems.

They have relied upon the action of the irreducible circuits γi to demonstrate that the

quantum levels must follow the systems’ tori in addition to counting their caustics.

However, although Einstein’s appeal for a well-founded formulation, in 1926,

Schrödinger presented to science community the formal quantum mechanics as we

know today - totally based on probabilistic theory. Consequently, physicists have

leaned their heads down to the new foundation and have started to explore all the

new outcomes and oddities that have come up with it. Years later, at the end of the

60s, Physicists were searching for alternatives to grasp the quantum peculiarities and

solve hard problems that, despite being well-defined in mathematical terms by quan-

55



56 CHAPTER 3. SEMICLASSICAL PHYSICS

tum mechanics, culminated in endless and foggy computation. For this reason, they

ended up coming back to firmly grounded classical mechanics.

In order to bring classical wisdom to quantum systems, the correspondence

principle has to be put into play. As stated by Niels Bohr, the principle claims that

the quantum theory must lead to the classical theory under limiting conditions. This

frontier has been dubbed the semiclassical limit in which the system’s action variables

are larger than the Planck constant ( S =
∫
pdq ≫ ℏ), or simply considering ℏ → 0 for

the quantum systems.

Semiclassical physics was intended to provide physical insights into various

quantum systems that Schrodinger’s wave mechanics had masked. It becomes evi-

dent from the fact that, in classical mechanics, the evolution of trajectories is promptly

specified in phase space. Nevertheless, the uncertainty principle frustrates its definite

characterization since we cannot perceive momentum and position with arbitrarily

high precision. So the semiclassical limit has revealed that a description bringing clas-

sical knowledge was available somewhere between the worlds. It could provide infor-

mation about unforeseen quantum concepts with established classical foundations.

Therefore, it had been into these considerations that classical chaotic systems

started to be questioned about their quantum counterparts. Due to some of their KAM

tori being destroyed, the EBK quantization rule could not be applied to those situa-

tions, and just solving Schrödinger’s equation was also impractical. Consequently, in

1977, Casati and Ford [39] first brought into the discussion how would be the connec-

tion between these two seemingly disjointed strands. It was expected that quantum

levels of non-integrable systems were obtained solely from classical information. With

his ingenious works [40, 41, 42, 43], Gutzwiller provided answers to those investiga-

tions culminating in the trace formula. The field began to develop and became dubbed

quantum chaos: the exploration of the chaotic influences in quantum properties.

That said, in this chapter, we shall inspect the semiclassical theory in all its

essence by starting with a coverage of the most employed tenet of semiclassical

physics: the stationary phase method. Thus, we shall be able to address the principles

of the integrable systems when the limit ℏ → 0 is taken. Afterward, non-integrable

systems will be approached, culminating in Gutzwiller’s trace formula. Finally, with
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all this background, we shall see the semiclassical theory applied to classical maps.

3.1 Stationary phase method

As Gutzwiller has stated [19], there are two guideposts in the considerations of

the semiclassical regime, first is the semiclassical propagator proposed by Van Vleck in

1928 [44], and the second is the employment of the stationary phase method whenever

an integral comes up. We shall address the basic concepts to obtain a semiclassical

expression for the intensities of our quantum maps’ eigenstates. The first step is to

investigate the most utilized procedure in semiclassical physics, dubbed the stationary

phase method.

As we shall see later in this chapter, there will be entities with an imaginary

exponential of the form exp ((i/ℏ)Ω(x)), such that Ω is a function of another variable

x. Since we claim to be in the semiclassical regime, the Planck constant tends to zero

ℏ → 0, i.e., the imaginary exponential oscillates rapidly between −1 and 1. Therefore,

any integral of a function along with exp ((i/ℏ)Ω(x)) in the integrand will be null unless

there is a point in the phase where Ω is stationary.

Generally, we will be faced with the integral∫ x2

x1

e(
i
ℏΩ(x))dx. (3.1)

Having known that the function Ω(x) has a stationary point at x = xs within the inter-

val x1 < xs < x2, we expand the function until second order

Ω(x) = Ω(xs) +
∂Ω

∂x

∣∣∣∣∣
x=xs

(x− xs) +
1

2

∂2Ω

∂x2

∣∣∣∣∣
x=xs

(x− xs)
2 +O3 (3.2)

≃ Ω(xs) +
1

2

∂2Ω

∂x2

∣∣∣∣∣
x=xs

(x− xs)
2 (3.3)

and substitute it into the integral 3.1∫ x2

x1

e(
i
ℏΩ(x))dx ≃ e

i
ℏΩ(xs)

∫ x2

x1

e
i
2ℏΩ

′′(xs)(x−xs)2dx. (3.4)

Owing to the integral being zero for x away from xs, it is no difference whether we

extend the integral to the entire real axis instead of only the interval [x1, x2].
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Hence, we are left with an integration of a complex Gaussian

e
i
ℏΩ(xs)

∫ ∞

−∞
e

i
2ℏΩ

′′(xs)(x−xs)2dx = e
i
ℏΩ(xs)

√
2πiℏ
Ω′′(xs)

(3.5)

= e
i
ℏΩ(xs)

√
2πℏ

|Ω′′(xs)|

√
sgn(Ω′′(xs))i (3.6)

=

√
2πℏ

|Ω′′(xs)|
e

i
ℏΩ(xs)+sgn(Ω′′(xs))iπ/4 (3.7)

where
√

sgn(Ω′′(xs))i was rewritten following√
sgn(Ω′′(xs))i =

√
±i =

√
e±iπ/2 = e±iπ/4 = esgn(Ω′′(xs))iπ/4. (3.8)

Nevertheless, the integral 3.1 is a simple case of a one-dimensional variable x.

In general, systems will revolve around multidimensional variables x = (x1, . . . , xN)

like position and momentum. Thus, the integral becomes∫ x2

x1

e(
i
ℏΩ(x))dx. (3.9)

with the stationary points xs. Once more, we expand Ω(x) until the second order

Ω(x) ≃ Ω(xs) +
1

2

N∑
i,j=1

(x− xs)
T
i

∂2Ω(xs)

∂xi∂xj
(x− xs)j (3.10)

and perform an orthogonal transformation due to the symmetry of the Hessian matrix

∂2Ω(xs)/∂xi∂xj . So, by defining L to be real and orthogonal, which diagonalizes the

Hessian matrix, we have the transformation of x and the Hessian matrix [45]

Lx = y,
N∑

i,j=1

(x− xs)
T
i

∂2Ω(xs)

∂xi∂xj
(x− xs)j =

N∑
j=1

λjy
2
j (3.11)

respectively, with y being the eigenvectors and λ the eigenvalues.

The 3.9 integral can be written as

∫
· · ·
∫ N∏

i=1

dxie
( i
ℏΩ(x)) ≃ e(

i
ℏΩ(xs))

∫
· · ·
∫ N∏

i=1

dxi exp

[
i

2ℏ

N∑
j=1

λjy
2
j

]
, (3.12)
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which is N one-dimensional integrals analog to 3.5. Therefore, we extend the interval

to the real axis, and the N integrals 3.12 will culminate in√
(2πℏ)N

|λ1| . . . |λN |
e(

i
ℏΩ(xs)) exp

[
iπ

4

(
sgn(λ1) + · · ·+ sgn(λN)

)]
(3.13)

=

√
(2πℏ)N

| det (Ω′′)|
e(

i
ℏΩ(xs)+i

π
4
γ), (3.14)

where γ is the number of positive eigenvalues minus negative eigenvalues, and Ω′′ is

the Hessian matrix.

3.2 Semiclassical integrable systems

In order to start dealing with semiclassical physics, we shall derive the expres-

sion for integrable systems leading to the EBK quantization rule. Moreover, it will en-

able us to identify the periodic orbits’ influence following the Berry-Tabor description

of quantum integrable systems.

The time-dependent WKB approximation is appropriate to evaluate the inte-

grable systems [24]. First of all, we invoke Schrodinger’s equation

iℏ
∂ψ

∂t
= Hψ (3.15)

and apply the WKB approximation by considering the ansatz

ψ(q, t) = A(q, t)eiσ(q,t)/ℏ. (3.16)

Substituting it into the Schrodinger equation, we are left with

iℏ
∂A

∂t
− A

∂σ

∂t
= e−iσ/ℏH(q̂, p̂)eiσ/ℏA (3.17)

= H(q̂, p̂+
∂σ

∂q
)A. (3.18)

As a first semiclassical approximation ℏ → 0, the zero-order of ℏ is simply

∂σ

∂t
= H(q̂, p̂+

∂σ

∂q
) = H(q̂,

∂σ

∂q
), (3.19)

where the momentum is neglected from its own definition p̂ = −iℏ∂/∂q.
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Whether we compare equation 3.19 with 2.50, it is unequivocal that 3.19 is essen-

tially the Hamilton-Jacobi equation. Consequently, the previously mentioned consid-

erations about 2.50 may be applied here. For instance, along with an initial condition

σ(q, t = 0) = R(q0, 0), we obtain the solution of the action 2.53.

Furthermore, 3.19 displays that the semiclassical wavefunction is associated

with the evolution of the Lagrangian surface Σt - defined by p(q, t) = ∂σ/∂q and de-

picted in figure 2.5.

From the ordinary approach of seeking solutions similar to plane waves, we

request solutions where p is independent of time t. In other words, as in section 2.1.3,

we pursue actions of the form

σ(q, t) = W (q)− Et. (3.20)

In fact, they are invariant Lagrangian surfaces leading to a conserved Hamiltonian

H(q,p) = −∂σ
∂t

= E (3.21)

as in 2.55. Therefore, we are dealing with the time-independent Hamilton-Jacobi equa-

tion in which the solutions only exist for integrable systems, as extensively discussed

in section 2.1.3.

Recalling from the integrable system, those invariant surfaces are actually the

classical tori with momentum given by

p = p(q, I). (3.22)

Additionally, the actionW (q, I) is the generating function that has to hold the equation

2.62. The new variables ϕ and I correspond to operators in the semiclassical limit that

follow the commutation relations

[Îi, Îj] = [ϕ̂i, ϕ̂j] = 0 [Îi, ϕ̂j] = iℏ. (3.23)

As a consequence of the integrable systems’ description is based on the fact that

H = H(Î), H and Î must commute, generating good quantum numbers. This means

that the wavefunction ψI(ϕ) must have a constant amplitude

|⟨ϕ|ψI⟩|2 = |ψI(ϕ)|2 = constant = c2. (3.24)



3.2. SEMICLASSICAL INTEGRABLE SYSTEMS 61

Moreover, the probability must conserve regardless of the representation, so

|ψI(ϕ)|2dϕ = |ψI(q)|2dq. (3.25)

From 3.16, the amplitude gives

A2 = |ψI(q)|2 ∝
∣∣∣∣det(∂ϕ∂q

)∣∣∣∣ = ∣∣∣∣det( ∂2σ

∂q∂I

)∣∣∣∣ , (3.26)

resulting in the wavefunction for the tori I

ψI(q, t) = c

∣∣∣∣det( ∂2σ

∂q∂I

)∣∣∣∣1/2 eiσ(q,I,t)/ℏ, (3.27)

or we separate the action with 3.20 and get the plane waves format

ψI(q, t) = c

∣∣∣∣det( ∂2W∂q∂I

)∣∣∣∣1/2 eiW (q,I)/ℏeiEt/ℏ. (3.28)

Furthermore, we have to consider that the Lagrangian surface, defined by pI(q),

intercepts the L-dimensional plane q = const multiple times. For this reason, the ac-

tion W is multivalued, and the proper solution has to be a superposition of the actions

Wj(q, I). Another imperative deliberation is when a divergence takes place in the am-

plitude of 3.28.

The determinant can be opened with 2.61 leading to

det

(
∂2W

∂q∂I

)
= det

(
∂ϕ

∂q

)
= det

(
∂ϕ

∂p

)
det

(
∂p

∂q

)
. (3.29)

The second term in equation 3.29 showcases that it diverges at the boundaries of the

torus layers, i.e., the caustics of the torus. To solve this hurdle, we may follow Maslov’s

method and introduce a constant phase α in the wavefunction 3.28

ψI(q, t) = c
∑
j

∣∣∣∣det(∂2Wj

∂q∂I

)∣∣∣∣1/2 eiW (q,I)/ℏ−iαjπ/4eiEt/ℏ, (3.30)

which is known as the semiclassical wavefunction for integrable systems.

The insertion of the phase αj is more transparent with a particular example. So

we set aside in the appendix A a discussion about the phase presence. Additionally,

in the addendum, it is revealed that the energy spectrum for integrable systems comes

from stratification of the actions I = ℏ(n+ µ/4), resulting in

En = H
[
I = ℏ

(
n+

µ

4

)]
. (3.31)
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µ is dubbed the Maslov index and reckons the number of times that ∂q/∂p becomes

positive minus the number of times that ∂q/∂p becomes negative when run along the

irreducible circuit γi for each degree of freedom i = 1, . . . , L.

According to 3.31, the eigenenergies are the Hamiltonian surface that touches

the action lattice at some point. For instance, for the two-dimensional harmonic oscil-

lator, with the straightforward Hamiltonian

H = ω1I1 + ω2I2 = E (3.32)

I2 = −ω1

ω2

I1 +
E

ω2

, (3.33)

provides an intelligible visualization of the panorama. The energy E is varied continu-

ously in 3.33 and imprints every time a curve touches the lattice (I1 = ℏ(n1 +1/2), I2 =

ℏ(n2 + 1/2)) - figure 3.1 displays two curves regarding two eigenenergies.

FIGURE 3.1. Illustration of two surfaces of energy for the two-dimensional harmonic
oscillator. It depicts clearly how the eigenenergies are obtained from the quantized tori
for integrable systems [24].

Therefore, if we bring the system to the semiclassical limit, which conveys large

values of n and a dense lattice, and construct the energy smoothly dependent on a pa-

rameter, degeneracies will emerge, and integrable systems will boast a Poisson energy

level statistic. This property is a hallmark since it differs from non-integrable systems

that require more than one parameter to produce a degeneracy, indicating a strong

level of rigidity.
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3.2.1 Trace formula for integrable systems

We have seen through the semiclassical description that the eigenenergies are

intrinsically related to the classical tori for integrable systems. Nevertheless, for non-

integrable systems, Gutzwiller has discovered a dependence of classical periodic orbits

on the density of states. Therefore, following Berry and Tabor’s argument [46], the

density of states, viz. energy levels, for integrable systems is also connected to the

periodic orbits of their classical counterpart.

To begin, considering an integrable system with f degrees of freedom, the den-

sity of states’ definition is

ρ(E) =
∑
n

δ(E − En) (3.34)

where the vector n is the quantum numbers (n1, n2, . . . , nf ) attached to the classical

actions I = (I1, I2, . . . , If ) by the EBK quantization 3.31. Hence, the density becomes

ρ(E) =
∑
n

δ
[
E −H

(
I = ℏ

(
n+

µ

4

))]
. (3.35)

The equation 3.35 per se instigates us to describe the density of states as a Fourier

sum over a reciprocal lattice of integers vectors M. As a consequence, the delta func-

tion will be a by-product of a superposition of plane waves with wave vector M.

Instead of applying the Fourier transform directly, we shall utilize Poisson’s for-

mula to get the expression of the reciprocal lattice. So, given a function f(x) and its

Fourier transform g(y), one can reach the relation
∞∑

ν=−∞

f(ν) =
∞∑

µ=−∞

g(µ). (3.36)

Defining f as the delta function and substituting it into Poisson’s formula, we have

that the density of states is given by∑
n

δ
[
E −H

(
ℏ
(
n+

µ

4

))]
=

∑
M

∫
dnδ

[
E −H

(
ℏ
(
n+

µ

4

))]
e2πiM·n (3.37)

=
1

ℏf
∑
M

e−πiM·µ/4
∫
dfIδ [E −H (I)] e2πiM·I, (3.38)

where we have used the discrete tori In = ℏ(n+µ/4), and the integral in the actions is

only at the first quadrant since the quantum numbers are positive integers.
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In particular, we can split the density into contributions of M = 0 and M ̸= 0.

The former is the notorious Thomas-Fermi density, which addresses the lowest ap-

proximation of many interacting particles,

ρ̄(E) =
1

ℏf

∫
dfIδ [E −H (I)] (3.39)

=
1

(2πℏ)f

∫
dfIdfθδ [E −H (I)] (3.40)

=
1

ℏf

∫
dfqdfpδ [E −H (q,p)] . (3.41)

In addition, its interpretation unequivocally pops up from 3.41. On average, each state

occupies a volume of ℏf in the phase space, from this fact is also called the Weyl term.

The latter is the kernel of the semiclassical foundation: the fluctuation of the density

of states. It showcases the deviations from the average and provides the non-trivial

aspects embedded into the semiclassical system. As a result, the fluctuation reads

ρ̃(E) =
1

ℏf
∑
M ̸=0

e−πiM·µ/4
∫
dfIδ [E −H (I)] e2πiM·I, (3.42)

Arising from the Poisson formula, which requires many terms of integers M to

produce a delta function, the integral in 3.42 is brought to the stationary phase method

by the reason that the exponential varies rapidly compared to the remaining integrated.

In order to find the stationary points of M ·I, we take advantage of the Lagrange

multipliers since the delta gives us a constraint. Thus, we define the Lagrangian func-

tion

L(I, λ) = M · I− λ(H(I)− E) (3.43)

where

∇I,λL = 0. (3.44)

The derivative at I provides us the value of the Lagrange multiplier λ

0 = ∇IL = M− λ
∑
i

∂H

∂Ii
. (3.45)

Recalling the frequencies’ equation for integrable systems in 2.59, we are left with

M = λω (3.46)

(3.47)
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If we dub λ = 1/ω0, it becomes evident that the stationary points are the periodic

orbits since their frequencies follow the result

ωi =Miω0, Mi as an integer, (3.48)

and, consequently, hold the commensurability relation 2.66. Moreover, to perform the

integral 3.42 using the stationary points, we take benefit of Gutzwiller’s local coordi-

nates, however, in the action space. The reason lies in managing to separate the delta

for one integral and be left with the f − 1 complex integrals.

To address the delta, the first new action ξ0 points along the normal to the sur-

face of constant energy. The remaining new actions (ξ1, . . . , ξf−1) are tangential on the

surface, where figure 3.2 illustrates this scenario for an integrable system with f = 3.

FIGURE 3.2. Energy surface depiction in the 3-dimensional action space. The vector ξ0
is defined normal to the surface, and the other two xi2 and ξ3 are perpendicular to the
energy shell. [23]

Along with the coordinate transformation, the integral turns into

ρ̃(E) =
1

ℏf
∑
M ̸=0

e−πiM·µ/4
∫
df−1ξ

∫
dξ0δ [E −H (ϵ0)] e

2πiM·I (3.49)

=
1

ℏf
∑
M ̸=0

e−πiM·µ/4
∫
df−1ξ

∫
dξ0δ (ξ0) e

2πiM·I
∣∣∣∣∂ξ0∂H

∣∣∣∣ , (3.50)

where we note that

∂H

∂ξ0
=
∂H

∂I

∂I

∂ξ0
= ω(I)

∂I

∂ξ0
. (3.51)
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Taking the modulus of 3.51 and assuming a unitary Jacobian for the local transforma-

tion ∣∣∣∣∂ξ0∂H

∣∣∣∣ = ∣∣∣∣ 1

ω(I)

∣∣∣∣ . (3.52)

Finally, the f − 1 integrals are solved by the stationary phase method, and, as

aforementioned, the stationary points lie in the periodic orbits. Thus, we expand the

exponential until the second order and deal with Gaussian integrals. The result is the

equation 3.14 where

Ω = 2π
∑
i

MiIi (3.53)

and the determinant becomes

| det (Ω′′)| = (2π)f−1

∣∣∣∣det(M · ∂2I

∂Ii∂Ij

)∣∣∣∣ (3.54)

and γM are the number of positive eigenvalues minus the negative eigenvalues from

the matrix Ω′′.

After the Gaussian integrals, the density fluctuation becomes

ρ̃(E) =
1

ℏf
∑
M̸=0

e−πiM·µ/4
∣∣∣∣ 1

ω(I)

∣∣∣∣ ( ℏ
|M|

) f−1
2 1√

K(I)|I0
e2πiM·I0/ℏ+iπγM/4. (3.55)

where I0 represents the action for the periodic orbits and K(I) is the matrix that mea-

sures the curvature of the constant-energy surface in the action space. Rearranging the

terms of 3.55

ρ̃(E) =
1

ℏ
f−1
2

∑
M̸=0

1

|ω(I)||M| f−1
2

1√
K(I)|I0

exp

[
2πi

ℏ
M · I0 −

πi

4
M · µ+

iπ

4
γM

]
(3.56)

and adding the mean density from the Thomas-Fermi 3.41, we get the Berry-Tabor

equation in terms of periodic orbits. As we shall see in the next section 3.3, the density

fluctuations 3.56 make a parallel with the prominent Gutzwiller trace formula for non-

integrable systems.

3.3 Semiclassical non-integrable systems

Despite being important for promoting an acquaintance with semiclassical

physics, integrable systems are far from our natural, real phenomena. So, a devel-
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opment in the direction of non-integrable systems is required. However, their quan-

tization, from semiclassical perspectives, had provided a hard time for physicists, as

stated by Einstein [36], where he could not perceive a quantization when classical tori

started to break in systems.

This Einstein quandary is aptly identified when we face solving the Schrodinger

equation 3.15 with non-linear terms into the Hamiltonian. The previous natural solu-

tion of stationary wavefunctions led us to invariant Lagrangian surfaces. Nevertheless,

those structures are actual tori that are not globally present in non-integrable systems

- as thoroughly discussed in chapter 2. Therefore, their solutions are not of the form

3.30 and demand a distinct resolution.

3.3.1 The propagator and the Green function

From the lack of complete invariant surfaces, the maneuver with the wavefunc-

tion of non-linear systems will not furnish information about the energy spectrum as

3.31. The section 3.2.1, however, has enlightened us about the possibility of an addi-

tionally accessible path to the energy levels: the definition of the density of states 3.34.

Namely, in quantum mechanics, when the density of states is stated, naturally emerges

the Green function G(q′′,q′, E) - and underlying the propagator K(q′′,q′, t). Therefore,

we shall investigate the non-integrable systems through both functions.

First of all, information about the physics of a quantum system can be prop-

erly obtained from the propagator K(q′′,q′, t), which corresponds to the spread of the

wavefunction at the position q′′ after a time t when it was previously concentrated at

the position q′. Consequently, putting it into mathematical formulae

K(q′′,q′, 0) = δ(q′′ − q′) (3.57)

iℏ
∂

∂t
K − ĤK = 0, (3.58)

we note that K is simply a wavefunction with a delta as an initial condition. Also, we

have to establish that K(q′′,q′, t) = 0 for t < 0.
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Thus, from the completeness property of the wavefunctions

δ(q′′ − q′) =
∞∑
i=0

ψi(q
′′)ψ∗

i (q
′), (3.59)

the propagator can be written as

K(q′′,q′, t) =
∞∑
i=0

ψi(q
′′)ψ∗

i (q
′)e−Eit/ℏ, (3.60)

or in expectation value format

K(q′′,q′, t) = ⟨q′′| eiĤt/ℏ |q′⟩ . (3.61)

The propagator 3.60 invites us to examine it like a Fourier expansion with re-

spect to time t. From this perspective, the Green function G(q′′,q′, E) rises and is de-

fined as follows

G(q′′,q′, E) =
1

iℏ

∫ ∞

0

dtK(q′′,q′, t)eiEt/ℏ, (3.62)

which is a Laplace integral because t is positive. On top of that, in order to ensure

convergence of the integral, a small positive imaginary value iϵ can be appended to

the energy E → E + iϵ, whereby defines the Green function in the upper half of the

complex plane.

We can evaluate the integral substituting the propagator’s expression 3.60

G(q′′,q′, E + iϵ) =
1

iℏ

∫ ∞

0

dt
∞∑
i=0

ψi(q
′′)ψ∗

i (q
′)e(E+iϵ−Ei)t/ℏ, (3.63)

and performing the trivial integral, we obtain an explicit form of the Green function

G(q′′,q′, E + iϵ) =
1

iℏ

∞∑
i=0

ψi(q
′′)ψ∗

i (q
′)

e(E+iϵ−Ei)t/ℏ

(E + iϵ− Ei)i/ℏ

∣∣∣∣∣
∞

0

(3.64)

=
∞∑
i=0

ψi(q
′′)ψ∗

i (q
′)

(E + iϵ− Ei)
. (3.65)

The equation showcases that the Green function encompasses important physical in-

formation about the system. For instance, its poles provide energy levels, and its

residues furnish wavefunctions.
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Moreover, we can separate the denominator into its real and imaginary part

1

E + iϵ− Ei
=

E − Ei
(E − Ei)2 + ϵ2

− iϵ

(E − Ei)2 + ϵ2
, (3.66)

By taking the limit of ϵ→ 0, the first term becomes just 1/(E−Ei), and the second term

advantageously cancels out. So, the real part of 3.66 is dubbed principal P (1/(E−Ei)) -

without the pole. However, whenE = Ei, the principal part cancels, and the imaginary

part turns into a delta δ(E − Ei). To sum up, the denominator can be expressed as

1

E + iϵ− Ei
= P

(
1

E − Ei

)
− iπδ(E − Ei), (3.67)

and the Green function takes on the form

G(q′′,q′, E + iϵ) = P

[
∞∑
i=0

ψi(q
′′)ψ∗

i (q
′)

(E + iϵ− Ei)

]
− iπ

∞∑
i=0

ψi(q
′′)ψ∗

i (q
′)δ(E + iϵ− Ei). (3.68)

If we take the trace of the Green function - q′′ = q′ = q, the integral in wave-

functions summation will be unitary from 3.59 and we are left with

G(E+iϵ) = Tr[G(q′′,q′, E+iϵ)] =

∫
dqG(q,q, E+iϵ) = P

[
1

(E + iϵ− Ei)

]
−iπδ(E+iϵ−Ei).

(3.69)

Therefore, from the definition of the density of states 3.34, we get

ρ(E) = − 1

π
Im(G(E)) =

∑
i

δ(E − Ei), (3.70)

where the energy E is set to be complex (E+ iϵ), and we shall maintain this convection

to avoid always writing iϵ. It will endure until the necessity of a separation in chapter

5. The result 3.70 is paramount since it justifies our approach with the propagator and

the Green function.

3.3.2 Semiclassical Green function

Now, we shall find a formula for the propagator in the semiclassical limit that

will lead us to an approximation for the Green function via Fourier transforms. There-

after, we shall have a function to obtain information about the eigenstates and eigenen-

ergies of non-integrable systems.
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First of all, in order to find the propagator, we rely upon the equation 3.60 be-

cause WKB approximation 3.16 still provides an appropriate wavefunction ψ(q, t). In a

similar fashion to the calculation in section 3.2, we pursue an expression for the ampli-

tude and the phase, but the action variables I do not provide good quantum numbers

anymore.

Once more, the fundamental factor is that probability density |ψ(q, t)|2 is con-

served. It establishes that the initial and final conditions of the wavefunction must

hold

|ψ(q′, t)|2dq′ = |ψ(q′′, t)|2dq′′ (3.71)

or

|A(q′′, t)| = |A(q′, 0)|
∣∣∣∣det dq′

dq′′

∣∣∣∣1/2 . (3.72)

Thus, we have a blueprint of the wavefunction for t > 0

ψ(q′′, t) = A(q′, 0)

∣∣∣∣det dq′

dq′′

∣∣∣∣1/2 e i
ℏ [σ0(q

′,0)+σ(q′,q′′,t)] (3.73)

On top of that, two considerations have to be encompassed. The first is that the

generating function is multivalued, which introduces a summation in 3.73 similar to

3.30. The second is that the system can pass through points where the determinant may

diverge when running along the trajectories, as in figure 2.6. Therefore, these caustics

are remedied with iπ/2 into the phase. The final expression is

ψ(q′′, t) =
∑
j

A(q′
j, 0)

∣∣∣∣det ∂q′
j

∂q′′
j

∣∣∣∣1/2 e i
ℏ [R0(q′

j ,0)+R(q′
j ,q

′′
j ,t)]+iπαj/2, (3.74)

with αj being the number of all sorts of position caustics of the j-th trajectory between

q′ and q′′, and we have conveniently changed to the action R(q′,q′′, t) since it is the

generating function itself as in 2.53.

Before inserting 3.74 into 3.60, we must consider that the Lagrangian surfaces

are not invariant for non-integrable systems. In specific, the propagator uniformly as-

sembles all the positions into the momenta at t = 0, defining the Lagrangian surface

Σ0, and spreads them to the appropriate Lagrangian surface Σt, as shown in figure 3.3.

Nonetheless, there is no generation function σ(q, ∂σ/∂q, t) that can construct Σ0. This
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fact is effortlessly solved by shifting to the momentum representation, where the wave-

function ψ(p, t) also conserves the probability density, and an equivalent wavefunction

3.74 can be attained

ψ(p′′, t) =
∑
j

A(p′
j, 0)

∣∣∣∣det ∂p′
j

∂p′′
j

∣∣∣∣1/2 e i
ℏ [R0(p′

j ,0)+R(p′
j ,p

′′
j ,t)+iπα̃j/2]. (3.75)

with α̃j being the number of all sorts of momentum caustics of the j-th trajectory be-

tween p′ and p′′. The R(p′
j,p

′′
j , t) is the doubled Fourier transform given by

R(p′,p′′, t) = R(q′,q′′, t)− q′′p′′ + q′p′. (3.76)

FIGURE 3.3. Lagrangian surface for the propagator K(q′,q′′, t), where initially is dis-
tributed uniformly in the momentum with a fixed position and transmitted to a general
Lagrangian surface as time runs.[23]

From the initial condition of the propagator 3.57, the Fourier transform is

ψ(p′, 0) =
1

(2πℏ)f/2

∫
dqδ(q− q′)e−p′q/ℏ (3.77)

=
1

(2πℏ)f/2
e−p′q′/ℏ (3.78)

where f is the degrees of freedom. In momentum space, the initial Lagrange surface

Σ0 is well-defined providing

A(p′, 0) =
1

(2πℏ)f/2
, R0(p

′) = −p′q′, (3.79)

and the wavefunction becomes

ψ(p′′, t) =
∑
j

1

(2πℏ)f/2

∣∣∣∣det ∂p′
j

∂p′′
j

∣∣∣∣1/2 e i
ℏ [−p′

jq
′
j+R(p′

j ,p
′′
j ,t)+iπα̃j/2]. (3.80)
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Consequently, the inverse Fourier transformation of 3.80 furnishes us the propagator

K(q′′,q′, t) =
1

(2πℏ)f/2

∫
dp′′ψ(p′′, t)eiq

′′p′′/ℏ. (3.81)

In order to solve this integral, the stationary phase method has to be applied,

which embodies the stationary condition

∂

∂p′′ [R(p
′,p′′, t) + q′′p′′] = 0 (3.82)

q′′ +
∂R(p′,p′′, t)

∂p′′ = 0 (3.83)

corresponding to the canonical transformation. Thus, the resulting phase is

R(p′,p′′, t) + q′′p′′ − q′p′ = R(q′,q′′, t), (3.84)

and for the amplitude, we expand the phase until second-order in p′′

R(q′,q′′, t) +
∂2R(p′,p′′, t)

∂p′′2 ∂p′′2 (3.85)

and, from 3.14, the propagator reads

K(q′′,q′, t) =
1

(2πℏ)f/2
∑
j

∣∣∣∣det ∂p′
j

∂p′′

∣∣∣∣1/2 ∣∣∣∣det ∂2Rj(p
′,p′′, t)

∂p′′2

∣∣∣∣−1/2

× exp

[
i

ℏ
Rj(q

′,q′′, t)− iα̃jπ/2 + iγq′′π/4

]
(3.86)

with γq′′ is the net value of the eigenvalues’ signs of the matrix ∂2R/∂p′′2.

Nevertheless, we can work out with ∂2R/∂p′′2 to reach a more familiar expres-

sion for the propagator. First, we recall that equations of motion for short times can be

approximated by

q′′ − q′ ≃ p′ t

m
p′′ − p′ ≃ F (q′, 0)t, (3.87)

F (q′, 0) being the force at q′. The matrix assumes a diagonal format

∂2R(p′,p′′, t)

∂p′′2 = −∂q
′′

∂p′′ ≃ −t/m (3.88)

with all its eigenvalues being negatives, then γ = −f and eiπγ/4 = i−f/2. Therefore, to

arrive at the final expression, we may note that the determinant can be rewritten as∣∣∣∣det ∂p′

∂p′′

∣∣∣∣1/2 ∣∣∣∣det ∂2R(p′,p′′, t)

∂p′′2

∣∣∣∣−1/2

=

∣∣∣∣det ∂p′

∂p′′

∣∣∣∣1/2 ∣∣∣∣det ∂q′′

∂p′′

∣∣∣∣−1/2

=

∣∣∣∣det ∂p′

∂q′′

∣∣∣∣1/2 , (3.89)
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and the semiclassical propagator is

K(q′′,q′, t) =
1

(2πiℏ)f/2
∑
j

∣∣∣∣det−∂2Rj(q
′,q′′, t)

∂q′∂q′′

∣∣∣∣1/2 e i
ℏRj(q

′,q′′,t)−iαπ/2. (3.90)

We substituted α̃ by α owing to the number of caustic being independent of the repre-

sentation.

The equation 3.90 is well-known as Van Vleck’s formula, which is our starting

point to connect quantum features as the propagator K(q′′,q′, t) and classical aspects

as the action and caustics. For instance, the value dq′′dq′|K| = dq′′dq′|R′′|/(2πℏ)f can

be interpreted as the probability to find the system at the volume element dq′′ when it

was initially in the volume dq′. In addition, as discussed in section 2.1.1, the second

derivative of the action gives us information on the neighboring trajectories for classi-

cal systems. Through the propagator derivation, we can identify that the neighborhood

directly influences the quantum counterpart system as well.

Nonetheless, the energy levels assessment is possible via the Green function.

Therefore, with the propagator 3.90 at hand, we initiate with 3.62, which is another

integral to be considered in the semiclassical limit. As usual, the stationary phase

method comes into play with the stationary points given by

∂

∂t
[R(q′,q′′, t) + Et] = 0 → ∂R(q′,q′′, t)

∂t
+ E = 0. (3.91)

The previous equation explicitly defines Hamilton-Jacobi’s mechanics as in 2.1.2,

where we changed the dependence of time to energy. The phase is the Hamilton-Jacobi

action 2.17, and then the expansion until the second order is simply

S(q′,q′′, E) +
∂2R

∂t2
∂2t. (3.92)

The result of the Green function from equation 3.7 becomes

G(q′,q′′, E) =
1

iℏ
1

(2πiℏ)f/2
∑
j

∣∣∣∣det−∂2Rj(q
′,q′′, t)

∂q′∂q′′

∣∣∣∣1/2 ∣∣∣∣det ∂2Rj(q
′,q′′, t)

∂t2

∣∣∣∣−1/2

(3.93)

×
√
2πℏ exp

[
i

ℏ
Sj(q

′,q′′, E)− iαπ/2 + iπsgn(R̈)/4
]

(3.94)

For very short times, we can regard the system as a free particle, and then the

action is 2.5 that its second derivative is always positive leading to eiπsgn(R̈)/4 =
√
i and
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a Green function

G(q′,q′′, E) =
2π

(2πiℏ)(f+1)/2

∑
j

∣∣∣∣det−∂2Rj(q
′,q′′, t)

∂q′∂q′′

∣∣∣∣1/2 ∣∣∣∣det ∂2Rj(q
′,q′′, t)

∂t2

∣∣∣∣−1/2

× exp

[
i

ℏ
Sj(q

′,q′′, E)− iαπ/2

]
. (3.95)

The determinants are precisely those discussed at the end of section 2.1.2, which

defines the density of trajectories 2.21. We have aptly demonstrated that using the spe-

cial Gutzwiller coordinates, the density is given by 2.41, which showcases the two sorts

of caustics: returning points and tangential coordinates action divergence. Once more,

the remedy for these caustics is the Maslov phase µ. Subsequently, the semiclassical

Green function is

G(q′,q′′, E) =
2π

(2πiℏ)(f+1)/2

∑
j

1√
|q̇′||q̇′′|

∣∣∣∣det− ∂2Sj
∂y′∂y′′

∣∣∣∣1/2
× exp

[
i

ℏ
Sj(q

′,q′′, E)− iµjπ/2

]
, (3.96)

providing quantum information about the systems’ energy levels via its poles and

wavefunctions via its residues only regarding classical elements.

3.3.3 Gutzwiller trace formula

In order to find the density of states 3.34, we have just to take the trace of the

Green function as 3.69. The endpoints q′′ and the initial points q′ must coincide; how-

ever, it does not say anything about their momenta. The last integral is

G(E) =

∫
dqG(q,q, E), (3.97)

which the stationary point with respect to q is given by

∂S(q,q, E)

∂q
=

{
∂S(q′,q′′, E)

∂q′ +
∂S(q′,q′′, E)

∂q′′

}
q′=q′′=q

= 0 (3.98)

p′ = p′′ (3.99)

where we used the relations 2.19.
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The previous outcome indicates that the integral ends up interfering destruc-

tively with those trajectories that do not close smoothly. In other words, the trace of

the Green function is solely a sum of all periodic orbits. From the stationary phase

method, we still have to expand the action until second-order, now with respect to a

periodic orbit

S(q′,q′′, E) ≃ S(q,q, E) +
1

2
δq

{
∂2S(q′,q′′, E)

∂q′2 + 2
∂2S(q′,q′′, E)

∂q′∂q′′

+
∂2S(q′,q′′, E)

∂q′′2

}
q′=q′′=q

δq. (3.100)

By the fact that the integration is along the periodic orbit, it is convenient to

employ Gutzwiller special coordinates, which the integration with respect to the tan-

gential coordinates provides the amplitude from 3.14

(2πℏ)(f−1)/2∣∣∣det(∂2S(q′,q′′,E)

∂y′2 + 2∂
2S(q′,q′′,E)
∂y′∂y′′ + ∂2S(q′,q′′,E)

∂y′′2

)∣∣∣1/2 =
(2πℏ)(f−1)/2

|det (W )|1/2
. (3.101)

where

Wij =
∂2S(q′,q′′, E)

∂y′i∂y
′
j

+
∂2S(q′,q′′, E)

∂y′i∂y
′′
j

+
∂2S(q′,q′′, E)

∂y′′i ∂y
′
j

+
∂2S(q′,q′′, E)

∂y′′i ∂y
′′
j

. (3.102)

Thereafter, we are let with two determinants∣∣∣det− ∂2Sj

∂y′∂y′′

∣∣∣1/2
|det (W )|1/2

. (3.103)

The ratio 3.103 seems nothing familiar with anything else we have discussed

so far. Nevertheless, if we go back to section 2.1.4 and see the definition of the mon-

odromy matrix 2.75 and 2.71, the ratio is∣∣∣det− ∂2Sj

∂y′∂y′′

∣∣∣
|det (W )|

=
| detB|−1∣∣det (A+B +BT +D

)∣∣ . (3.104)

Moreover, from the expression 2.82 with λ = 1, the determinants’ fraction matches

perfectly with the inverse of the characteristic polynomial of the monodromy matrix

M. Therefore, ∣∣∣det− ∂2Sj

∂y′∂y′′

∣∣∣1/2
|det (W )|1/2

=
1

| det (M− I)|1/2
=

1

|F (1)|1/2
(3.105)
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which F (1) are the Greene residues, as explained in section 2.1.4. It conveys that every

sort of periodic orbit contributes differently to the sum in the semiclassical Green func-

tion. Substituting 3.100, 3.101, and 3.105, the trace of the semiclassical Green function

3.96 becomes

G(E) =
2π(2πℏ)(f−1)/2

(2πiℏ)(f+1)/2

∑
j

exp
[
i
ℏSj(E)− i(2µj − νj)π/4

]
| det (M− I)|1/2

∫
dx

1

|ẋ|
, (3.106)

with ν being the net number of eigenvalue sign from the matrix W.

The first thing to consider is that we can readjust the Maslov index. If ν is broken

up on ν+ − ν− in which ν± are the number of positive or negative eigenvalues, we can

rewrite them as

ν = (ν+ + ν−)− 2ν− = (f − 1)− 2ν−, (3.107)

and the exponent becomes

e−i(2µ−ν)π/4 = ei(L−1)π/4e−i(µ+ν−)π/2 = i(f−1)/2e−iσπ/2 (3.108)

where σ is defined as the Maslov index of the periodic orbit. Furthermore, the last

integral over the periodic orbit is acquainted since it is essentially the primitive period

of the orbit T0. Finally, the semiclassical Green function is

G(E) =
1

iℏ
∑
j

T0,j
| det (M− I)|1/2

exp

[
i

ℏ
Sj(E)− iσjπ/2

]
. (3.109)

Nevertheless, the result 3.109 is not the complete semiclassical Green function.

Actually, it is just its fluctuations. Through this sort of trace formula’s derivation, we

ended up leaving out the contributions of trajectories that have a null period, called

zero-length trajectories. They start from a point q′ and arrive at q1 at the time t1 but

(q′ − q1) → 0. These orbits contribute to a mean value for the Green function G0(E),

and especially, their energy density value is

ρ0(E) = − 1

π
Im(G0) =

1

hf

∫
dqdpδ(E −H(q,p)). (3.110)

Comparing it with 3.41, we instantly note that it is the Thomas-Fermi density. There-

fore, the Gutzwiller trace formula is

G(E) = G0(E) +
1

iℏ
∑
j

T0,j
| det (M− I)|1/2

exp

[
i

ℏ
Sj(E)− iσjπ/2

]
(3.111)
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or in terms of the density

ρ(E) = ρ0(E) +
1

πℏ
∑
p

T0,p
| det (M− I)|1/2

cos

[
1

ℏ
Sp(E)− σpπ/2

]
. (3.112)

Namely, for a two-dimensional system, we can get a more intelligible expression

for the trace formula following the results of the Greene residues and substitute them

at the determinant of the monodromy matrix

| det (M− I)|1/2 =


2 cosh (χ/2) for inverse hyperbolic orbit,
2 sinh (χ/2) for direct hyperbolic orbit,
2 sin (θ/2) for elliptic orbit,

(3.113)

where θ is the stability angles for stable orbits and χ divided by the period of the un-

stable orbit τ is the well-known Lyapounoff exponent, which measures the separation

rate of neighboring orbits. As a consequence, the fluctuation of the density for two-

dimensional systems is written as

ρ̃(E) =
1

πℏ
∑
k

∞∑
n=1

T0

2
∣∣∣ cosh nχ0k

2
, sinh nχ0k

2
, sin nθ0k

2

∣∣∣ cos
[
in

ℏ
S0k(E)− iσ0kπ/2

]
, (3.114)

which the first sum is of the distinct primitive orbits, and the second sum counts the

repetition of each primitive orbit. In addition, the denominator takes over different

responses of the monodromy matrix for each sort of periodic orbit.

As discussed in section 2.2.1, the systems, in general, have both contributions

from unstable and stable periodic orbits leading to non-trivial sums. Thus, to have

a knowledge of their contribution, we shall select a particular sort of orbit. First, for

elliptic orbits, we have the sine input, and it can be written as

1

2i sin nθ
2

=
1

ein
θ
2 − e−in

θ
2

=
e−in

θ
2

1− einθ
(3.115)

= ein
θ
2

∞∑
l=0

e−inlθ =
∞∑
l=0

e−in(l+1/2)θ (3.116)

just applying the geometric sum. So, the fluctuation part of the Green function for a

specific primitive stable periodic orbit becomes

G̃(E) =
T0
iℏ
∑
n

∑
l

exp

[
in

(
S

ℏ

)
− in(l + 1/2)θ

]
, (3.117)
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and performing the geometric progression in n, we have

G̃(E) =
T0
iℏ
∑
l

exp
[
i(Sℏ )− i(l + 1/2)θ

]
1− exp

[
i(Sℏ )− i(l + 1/2)θ

] . (3.118)

Recalling the definition 3.65, the pole of the Green function gives us energy lev-

els. In this case, it is evident that they occur when the action is

S

ℏ
− i(l + 1/2)θ = 2πm (3.119)

S(E) = 2πℏ
[
m+

(
l +

1

2

)
θ

2π

]
(3.120)

which becomes the quantization rule for this particular case. However, when consid-

ered within other periodic orbits, the relation 3.120 would give rise to many energy

levels. On top of that, this quantization says that long-period orbits should not con-

tribute to the density but collectively interfere with other primitive orbits.

In the diametrically opposed case, the direct hyperbolic periodic orbits have

their contribution as

1

2| sinh nχ
2
|

=
1

enχ/2 + enχ/2
=

e−nχ/2

1 + enχ
(3.121)

= en
χ
2

∞∑
l=0

(−1)le−nlχ =
∞∑
l=0

(−1)le−n(l+1/2)χ. (3.122)

Once more, the geometric progression in n takes place and gives us the Green function

fluctuation

G̃(E) =
T0
iℏ
∑
l

(−1)l
exp

{
−χ
(
l + 1

2

)
+ i
[
S
ℏ − πσ

2

]}
1− exp

{
−χ
(
l + 1

2

)
+ i
[
S
ℏ − πσ

2

]} (3.123)

where there are no poles since the exponent is complex. Then in order to obtain infor-

mation about the hyperbolic energies, we can resort to the density and see states along

the real energy axis [42]. What we find are broadened peaks with their maxima located

at

S(E) = 2πℏ[m+ σ/4] (3.124)

and width 2χℏ. Gutzwiller [42] has shown that the fluctuation densities are actually

a series of Lorentzian. On top of that, whether we want to identify the peaks, the

mean energy displacement should be smaller than their width; however, from Thomas-

Fermi density 3.110, the mean displacement is proportional to ℏf , which goes to zero
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extremely faster than the width (∼ ℏ). From this fact, it is impossible to see individual

contributions of unstable orbits in the semiclassical limit. To work around this issue,

we usually take averages over states smoothing with the imaginary part of the energy

ϵ.

To conclude, whereas elliptic orbits give rise to δ functions in the density

of states, hyperbolic orbits show broadened peaks composed by a summation of

Lorentzians. This feature conveys that in dealing with general systems that have both

periodic orbits, there will invariably be a continuous background that cannot be ne-

glected owing to the idiosyncrasy of the unstable periodic orbits themselves.

3.4 Semiclassical physics of classical maps

This dissertation revolves around classical maps and their quantum counter-

parts: quantum maps. Therefore, a semiclassical approximation for them is required,

and we shall see how their classical behavior is reflected in the quantum realm.

For the classical maps, we take advantage of their topology to perform the quan-

tization. We can adopt a suitable Hilbert space that incorporates a two-torus T2 if the

wavefunctions’ amplitude is imposed to be periodic both in the position representation

Ψ(q) and in the momentum representation Ψ(p)

|Ψ(q + j)| = |Ψ(q)|; j ∈ N (3.125)

|Ψ(p+ l)| = |Ψ(p)|; l ∈ N (3.126)

where j and l are the revolution repetitions. When we take out the modulus of previous

equations

Ψ(q + j) = e
i
ℏ jβΨ(q) (3.127)

Ψ(p+ l) = e
i
ℏ lαΨ(p), (3.128)

we earn phases α and β, which are known as quantum phase since there is no classical

analogous. Moreover, α and β respectively control parity and time-reversal symmetry

and are both in the interval [0, 1]. So, remarkable values are: β = 0 leading to a periodic
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boundary condition, β = 1/2 giving an anti-periodic condition, otherwise the time-

reversal symmetry is broken. The parity symmetry works similarly where α ̸= 0, 1/2

breaks the symmetry.

Aside from the quantum phases, the periodicity of the wavefunction implies

finite quantum mechanics; in other words, a finite Hilbert space. If we recall that each

state occupies a volume of 2πℏ and state that the dimensionality of the Hilbert space is

N , we have N states per unit of phase space, then the following relation holds

2πℏ =
Total area of phase space

Total number of states
=

1

N
. (3.129)

Therefore, for these systems, the semiclassical limit ℏ → 0 corresponds to N → ∞.

The evolution of the wavefunctions can rely on a unitary operator Û , dubbed as

the propagator or Floquet operator. In the position representation, UQ1Q2 is represented

by anN×N unitary matrix which maps the values of a given wavefunction at the sites

q = Q/N (whereQ take integers values between 0 andN−1) to give the corresponding

values at the next observation time

Ψ(Q2; t = (k + 1)) =
N−1∑
Q1=0

UQ1Q2Ψ(Q1; t = k). (3.130)

So, the wavefunctions are described by complex vectors of size N .

On top of that, if we give an initial state |ψ(0)⟩, the propagator can be applied

multiple times

|Ψ(k)⟩ = Ûk |Ψ(0)⟩ (3.131)

leading to a state after multiple repetitions. However, in order to deal with the powers

of the operator Û, we can essentially determine its eigenvalues and eigenvectors

Û |ψn⟩ = eiEn |ψn⟩ (3.132)

resulting in an eigenvalue problem.

Û eigenvalues En are called eigenangles or quasi-energies. The former regards

their configuration in the complex plane (unitary circle format), whereas the latter

points out that En are not eigenenergies in the ordinary quantum mechanics sense.
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Indeed, the systems have a time-dependent Hamiltonian H(t), which results in non-

conserved energy. Yet H(t) is periodic in time H(t) = H(t+ τ) leading to conservation

in a stroboscopic manner. The eigenvectors |ψn⟩ - the objects of our study - following

the same condition of the eigenvalues are called Floquet stationary eigenstates.

Through this reasoning, we just need the form of the evolution operator to ob-

tain information about the quantum system and makeN → ∞ reaching the semiclassi-

cal regime afterward. First, it would be convenient if Û was similar to the classical map

2.86. The map was constructed through Hamilton’s equations 2.87, and the quantum

counterpart of the mapping is 3.130, which must come from Schrodinger’s equation.

However, applying classical reasoning, we can construct the operator Û.

From the classical perspective, the kicked systems have purely kinetic energy

f(p) between the kicks and the potential V (q) action at the precise moment of the kicks.

Therefore, quantumly, this is translated for the operator by splitting it into contribu-

tions of the form

Û = exp

(
−iV (q̂)τ

ℏ

)
exp

(
−ip̂2τ
2ℏ

)
. (3.133)

Because we have been considering τ = 1, the potential becomes

Û = exp (−2πiNV (q̂)) exp

(
−2πiNp̂2

2

)
, (3.134)

where we implemented the ℏ-N relation 3.129

Now we shall restrict the quantum map in position representation. Hence, we

are looking for

UQ1,Q2 = ⟨q1| Û |q2⟩ , q1,2 = Q1,2/N. (3.135)

To begin, we have to settle the momentum and position eigenvalues. If there

were no phase α and β, their eigenvalues would be simply Q/N and m/N , with Q

and m being integers values between 0 and N − 1. However, the quantum phases are

present and have to be considered. They simply modify the position and momentum

eigenvalues to (Q + α)/N and (m + β)/N , respectively. With this outcome, we can
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finally obtain an expression for the evolution operator in the position representation

⟨q1| Û |q2⟩ = e(−2πiNV (Q2+α
N )) ⟨q1| e

(
−2πiNp̂2

2

)
|q2⟩ (3.136)

= e(−2πiNV (Q2+α
N ))

N−1∑
m,m′=0

⟨q1|pm⟩ ⟨pm| e
(

−2πiNp̂2

2

)
|pm′⟩ ⟨pm′ |q2⟩ (3.137)

where ⟨q|pm⟩ is given by the discrete Fourier transform

⟨q1,2|pm⟩ =
1√
N

exp

(
2πi

N
(Q1,2 + α)(m+ β)

)
. (3.138)

So, the evolution operator for kicked systems becomes

⟨q1| Û |q2⟩ =
1

N
e(−2πiNV (Q2+α

N ))
N−1∑

m,m′=0

e(
2πi
N

(Q1+α)(m+β))e
−πiN

(
m′+β

N

)2

(3.139)

×e(−
2πi
N

(Q2+α)(m′+β))δm,m′

=
1

N
e(−2πiNV (Q2+α

N ))
N−1∑
m=0

e(
2πi
N

(Q1−Q2)(m+β))e−πiN(
m+β
N )

2

(3.140)

When α and β are null, another expression can be obtained in order to determine

the quantum maps

⟨q1| Û |q2⟩ =
1√
N

∣∣∣∣∂2S(q1, q2)∂q1∂q2

∣∣∣∣1/2 exp [2πNS(q1, q2)]. (3.141)

S(q1, q2) are the corresponding generating function of classical maps - given by 2.97,

2.103, and 2.105. This formula resembles our expression for the wavefunction in gen-

eral semiclassical systems 3.74.

As a result, we can now use the classical map equations to obtain their quantum

versions. The standard map has the Hamiltonian 2.91, which leads to the following

evolution operator

U
(std)
Q1,Q2

=
1

N
exp

[
iNK

2π
cos

(
2π
Q1 + α

N

)] N−1∑
Q′=0

exp

[
2πi

N
(Q′ + β)(Q2 −Q1)

]
× exp

[
iπ

(Q′ + β)2

N

]
. (3.142)
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For the Harper map, the procedure is the same but with 2.99, and the quantum map

becomes

U
(hrp)
Q1,Q2

=
1

N
exp

[
−iNA
2π

cos

(
2π
Q1 + α

N

)] N−1∑
Q′=0

exp

[
2πi

N
(Q′ + β)(Q2 −Q1)

]
× exp

[
−iNL
2π

cos

(
2π
Q′ + β

N

)]
. (3.143)

However, the perturbed cat map is an Anosov map, and we only have the action avail-

able. Thus, the quantum map is obtained from 3.141 and gives

U
(cat)
Q1,Q2

=
1√
iN

exp

[
2πi

N
(Q2

1 −Q1Q2 +Q2
2) +

iN

2π
κ sin (2πQ1/N)

]
. (3.144)

As aforementioned, all the quantum information is encompassed in the evolu-

tion operator. Since our dissertation revolves around the eigenfunctions of UQ1,Q2 , all

we have seen about semiclassical wavefunction in sections 3.2 and 3.3 must be de-

tectable in ψk(q) for great values of N . To illustrate this, we have plotted a phase space

representation for the quantum map intensities known as the Husimi representation.

Here, we have to project the eigenfunctions onto a coherent state |q, p⟩ centered at the

point (q, p) ∈ T2. In figure 3.4, we have the Husimis of three eigenstates and their am-

plitudes in the inset for three different values of the stochastic parameter K = 0.3, 2.05,

and 10.

We start with a small K within the near-integrable regime; our classical stan-

dard map is mostly covered with KAM tori, with only a few islands formed from the

perturbation - 2.21a. Therefore, in the quantum version of the phase space, we can see

many eigenstates collapsing in KAM tori as stated in the section 3.2.1 - for instance, the

Husimi in the upper figure 3.4a. In addition, we have already seen with the Gutzwiller

trace formula that stable periodic orbits also leave their mark on the wavefunction.

Consequently, some states portray this phenomenon as the Husimi in the lower figure

3.4a.

By enhancing the perturbation to K = 2.05, the classical map becomes a mixture

of stable islands and a chaotic sea, called the mixed regime and described in figure

2.21b. Once more, the stable periodic orbits are present, as the central island in the

lower panel in figure 3.4b. Nevertheless, in the upper panel of figure 3.4b, the quantum
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FIGURE 3.4. Husimi function |⟨q, p|ψ⟩|2 of typical states projected onto the coherent
states |q, p⟩, with N = 2098, β = 0, and α = 1/4. The inset shows the respective inten-
sity plots. (A) In the near-integrable regime with K = 0.1, the eigenstates are trapped
by the KAM tori (upper panel), and some already formed stable islands (lower panel).
(B) The K = 2.05 results are divided by chaotic and island states, although a mixed
state seldom occurs. (C) The fully chaotic parameter K = 10 has states distributed
over all quantum phase space. The comparison with the classical map in figure 2.21c
is enticing.

states’ Husimi also captures the unstable trajectories where the particle floats around

the phase space.

Finally, K = 10 is when the classical system is predominantly chaotic (figure

2.21c), and the eigenstates reflect its stochasticity (upper and lower Husimi of figure

3.4c). In addition, those eigenfunctions are dubbed chaotic states since they are conjec-

tured to behave as random complex vectors. Being known as the quantum-ergodic

limit [47], this conjecture is evidenced by our Husimi results and the amplitudes’

spread in the position representation.

The same structure can be seen with the other quantum maps: kicked Harper

and perturbed cat map. For the near-integrable regime in the classical Harper map,

we have obtained the figure 2.22a with A = 0,1. In figure 3.5a, its quantum counter-

part again has states featuring the KAM tori and stable islands, as expected from the

semiclassical theory. The A = 3.56 sets the mixed regime (classical figure 2.22b), and

the quantum map states collapse into stable islands (Husimi of the upper figure 3.5b)
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FIGURE 3.5. Husimi function |⟨q, p|ψ⟩|2 of typical states projected onto the coherent
states |q, p⟩, with N = 2000, β = 1/4, and α = 1/4. The inset shows the respective in-
tensity plots. (A) With the near-integrable parameter A = 0.1, the states are marked by
the KAM tori (lower panel) and some stable islands (upper panel). (B) The eigenstates
withA = 2.05 are divided by chaotic and island states, as in the standard map case. (C)
The Fully chaotic parameter A = 10 gives states distributed over all quantum phase
space.

and chaotic sea (Husimi of the lower figure 3.5b). At last, the quantum and classi-

cal maps, presented respectively by figure 3.5c and 2.22c, match another time for the

chaotic regime A = 8.56.

In the perturbed cat map, we do not have the presence of a near-integrable

regime. However, if we select a κ = 6.67, the system gives rise to stable structures,

as in figure 2.23b. Consequently, from the semiclassical reasoning, islands stamp the

eigenstates (upper panel in figure 3.6b), and others print the presence of a chaotic sea

(lower panel in figure 3.6b). Lastly, the κ = 0.2 sets a fully chaotic Anosov map, and

the quantum states reflect its stochastic configuration. In addition, the presence of un-

stable periodic orbits, regardless of the turmoil of the chaotic sea, is evidenced in the

semiclassical eigenstates. Despite Husimi not exposing this character in figure 3.6a,

one can readily note in the intensities with position - those marks are the well-known

scars [11].

In the next chapter, we shall enter the kernel of the dissertation. We are now able
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FIGURE 3.6. Husimi function |⟨q, p|ψ⟩|2 of typical states projected onto the coherent
states |q, p⟩, with N = 2113. The inset shows the respective intensity plots. (A) The
κ = 0.2 corresponds to a completely chaotic regime, which passes on for the quantum
states. (B) For κ = 6.67, the map has a great chaotic sea leading to many eigenstates of
the form of the lower panel and holds a pair of islands also captured by the quantum
system (upper panel).

to understand the root of the eigenstates and their semiclassical implications, which in-

cludes classical knowledge about the system and quantum description through trace

formula. The semiclassical intensities of the states can be examined, and we shall con-

centrate on their extreme events. In other words, in possession of the intensities distri-

butions, we shall analyze their tail, also being a shortcut to localization.



Chapter 4

Extreme events in eigenstates of
quantum maps

The connection between localization and Floquet systems has been present in

quantum chaos debates for a long time [16, 48, 49, 50]. Carrying the system infor-

mation, the wavefunction accentuates regions where its classical counterpart ends up

expressing a low diffusion or a certain of confinement. A well-known instance is in

the kicked rotator setting, where momentum eigenfunctions imitate the same classical

feature of momentum low diffusion and display localization in its quantum represen-

tation.

Nevertheless extreme value theory is another branch that has recently been em-

ployed to explore those wavefunctions singularities and has motivated this work. The

statistical theory of extremes focuses on examining and forecasting further extremes.

As stated by Gumbel [2], the statistical studies of extreme events address two issues:

first, from a known distribution, the individual observations that fall outside of what

is expected. The second is whether there is typical behavior in the occurrence of those

extreme values.

Therefore, taking the intensities of the eigenstates and evaluating their distri-

butions, our observations that take place apart from previous regular values are char-

acterized by extreme events. In that reasoning, we start by showing two motivating

studies in that line: the Lakshminarayan et al. [9] with the extreme statistics of the

chaotic states, and the Srivastava et al. [10] with the record statistic of kicked states

in different classical regimes. Thereafter, the intensities distributions of the quantum

87
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maps will be displayed, and we shall look at the outliers which will feature localized

states. In addition, we shall present a guideline measure, the kurtosis, that is a direct

observer of extreme data.

4.1 Extreme statistics

Since our aim is in the extreme events of eigenstates of the quantum maps and

the semiclassical whys and wherefores of them, only superficial coverage of the ex-

treme value theory will be addressed. However, there will be further references to

complete detail of the topics.

We begin setting up an independent and identically distributed (i.i.d) variables

X1, X2, . . . , Xm−1 (4.1)

and defining its maximum as Mm = max {X1, X2, . . . , Xm−1}. The cumulative distri-

bution F (x), i.e., the probability that Xi will take a value less than or equal to x, with

normalizing sequences am and bm can be written as [2]

F (x) = P{am(Mm − bm) ≤ x}. (4.2)

Consequently, there are three possible limiting universal distributions for the extreme

maximal events [51]:

type I: Gumbel distribution

F (x) = exp (−e−x), ∞ < x <∞ (4.3)

type II: Fréchet distribution

F (x) =

{
0, x ≤ 0

exp (−xξ), for some ξ > 0, x > 0
(4.4)

type III: Weibull distribution

F (x) =

{
exp (−(−x)ξ), for some ξ > 0, x ≤ 0

1, x > 0.
(4.5)
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Those tenets from (i.i.d) variables are elementary guidelines in order to contrast with

deviations of correlated processes.

In the article of Lakshminarayan et al. [9], they were interested in describing

the extreme events in the eigenstates of chaotic quantum systems. Particularly, their

focus was solely on chaotic states since they emulate complex random vectors from the

quantum-ergodic hypothesis. The only caution is the inert correlation of the intensities

within the state: the normalization constraint

N−1∑
Q=0

|ψn(q = Q/N)|2 = 1, n = 0, . . . N − 1. (4.6)

Nonetheless, this delta correlation is very weak similar to a "broken-stick" prob-

lem - breaking a stick with random lengths but into a fixed number of pieces [52]. For

this reason, taking the intensities of the chaotic states as the variables

|ψ0(0)|2, |ψ0(1/N)|2, . . . , |ψ0((N − 1)/N)|2, . . . , |ψN−1((N − 1)/N)|2, (4.7)

their distribution of extreme maximal events does not fall far from the result of (i.i.d)

variables 4.1. In fact, the group has shown that the complex random vectors subjected

to a normalization constraint follow a Gumbel distribution for their extreme events.

The non-normalized form of the Gumbel is

exp {−e−(x−µ)/β} (4.8)

where µ is the mode and β gives the standard deviation indirectly - σ = βπ/
√
6. Thus,

the chaotic states of N -dimensional Hilbert space were found to follow

f(|ψ(q)|2, N) = exp {−e−N(|ψ(q)|2−lnN/N)}. (4.9)

The expression agrees with the result in figure 4.1 where appropriate normalization

has been taken.

On top of that, as suggested in the article and implied from the quantum-ergodic

limit, the same distribution must follow independently of the quantum map for a

chaotic state. Consequently, in figure 4.2, we plot the results for the other covered

systems in their respective chaotic regimes: kicked Harper map and the perturbed cat

map, where they confirm the proposition.
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FIGURE 4.1. The probability densities of the scaled maximum intensity of chaotic
eigenstates in the position basis for the quantum kicked rotor with K = 10, N = 2098.
The continuous line is the fit of the Gumbel over the data.
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FIGURE 4.2. The probability densities of the scaled maximum intensity of chaotic
eigenstates in the position basis for the quantum kicked rotor with K = 10, N = 2098,
α = 1/4, one with β = 1/4 (red dots) and other with β = 0 (blue dots); the quantum
kicked Harper map withA = 8.56, N = 2000, α = 1/4, and β = 1/4 (pink dots); and the
quantum perturbed cat map with κ = 0.2 and N = 2113 (green dots). The continuous
lines are the fits of the Gumbel over the data for each parameter value.

Another fundamental work is from Srivastava et al. [10] that instead of taking

only the extreme events, they were interested in how the intensities values surmount

each other as the Q index varies. This procedure is regarded through Record statistics.

In order to grasp this concept, let us consider a finite time series {Xt, t = 1, . . . , N} of

a variable X - as depicted for a random walk in figure 4.3. The corresponding record

series R(t) is initiated by the first term of the variable R(1) = X1 and for subsequent
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times R(t) follows the rule

R(t) = max (Xt, R(t− 1)), (4.10)

where R(t) is called the upper record sequence. From the same definition, a lower

record sequence can be defined just by changing the maximum to a minimum in 4.10.

FIGURE 4.3. Illustration of a time series of random variables and how the record series
is created from the sequence.[53]

Hence, record statistics is another tool that enables us to assess the tail regions of

the variables’ distributions. Namely, as occurs in the unitary ensembles, the eigenstates

intensities of chaotic systems are uniformly distributed over a standard simplex [54].

They are already known to follow the exponential density, as can be seen in figure 4.4.

The tail region of 4.4 justifies the investigation of the records statistics since,

even for strong chaotic states, there are departures from the exponential distribution.

Srivastava et al. have taken the intensities and formulated them as time series of vari-

ables, where the "time" is substituted by the index Q = 0, . . . , N − 1. Therefore, given a

eigenstate ψ(q = Q/N), the record is established by

R(t) = max{|ψ(q = t/N)|2, R(t− 1)}. (4.11)

Likewise to Lakshminarayan’s approach [17], Srivastava et al. have selected N -

dimensional complex random vectors with the delta correlation and discovered their

record distribution. The pleasing result was the appearance of another Gumbel with

the form for N → ∞
f(t, N) = exp {−e−N(t−ln t/N)} (4.12)

where the mean is µ = ln t/N and β = 1/N . Similar to the extreme maximum val-

ues distribution, when chaotic states are taken from the quantum maps, their record
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FIGURE 4.4. Intensity distribution of eigenstates in the position basis of the three quan-
tum maps. The quantum standard map at N = 2098, K = 10, α = 1/4, and β = 1/4
is the closest to the exponential distribution (red dots), but for β = 0 (blue dots), it
follows the cat map result. The quantum kicked harper map at N = 2000, α = 0,25,
β = 0,25, and A = L = 8.56 (pink dots) also lies in the exponential. The quantum cat
map at N = 2113 and κ = 0.2 (green dots) is shifted from the exponential - regarding
the time-reversal symmetry

distribution agrees with the Gumbel prediction. In figure 4.5, we plot the case for all

quantum maps, and one can readily see their concurrence.
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FIGURE 4.5. The distribution of the upper records for eigenfunctions of the quantum
kicked rotor with K = 10, N = 2098, and α = 1/4, one for β = 1/4 (red dots) and
other for β = 0 (blue dots); the quantum kicked Harper map with A = 8.56, N = 2000,
α = 1/4, and β = 1/4 (pink dots); and the quantum perturbed cat map with κ = 0.2
and N = 2113 (green dots). The continuous lines are the fits of the Gumbel over the
data for each parameter value.

One point that caught our attention is the discrepancy of the maximum intensity
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(4.2) and record (4.5) distributions for the perturbed cat map and the standard map

β = 0 when confronted with the outcomes of Lakshminarayan et al. and Srivastava et

al. Consequently, it introduces and displays the effects of the quantum phases, i.e., the

results pinpoint the role of symmetry in the intensities of quantum maps eigenstates.

In fact, the deviation from the broken time-reversal symmetry distributions of

the chaotic states was notable in advance from the intensities distribution figure 4.4.

The impact already has shown intricate since the distributions no longer fit into the

exponential. At the end of chapter 5, a more qualitative discussion is made in this

regard, which is another gateway to the exploitation of eigenfunction properties.

On top of that, despite Srivastava including a reliable discussion about the

records of other sorts of states, such as near-integrable or mixed, we dive deep into

those regions and push to deliver a semiclassical perspective for the results that will

come up. To begin, in order to obtain a general outlook, we have plotted the distribu-

tions for each quantum map (see figure 4.6) and considered parameters that lead the

system to near-integrable, mixed, and chaotic regimes in order of comparison.
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FIGURE 4.6. Intensity distribution of eigenstates in the position basis of the three quan-
tum maps. (A) The quantum standard map at N = 2098, α = 1/4, and β = 1/4. The
parameters used are K = 0.1 (near-integrable) with a prominent tail, K = 2.05 (mixed)
largest tail reached similar to a power-law, and K = 10 (fully chaotic) closest to the ex-
ponential distribution. (B) The quantum kicked harper map at N = 2000, α = 1/4, and
β = 1/4. The parameters used are A = L = 0.1 (near-integrable) that has a prominent
tail again in spite of the KAM tori states, A = L = 3.56 (mixed) with the largest tail,
and A = L = 8.56 (fully chaotic) has the smallest tail. (C) The quantum cat map at
N = 2113. The stochastic parameters used are κ = 0.2 (fully chaotic) shifted from the
exponential - regarding the time-reversal symmetry - and κ = 6.67 (mixed) with the
heaviest tail.
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We have set N = 2098, 2000, and 2113 for the quantum standard map, kicked

Harper map, and perturbed cat map, respectively. The chaotic parameters K = 10,

A = 8.56, and κ = 0.2, as we have seen, lay in the exponential distribution - regardless

of the shift observed in the perturbed cat map which has to do with the β-symmetry.

However, it becomes interesting when we start to vary the parameters. For instance,

we can select a range where the system is near-integrable; the map is covered predom-

inantly with KAM tori, but some stable islands also take place. Thus, K = A = 0.1 has

been set providing this regime. From figure 4.6a and 4.6b, an explicit departure from

the exponential can be observed.

Nevertheless, at least in position representation, those regions would be ex-

pected to behave similarly to random vectors. This demeanor comes from the fact

that the KAM tori end up localizing their momenta (see figure 3.4a and 3.5a and their

insets) and distributing nearly uniformly the position. For the kicked Harper map, we

can see a more close capture of the exponential, but the difference is more explicit in

the standard map. One point that has also been addressed in [10] is that the intensity

discrepancy possibly originates in the parity symmetry, in which the position q = 1/2

is peaked in many states of the quantum standard map distorting the statistics.

Finally, the richest regime is the mixed one, which boasts chaotic orbits and sta-

ble islands coexisting on the map. We have picked three representative parameters

K = 2.05, A = 3.56, and κ = 6.67 where skimming their distributions swiftly, a

significant deviation to the exponential is perceived. In figure 4.6, they end up with

an L-shape tail, and this characteristic has already been visualized in other quantum

chaotic systems. For example, in linear optical microresonators where light under-

goes a chaotic scattering, the amplitude of light distributions also produces L-tails

[55]. Therefore, the L-shape tail positively indicates the appearance of extreme events,

which has recently been attributed to the generation of rouge waves or freak waves.

This concept has its origin in oceanography since of the giant waves with a low but not

zero probability of coming up.
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4.2 Kurtosis

The subject matter of extreme values and record statistics is correlated with

small probabilities; both are concerned with the tail region of the distribution. Specif-

ically, these theories assess the high intensities in particular positions, which means

localized states. The immediate example is the little deviation in the tail of the expo-

nential distribution for chaotic states in figure 4.4, which can be directly related to the

concept of scars - unstable periodic orbits being highlighted by the eigenstates 3.4.

Wondering about a more statistical approach with extreme values theory and

record statistics and a more quantum chaos procedure with semiclassical theory and

localization, we have proposed to bring a simple, well-known way to measure ex-

treme events from the probability theory and statistics. The kurtosis of the distribution

provides a way to quantify the number of extreme intensities and their increase in

probability.

Based solely on the statistical moments, the kurtosis furnishes a feasible compu-

tation and wide applicability, i.e., it does not limit to intensities of wavefunctions. In

addition, to fulfill the quantum-chaology side, we shall show that the kurtosis is equiv-

alent to the usual way to measure localization, the inverse partition ratio - section 4.3.

Thus, in order to begin with this prospect, let us define it properly and see what it can

tell us about extreme intensities.

The kurtosis simplicity begins in its definition; it is the fourth standardized mo-

ment

Kurt = µ̃4 = µ4/µ
2
2, (4.13)

e.i., the fourth moment is divided by the standard deviation squared. The pivotal fac-

tor is that the number and size of outliers or extreme values actually determine the

kurtosis. Thus, it is unequivocal its broad usage in the financial realm; for instance, in

risk management for insurance and banking fields [56, 57]. To put it simply, by reckon-

ing and evaluating the outliers, the kurtosis measures the "tailedness" of a probability

distribution, which means that a high kurtosis corresponds to a heavy tail, whereas a

low kurtosis indicates a rather light tail.
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Nevertheless, this transparency brought by the kurtosis provokes some limita-

tions. In truth, the value of the fourth standardized moment is insufficient to obtain

complete information about how heavy the tail is. This lies in the fact that it evaluates

the whole distribution and not solely the tail, as happens for maximum intensities and

records. However, as we shall see, for our purposes, the kurtosis resumes categorically

the information that we need about extreme and localization.

Having aptly outlined the kurtosis, we have in our hands a value representing

the whole tail of eigenstate intensities distribution. Moreover, taking the benefit of

working with quantum maps, we have a single stochastic parameter controlling their

classical regimes. So we are able to obtain an extensive framework of extreme events

by considering kurtosis as a function of the perturbation parameters.

Therefore, we reach one of the prominent results of this dissertation in figure

4.7. We have calculated the kurtosis intensity |ψn(q)|2 distributions and varied the

stochastic parameters K,A, and κ for each quantum map. In addition, the dimension

of the Hilbert space have not been altered, soN = 2098, 2000, and 2113 for the quantum

standard map, the kicked Harper map, and the perturbed cat map, respectively.
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FIGURE 4.7. Kurtosis of the eigenstates intensity distribution of the three quantum
maps as a function of each stochastic parameter. (A) For the quantum standard map,
a sharp peak in the kurtosis is achieved for K = 2.05 where we have set N = 2098,
α = 1/4, β = 1/4, and dK = 0.01. (B) For the quantum kicked Harper map, there are
two sharp peaks where the largest is for A = 3.56. We have set N = 2000, α = 1/4,
β = 1/4, and dA = 0.01. (C) For the quantum perturbed cat map, the κ = 6.67 is the
sharp peak parameter where we have set N = 2113 and dκ = 0.01.

First of all, let us examine the standard map outcome. From section 2.3.1, low

values of K, especially lower than K = 0.9716354 where the last KAM torus is de-
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stroyed, the system is predominantly filled with KAM tori. Also, because of the

Poincaré-Birkhoff theorem, some stable islands are present. Having set that, we have

seen that the wavefunction captures both structures in the semiclassical limit. There-

fore, a small value of the kurtosis is expected since the KAM tori end up distributing

the eigenstate in the position, but it is not observed in figure 4.7a.

The explanation may lay in two circumstances; the first is the undeniable pres-

ence of stable islands (see the lower figure 3.4a), which enhance the intensities. The

second is the aforementioned parity issue. The distribution is distorted from the expo-

nential - significantly in the beginning - and from the fact that kurtosis entails all the

distribution, it becomes protruded.

On the other side of the spectrum, we have the high values of K, which leads

to an almost fully chaotic phase space. The chaotic states are conjectured to behave

as random complex vectors, in addition to some being scared by the unstable period

orbits. Consequently, in figure 3.4a, the expectation and the results agree on a low and

steady kurtosis value, which just enhances moderately in the presence of scars.

Lastly, the central part is in the K values where the system is mixed: stable is-

lands amidst the chaotic sea. As we shall discuss in the next chapter 5, this region

provides ample information and different influences on the eigenstates amplitudes.

To point out a few, we have bifurcations of orbits, cantori barriers, scars, and stable

islands. In that sense, we can observe a wide range of values in kurtosis, but for a

specific value K = 2.05 ± 0.01, the kurtosis reaches its highest value. Moreover, the

Kurt ≃ 641, 303 is obtained in a sharp peak, indicating some drastic effect in the sys-

tem.

Now, we pass to the other quantum maps and compare the concordances and

peculiarities with the standard map. First, in figure 4.7b, we have the kicked Harper

map’s result, and it is promptly visible that for low values of A (its near-integrable

regime), the kurtosis is similar to the standard map’s case. The kicked Harper map

has stables islands that accentuate the extremes, but the parity fact seems not to play

the same role of bringing states to a particular position. In addition, this contrast can

also be seen in the intensity distribution 4.6, where Harper’s map actually lies in the

exponential initially.
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The chaotic regime with high A completely agrees with the standard map’s re-

sult. Although some great kurtosis values are reached midway, those circumstances

are linked with stable islands’ appearance, turning them into a mixed regime. Lastly,

again for middle A where the system is mixed, the kurtosis has its predominance, and

its highest value is located in a sharp peak for A = 3.56± 0.01.

The last map is the perturbed cat map with only two classical domains: chaotic

and mixed. In figure 4.7c, the chaotic values of κ exhibit the foreseen low kurtosis.

However, once more, the mixed regime provides the kurtosis outbreak and a sharp

peak for its highest value, in this case for κ = 6.67± 0.01.

Having exposed the kurtosis issue, in the next chapter, we shall address what

semiclassical theory can provide as an explanation of kurtosis scenery and even if there

is a semiclassical approximation for it. On top of that, the main point in question is the

sudden summit in the mixed regime parameters. Thus, it deserves further discussion,

including an investigation of whether it has semiclassical, pure quantum, or alternative

reasons.

4.3 Inverse Participation Ratio

In order to provide further evidence of the localization in the position basis of the

eigenstates intensities, we bring the inverse participation ratio (IPR). IPR is a conducive

measure for localization and studying deviations from quantum ergodicity. We define

it for the eigenstates of the quantum maps as [58, 59]

IPR =
1

3

N−1∑
n=0

N−1∑
Q=0

|ψn(q = Q/N)|4. (4.14)

The 1/3 factor is a normalization from the random matrix theory for orthogonal ensem-

ble, i.e., a IPR = 1 represents states randomly spread all over the accessible positions.

Conversely, for states where IPR > 1, the localization is established. In fact, the equa-

tion 4.14 is called average IPR since, in general, each state has its respective value of

it, which ends up with IPRn. Nevertheless, for the connection with kurtosis, the sum

over the states
∑

n must be included.
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That said, likewise the kurtosis results, we have plotted the average IPR value

against the stochastic parameters for each quantum map. The result is in figure 4.8 for

the quantum standard map with N = 2098, the kicked Harper map with N = 2000,

and the perturbed cat map with N = 2113. First, we can rapidly see that the overall

structures that we find in the kurtosis are still present. Chiefly, the presence of the sharp

peak in the same mixed regions of the parameters that we have seen in the kurtosis

outcomes, especially for the standard map 4.8a and the cat map 4.8c.
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FIGURE 4.8. Inverse Participation Ratio of the eigenstates intensity distribution of the
three quantum maps as a function of each stochastic parameter. (A) For the quantum
standard map, once more, a sharp peak in the kurtosis is observed for K = 2.05 where
we have set N = 2098, α = 1/4 β = 0, and dK = 0.01. (B) For the quantum kicked
Harper map, the near-integrable zone is more accentuated, bringing further delibera-
tion. We have set N = 2000, α = 1/4 β = 1/4, and dA = 0.01. (C) For the quantum
perturbed cat map, the same parameter κ = 6.67 has a sharp peak in IPR where we
have set N = 2113 and dκ = 0.01.

The kicked Harper map has shown up as an invariable obstacle, and the hurdle

is even more explicit in the next chapter 5 when we shall seek for N -dependence of the

intensities distribution moments. Harper’s near-integrable regime is not clearly sepa-

rate from the mixed regime as the standard map’s case, leading to significant values

in kurtosis 4.7b, and consequently, in the average IPR 4.8b. Therefore, the map aptly

displays the intrinsic and non-universal idiosyncracies that mixed regimes affect on

semiclassical systems [60].

Lastly, for our chaotic parameters, we are able to verify the ergodic hypothesis

of the chaotic states since the IPR reckoning lies in the unitary value. Hence, despite

all the limitations involved in dealing with the kurtosis to provide localization infor-

mation, the well-established IPR measure corroborates our kurtosis examination.





Chapter 5

Semiclassical kurtosis and
localization subject

All the discussion brought up in the last chapter leads us to grasp and interpret

the kurtosis results in figure 4.7. The fourth standardized moment has been chosen in

order to furnish us with a value representing the tail of the eigenstates intensities of

semiclassical systems: the quantum maps. The tail region is concerned with extreme

events - large values with small probabilities. Concomitantly, huge intensity |ψ(q)|2

means an extremely high probability of finding the system at the position q, in other

words, localized states.

The existence of this linking thread from the kurtosis and localization is ex-

tremely advantageous since the branch of localization in semiclassical systems has

already been vastly studied - to mention a few [48, 16, 50, 15]. Therefore, chapter 3

has provided the essential background to us in order to elucidate the prominent in-

fluences that classical structures have in the wavefunctions of semiclassical systems,

especially regarding localization. By these means, we begin finding a general semi-

classical expression for the kurtosis with the assistance of the Gutzwiller trace formula.

Thereafter, a particular formula can be stated for quantum maps and for each covered

map. We also present what sort of information and limitations are involved with the

semiclassical expression.

Finally, as an addendum, we make a more qualitative analysis of the play role

of the quantum phases in the appearance of extreme events. The motivation comes

from both phases α and β since the former is linked to the intensities prevalence of a

101
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particular position - as q = 1/2 in the standard map - and the latter shifts the whole

distribution positively - as in the standard and perturbed cat map in figure 4.5. This ex-

amination is intriguing since it is a purely quantum effect and reverberates throughout

the semiclassical systems.

5.1 Bogomolny’s scar formula

First of all, what becomes evident with the thorough discussion in section 3.3 is

the fundamental relation in semiclassical systems, the Gutzwiller trace formula 3.111.

Consequently, obtaining an expression for kurtosis is a rational guideline, mainly be-

cause it provides the density of states.

The first procedure, in fact, is some steps earlier than the trace formula: the

Green function relation 3.68, when q = q′ can be written as∑
n

|ψn(q)|2δ(E − En) = − 1

π
ImG(q,q, E) (5.1)

where we have to keep in mind that energy is a positive complex numberE → E+iϵ in

order to ensure convergence. As aforementioned at the end of the section 3.3, it is im-

possible to see perfectly the contribution of a specific orbit, be it unstable or stable. That

means we must have to forgo individual knowledge of energy levels. However, we can

assemble energy levels via the Trace Formula and obtain approximate responses.

Therefore, the procedure is to smooth the delta in equation 5.1 using the complex

feature of the energy. In particular, there are two main smoothings to advance in the

spectrum knowledge: the exponential smoothing, where a Lorentzian is considered

δ(E − En) ≃ δϵ(E − En) =
ϵ/π

(E − En)2 + ϵ2
(5.2)

which height is 1/πϵ and width ϵ. The second is the Gaussian smoothing

δ(E − En) ≃ δϵ(E − En) =
1

2
√
πϵ
e−(E−En)2/2ϵ2 (5.3)

which width is ϵ. Because the delta smoothing groups some levels, the operation is si-

milar to an average, but with the Lorentzian or the Gaussian giving the proper weight.

On top of that, both are broadly used and have their advantages and disadvantages.
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For the sake of this work, we shall manage with both; however, in different circum-

stances. We select the Lorentzian case to perform an average in the energy, that is,

gather intervals of levels. Nevertheless, afterward, another average will be required in

position - basically, convolutions - and then a Gaussian smoothing is adopted.

Having set the smoothness condition, let us see how we can obtain information

from the eigenstates intensities |ψn(q)|2 from the expression 5.1. First, considering the

semiclassical limit ℏ → 0, the levels will be so dense that the left-hand side of the equa-

tion can be approximated to the average of the intensity with respect to the weighted

states multiplied by the mean level density ρ̄ 3.110

∞∑
n=0

|ψn(q)|2δϵ(E − En) ≈ ⟨|ψn(q)|2⟩ρ̄(E). (5.4)

Now, as the semiclassical limit has been stated, the right-handed side of 5.1 will

render the semiclassical Green function 3.96; however, when q′ = q′′ = q

G(q, E) =
2π

(2πiℏ)(f+1)/2

∑
j

1

|q̇|

∣∣∣∣det− ∂2Sj
∂y′∂y′′

∣∣∣∣1/2 exp [ iℏSj(q, E)− iµj
π

2

]
(5.5)

where f is the degree of freedom, the sum over j represents the trajectories, and µj is

their Maslov index. One detail that must have attention is that the Gutzwiller trace

formula cannot be applied here since the lack of integration over position q simplifies

the expression with the usage of the stationary-phase method. In addition, integration

is not even desirable by the fact we want to explore the possibilities of enhancements

in the intensities for particular positions.

Namely, the wavefunctions information we are looking for is their kurtosis; in

other words, we are interested in the moments of the wavefunctions. Following Berry’s

idea for the spectral staircase [61], the moments are directly available when the Green

function is divided by a summation between a mean value and a fluctuation, as in

3.111. Consequently, an ingenious procedure made in Keating and Prado [14], which

was mainly inspired by the iconic work of Bogomolny [62], consists of not integrating

over all positions q but from performing a local average ⟨. . . ⟩q with respect to q.

In order to maintain smoothness, the local average is chosen to be a convolution

with a normalized Gaussian, where its width reserves further discussion. First, apply-
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ing the local average into the equation 5.1, after the evaluation of the energy average

with 5.4 and 5.5, we become with

⟨⟨|ψn(q)|2⟩⟩qρ̄(E) ≈ − 1

π
⟨ImG(q, E)⟩q. (5.6)

Here we can see our wavefunction intensities being average both in energy ⟨. . . ⟩ and

in position ⟨. . . ⟩q. In addition, the convolution of the Green function will enable us to

perform the stationary phase method and obtain helpful information from it.

Semiclassically, emulating the trace formula, the convolution of the Green func-

tion will select the periodic orbits and those trajectories which are very proximate to it,

i.e., trajectories where p′ and p′′ are very close but not equal. However, linearizing the

equation about the periodic orbits leaves only the action to the quadratic term

− 1

π
⟨ImG(q, E + iϵ)⟩q ≃ Ω(q, E)

(2πℏ)f
− Im

2

(2πiℏ)(f+1)/2

∑
p

1

|q̇|

∣∣∣∣det− ∂2Sp
∂y′∂y′′

∣∣∣∣1/2
× exp

[(
i

ℏ
Sp +

1

2
| det(W )|y2

)
− iσp

π

2

]
e

(
−ϵTpℏ

)
(5.7)

where the sum is over the period orbits p, σp is the Maslov index of the periodic orbits,

y are the Gutzwiller tangential coordinates, and Ω(q, E) is the contribution from the

zero-length trajectories 3.110 but without the integration over the position

Ω(q, E) =

∫
dpδ(E −H(q,p)). (5.8)

Moreover, we have separated the energy’s real and imaginary parts, generating an

exponential decay from 3.63 to ensure convergence. This dissociation makes explicit

the contribution of solely periodic orbits of period Tp ≤ ℏ/ϵ.

As we have seen in section 2.1.4 about periodic orbits, we can write the action

derivatives in terms of the monodromy matrix, which gives us information about the

neighborhood of the periodic orbits. Therefore, from 2.71∣∣∣∣det− ∂2Sp
∂y′∂y′′

∣∣∣∣1/2 = |B|1/2 = 1√
[M]12

(5.9)

and 3.104

| det(W )| = det (M− I)

[M]12
, (5.10)
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we can rewrite 5.7 as

− 1

π
⟨ImG(q, E + iϵ)⟩q ≃ Ω(q, E)

(2πℏ)f
− Im

2

(2πiℏ)(f+1)/2

∑
p

1

|q̇|
√

[M]12

× exp

[
i

ℏ

(
Sp +

1

2

det(M− I)

[M]12
y2

)
− iµp

π

2

]
e

(
−ϵTpℏ

)
. (5.11)

Now, we finally can assemble 5.6 to get an expression for the intensities, also

known as Bogomolny’s scar formula

⟨⟨|ψn(q)|2⟩⟩q ≈ Ω(q, E)

(2πℏ)f ρ̄(E)
− Im

2

(2πiℏ)(f+1)/2ρ̄(E)

∑
p

1

|q̇|
√

[M]12

× exp

[
i

ℏ

(
Sp +

1

2

det(M− I)

[M]12
y2

)
− iσp

π

2

]
e

(
−ϵTpℏ

)
. (5.12)

Namely, we aptly break the wavefunction amplitudes into a mean plus a fluctuation,

as was sought.

On top of that, the expression 5.12 already offers us information about the semi-

classical wavefunction. First, let us see the mean value of the averaged semiclassical

wavefunction
Ω(q, E)

(2πℏ)f ρ̄(E)
=

∫
dpδ(E −H(q,p))∫
dqdpδ(E −H(q,p))

≡ µ(q, E). (5.13)

In classically ergodic systems, it represents the quantum-ergodic limit [47, 63, 64],

which comes from the Berry and Voros assumption of the Shnirelman theorem [62]

that the average square of the eigenfunctions in the semiclassical limit coincides with

the projection of the classical microcanonical distribution to coordinate space.

Secondly, the fluctuation reveals the intricate contribution of the periodic orbits.

From 5.12, their weight is proportional to
√

ℏf−1/[M]12|q̇|2 and can be seen around it in

the narrow band of width
√
ℏ[M]12/ det(M− I) which is known as complex Gaussian

fringes [14]. Along with the width of the fringe, we are able to discuss the local posi-

tion average since we want to have the finest resolution to perceive the wavefunction

structures. Consequently, the convolution must have a width that is small compared

to the length-scale of the fringes, i.e., it must scale as ℏδ with δ > 1/2. In addition, the

convolution width must have been large to the de Broglie wavelength ∼ ℏ, then δ < 1.

Having set the convolution, we can notice that the double average of the inten-

sities conveniently separates it into the mean and the fluctuation parts. Thus, their
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moments are given simply by

µ2m =
1

∆q

∫ (
⟨⟨|ψn(q’)|2⟩⟩q’ − µ(q′, E)

)2m
dq’, (5.14)

where ∆q is the volume of integration independent of ℏ. As a result, recalling the

definition of the kurtosis in 4.13, we have just to substitute 5.12 in 5.14 for m = 2 and

m = 1 to obtain the semiclassical formula for the kurtosis

Kurt =

(∆q)−1
∫ (∑

p ImAp(q
′, E)e

(
iSp(q′,E)/ℏ−iσpπ/2

)
e(−ϵTp/ℏ)

)4

dq’[
(∆q)−1

∫ (∑
p ImAp(q′, E)e

(
iSp(q′,E)/ℏ−iσpπ/2

)
e(−ϵTp/ℏ)

)2

dq’

]2 (5.15)

where Ap(q, E) is the amplitude

Ap(q, E) =
2

(2πiℏ)(f+1)/2ρ̄(E)

1

|q̇|
√

[M]12
(5.16)

and the expanded action Sp is

Sp = Sp +
1

2

det(M− I)

[M]12
y2. (5.17)

Despite being thorough and general, the resulting expression 5.15 still seems

tangled to elucidate about the kurtosis, as in figure 4.8. Nevertheless, in order to ac-

quire information about a semiclassical quantity, the problem will revolve around the

ℏ dependence. For instance, for a two degree of freedom system (f = 2) with solely

unstable periodic orbits1, the amplitude Ap furnishes ℏ1/2 since ρ̄(E) ∼ ℏ−2. Owing to

the proportionality µ2m ∝ A2m
p , the contribution is ℏ2m/2.

On top of that, we must consider the ℏ dependence from the coordinates y in

the complex exponential, which comes up from the differential dq′. Their contribution

is carried out by rescaling y to remove the ℏ factor from the exponent. Because y is

squared in 5.17, there will be another ℏ dependence equals to ℏ1/2. Therefore, in this

case, the moments µ2m of 2-dimensional systems fully with unstable periodic orbits

scales as ℏ(2m+1)/2; and their kurtosis scales as

Kurt = µ4/µ
2
2 ∼

ℏ5/2

(ℏ3/2)2
∼ ℏ−1/2. (5.18)

1where the expansion of Sp in 5.17 is sufficient
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Nevertheless, for general systems, unstable periodic orbits abound but concur-

rently with stable orbits, bifurcations, and cantori. Those other classical structures may

affect the ℏ-dependence, mainly the bifurcations demonstrated in Keating & Prado is-

sue [14]. The orbits bifurcate when det(M− I) = 0, which makes the expanded action

Sp y-independent as if the fringes would be infinitely wide. Keating & Prado have

shown that only taking higher terms from the action does not cover all sorts of bifur-

cations. To summarize, they work around the Almeida-Hannay method [65], which

transforms the Green function into a mixed position-momentum space, and an action

called normal form gives the configuration of the bifurcation’s neighborhood. The re-

sultant is an additional ℏ-dependence ∼ ℏγ for different sorts of bifurcations.

That being said, along with the expression 5.15, we may find the semiclassical

kurtosis for the three selected quantum maps. Moreover, we shall address how it re-

sponds when the semiclassical limit N → ∞ is considered in order to elucidate the

sharp peaks in the mixed regime.

Before going any further, an equivalent relation of 5.1 can be obtained for the

propagator operator of the quantum maps. It just requires careful manipulation with

a very well-known function called the Wigner function W (q,p).

The demand for a quantum phase space pushed physicists to wonder how to

overcome the Heisenberg principle. Nevertheless, Wigner in 1932 [66] introduced a

function dependent on position and momentum, taking into account the uncertainty

principle. For a general system with f degrees of freedom, it is defined as

W (q,p) =
1

(2πℏ)f

∫
dQΨ(q+Q)Ψ∗(q−Q)e−iQ·p/ℏ. (5.19)

Likewise, in the case of the quantum maps that the Hilbert space is finite with a di-

mension N , the Wigner function associated with the nth eigenstate ψn(q = Q/N) is

wn(q, p) =
1

2N

2N−1∑
X=0

ψn((Q+X/2)/N)ψ∗
n((Q−X/2)/N)e−2πiXp/N , (5.20)

where if Q ±X/2 is not a integer then ψn(Q ±X/2) is null. In addition, q = Q/N and

p = m/N can only assume integers and half-integers between 0 and N − 1 because

Q,m = 0, . . . , N − 1.
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If we take the kth power of the propagator Û and act it into the eigenstates |ψn⟩
given by 3.132, we have the following equation

Ûk |ψn⟩ = eikEn |ψn⟩ . (5.21)

Therefore, the matrix expression of the kth power of the propagator in position basis

can be written as

Uk
Q1,Q2

= ⟨q1| Ûk |q2⟩ =
N−1∑
n=0

⟨q1| Ûk |ψn⟩ ⟨ψn|q2⟩

=
N−1∑
n=0

eikEn ⟨q1|ψn⟩ ⟨ψn|q2⟩ =
N−1∑
n=0

eikEnψ∗
n(q1)ψn(q2). (5.22)

We may now insert
∑N−1

k=0 e
−ikEj in both sides of the equation 5.22

N−1∑
k=0

e−ikEjUk
Q1,Q2

=
N−1∑
k=0

N−1∑
n=0

eik(En−Ej)ψ∗
n(q1)ψn(q2) (5.23)

= N
N−1∑
n=0

δEn,Ej
ψ∗
n(q1)ψn(q2). (5.24)

That said, we go back to the definition of the Wigner function 5.20 and insert the

delta as follows
N−1∑
n=0

wn(q, p)δEn,Ej
=

1

2N

2N−1∑
X=0

N−1∑
n=0

ψn((Q+X/2)/N)ψ∗
n((Q−X/2)/N)

× δEn,Ej
e2πiXp/N , (5.25)

and from 5.24, we have a relation between the Wigner function and the propagator

N−1∑
n=0

wn(q, p)δEn,Ej
=

1

2N2

N−1∑
k=0

2N−1∑
X=0

⟨(Q1 +X/2)/N | Ûk |(Q2 −X/2)/N⟩

× e−2πiXp/Ne−iEjk. (5.26)

Finally, rewriting 5.26, we end up with

N−1∑
n=0

wn(q, p)δEn,Ej
=

1

2N2

N−1∑
k=0

e−EjkWk(q, p), (5.27)

where Wk(q, p) is called the Weyl transform

Wk(q, p) =
2N−1∑
X=0

Uk
Q1+X/2,Q2−X/2e

−2πiXp/N . (5.28)
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Along similar lines, as we have done for the delta function in 5.1, we shall extend

the contribution from other eigenstates around the nth state - an energy average. To

this, we take the equation 5.22 but insert the summation
∑

k exp (−k(iEm + ϵ)) on each

side

∑
k

e(−ikEm−ϵk)Uk
Q1,Q2

=
∑
k

e(−ikEm−ϵk)
N−1∑
n=0

eikEnψ∗
n(q1)ψn(q2)

=
N−1∑
n=0

ψ∗
n(q1)ψn(q2)

∑
k

e(−ik(Em−Ek)−ϵk). (5.29)

In fact, the second summation is the inverse Fourier transform of the Lorenztian

δϵ(Em − En) as 5.2, so

∑
k

e(−iEm−ϵk)Uk
Q1,Q2

=
N−1∑
n=0

δϵ(Em − En)ψ
∗
n(q1)ψn(q2). (5.30)

If we make q1 = (Q + X/2)/N , q2 = (Q − X/2)/N , include the sum
∑2N−1

n=0 and

exp (−2πipX/N)/2N , the resulting equation will be

N−1∑
n=0

δϵ(Em − En)wn(q, p) = Re
1

2N

∞∑
k=0

e(−ikEm−ϵk)Wn(q, p) (5.31)

where the real part was taken into account since the left-hand side must be real.

One of the many advantages aspects of the Wigner function is attributed to its

ability to directly inform the wavefunction both in momentum and position represen-

tation just with an integral. Then, from 5.19,∫
dpW (q,q) = |ψ(q)|2

∫
dqW (q,q) = |ψ(p)|2. (5.32)

For a finite Hilbert space, we have

1

N

∑
p

wn(q, p) = |ψn(q)|2
1

N

∑
q

wn(q, p) = |ψn(p)|2. (5.33)

Therefore, because we are interested in the eigenstates intensities in the position space

of the quantum maps, we insert the sum in p in 5.31

N−1∑
n=0

δϵ(Em−En)
1

N

∑
p

wn(q, p) = Re
1

2N

∞∑
k=0

e(−ikEm−ϵk)
2N−1∑
X=0

Uk
Q+X/2,Q−X/2

1

N

∑
p

e−2πiXp/N
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N−1∑
n=0

δϵ(Em − En)|ψn(Q/N)|2 = Re
1

2N

∞∑
k=0

e(−ikEm−ϵk)
2N−1∑
X=0

Uk
Q+X/2,Q−X/2δX,0

= Re
∞∑
k=0

e(−ikEm−ϵk)Uk
Q,Q (5.34)

where the expression is the quantum maps analog to 5.1. It becomes even more familiar

when we open in mean-plus-fluctuation form

N−1∑
n=0

δϵ(Em − En)|ψn(Q/N)|2 = 1 + Re
∞∑
k=1

e(−ikEm−ϵk)Uk
Q,Q. (5.35)

Moreover, instead of the normal form of the Lorentzian 5.2, we adhere to a

smooth and periodic Lorentzian function

δϵ(x) =
1− e−ϵ cos(x)

1 + e−2ϵ − 2e−ϵ cos(x)
. (5.36)

If ϵ is large number then δϵ(x) ≈ 1 or δϵ(x) → 2πδ(x) as ϵ → 0. In the semiclassical

limit N → ∞, the left-hand side of 5.35 is similar to 5.4, which is the energy average

multiplied by the mean density ρ̄. In the case of quantum maps, the mean density

is just N 2. Applying the average in the position, we finally obtain Bogomolny’s scar

formula for the quantum maps

⟨⟨|ψn(Q/N)|2⟩⟩q ≈
1

N
+

1

N
Re

∞∑
k=1

e(−ikEm−ϵk)⟨⟨Uk
Q,Q⟩⟩q. (5.37)

Once more, we distinctly notice the mean reflecting the quantum-ergodic limit, where

there is an equal probability of the wavefunction being in any position. The position

average of the propagator’s trace gives the contribution from the periodic orbits to the

fluctuations. In addition, the width of the convolution in the q-average must be over a

range smaller than N and larger than the de Broglie wavelength (∆q = 1/N ).

In 5.37, the trace of the propagator plays the role of the Green function for quan-

tum maps. Consequently, the q-average selects the closed orbits nearby the periodic

orbits - the fixed points qf of the classical maps. On top of that, the work of finding

classical orbits is already difficult; the kth power of UQ,Q makes the resolution even

2The mean density of states counts the average number of energy levels in an energy interval of
length one. Since all N energies are in the unitary interval, then ρ̄ = N [67]
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more intricate. To deal with this issue, we adjust ϵ such that only simple powers be-

come relevant. For instance, if ϵ is large enough, the real exponential exp(−ϵk)only

leaves k = 1 as the main contribution of the fluctuation in 5.37. This configuration is

convenient because we have the quantum maps formulae in 3.142, 3.143, and 3.144.

In this case, we shall not focus on the quantum phases α and β, then we set

them null and utilize the equation 3.141 for the propagators. In order to reach the

q-averaged quantum map, we will need to linearize the action over the fixed points,

which are essentially defined as
∂S

∂q

∣∣∣
q=qf

= 0 (5.38)

and then we expand the action in the exponential until the second order as in 5.7 for

each map.

To begin, the action of the standard map is given by 2.97, and then its fixed

points satisfy
K

2π
sin (2πqf ) = −m (5.39)

where m is the integer that deals with the unity modulus in the momentum, and so the

q-average evolution operator with α = β = 0 for a convenient expression

⟨U (std)
Q,Q ⟩q ≈

1√
iN

exp
[
2πiNS(std) (qf , qf )

]
exp

[
− iπNK cos (2πqf )

(Q
N

− qf

)2]
. (5.40)

Furthermore, with the action of the kicked Harper map in 2.103, the expression

for the fixed points is
A

2π
sin (2πqf ) = m (5.41)

then the expanded quantum map becomes

⟨U (hrp)
Q,Q ⟩q ≈

1√
N |L|

exp [2πiNS(hrp) (qf , qf )] exp

[
πiNA cos (2πqf )

(Q
N

− qf

)2]
. (5.42)

Finally, from the action 2.105, the relation that identifies the fixed points of the

perturbed cat map is

qf =
1

2

(
m− l − κ

2π
cos (2πqf )

)
, (5.43)
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where l is also an integer, but it handles the unity modulus in the position. Thus, the

q-average evolution operator is given by

⟨U (cat)
Q,Q ⟩q ≈

1√
iN

exp [2πiNS(cat) (qf , qf )] exp

[
iπN(2− κ sin (2πqf ))

(Q
N

− qf

)2]
. (5.44)

Therefore, emulating the same reasoning to reach out 5.15, we are able to get

the kurtosis semiclassical formula for quantum maps, but first, we need the moments’

equations. From 5.14, the moments are

µ2m = N2m

N∑
Q=1

(
⟨⟨|ψn(Q/N)|2⟩⟩q −

1

N

)2m

(5.45)

and substituting 5.37 we get

µ2m =
N∑
Q=1

(
Re

∞∑
n=1

e(−ikEm−ϵk)⟨⟨Uk
Q,Q⟩⟩q

)2m

. (5.46)

By definition of the kurtosis, we have its semiclassical form for quantum maps

Kurt =

∑N
Q=1

(
Re
∑∞

k=1 e
(−ikEm−ϵk)⟨⟨Uk

Q,Q⟩⟩q
)4[∑N

Q=1

(
Re
∑∞

k=1 e
(−ikEm−ϵk)⟨⟨Uk

Q,Q⟩⟩q
)2]2 (5.47)

The first thing to consider is that when the maps are completely chaotic, i.e., only

unstable orbits, the second-order expansion of the actions is sufficient. Consequently,

we will have moments scaling as N (1−2m)1/2 since there is N−m from the amplitude and

N1/2 from the exponent. The semiclassical kurtosis is predicted to scale as

Kurt =
µ4

(µ2)2
∼ N−3/2

(N−1/2)2
∼ N−1/2. (5.48)

5.2 Results of the intensities kurtosis

For our calculations of theN -dependence of the kurtosis, we have settled to plot

the moments µ4 and µ2 separately. The reason lies in the fact that any variation in

the second moment µ2 will be amplified from the kurtosis definition 4.13. On top of

that, the oscillation could be reduced if we increase as much as possible the N values.
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However, we are hampered by computational effort; for instance, only the reckoning

of the eigenvectors scales like N3.

In figures 5.1a and 5.2a, we have plotted the log µ4 and log µ2 versus logN for

the chaotic parameters K = 10, A = 8.56, and κ = 0.2. Despite the fluctuations,

we can see the concordance with the semiclassical prediction of N (1−2m)/2: −1/2 to µ2

and −3/2 to µ4, resulting in the kurtosis scaling as N−1/2 for the chaotic regime of the

quantum maps. However, a point must be stated about the considerable difference in

the size of the fluctuations. For the standard map and kicked Harper map, although we

have selected chaotic parameters, the classical maps are known to be not completely

hyperbolic; there are undetectable stable structures spread around the map, which end

up disturbing the results. Conversely, the classical perturbed cat map belongs to an

Asonov system and is proven to be fully hyperbolic without any sort of stable entity,

leading to less variation in this regard.
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FIGURE 5.1. The logarithm of moments µ2 (upper panel) and µ4 (lower panel) plots
against logN for the quantum standard map, where we have set β = 0, α = 0, ϵ = 2.2,
Em = π/4, and the q-average of size 0.02N1/2 (Gaussian convolution width). (A)
The moments for K = 10 are consistent with the predicted power-law dependence
N−m+1/2, despite some fluctuation around it. (B) Furthermore, the moments of the
mixed parameter K = 2.05 have intriguing oscillations, but if we reckon their decay-
ing exponent, they do not explain the sharp peaks observed in 4.7a. The best-fitting
straight line is in red for all plots, along with their gradient γ.
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Now, for the mixed regimes values, we have the calculation of the N -

dependence for each quantum map and have settled the particular values of parame-

ters where the sharp peaks have taken place in the kurtosis. To begin with, the standard

map provides us the figure 5.1b forK = 2.05. It is interesting in both moments the char-

acteristic oscillation, which probability comes from the complex exponential action in

the trace of the quantum propagators. The expected departure from N (1−2m)/2 scaling

is achieved as advanced by Keating & Prado [14], and the oscillations are found on

decaying as Nγ , with γ ≈ 0.52 for µ2 and γ ≈ 1.48 for µ4.

Nevertheless, for the perturbed cat map, oscillations for the mixed regime pa-

rameter κ = 6.67 were not present (see figure 5.2b). The power-law dependence ofN is

then skewed from the chaos as expected, which may be attributed to the emergence of

many bifurcations. Finally, the kicked Harper map has shown an innate convolution

that the propagator 3.141 has not converged, and the other option 3.140 takes a massive

computational effort. Therefore, Harper’s results will be addressed in future work.
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FIGURE 5.2. The logarithm of moments µ2 (upper panel) and µ4 (lower panel) plots
against logN for the quantum perturbed cat map, where we have set ϵ = 2.2,Em = π/4,
and the q-average of size 0.02N1/2 (Gaussian convolution width). (A) The moments
for κ = 0.2 are consistent with the predicted power-law dependence N−m+1/2, despite
some fluctuation around it. (B) However, the moments of the mixed parameter κ =
6.67 do not have definite-period oscillation, just the variations as observed in the fully
chaotic case. Also, the best-fitting straight line is in red for all plots, along with their
gradients γ.
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If we gather the scaling results of the three maps in the specific parameters where

we have found the sharp peaks and compare them to the chaotic parameters. In that

case, we see that the Berry twinkling exponents [61] may not explain the drastic dif-

ference between those singular parameters and the other mixed values, in addition to

living in blank the localization culprit. Nevertheless, we acknowledge that this affir-

mation deserves more data reading larger N , especially for the results 5.1b and 5.2b.

Higher Ns lead to fewer fluctuations and more secure analyses about the N depen-

dence of the kurtosis - our results are solely primary.

In addition, to enhance the complexity of the kurtosis problem, when the log-

arithmic of it is taken from the pure (without any average) eigenstates intensities, we

can see a clear power-law growth in figure 5.3a for the standard map. This observation

means as we go to the semiclassical limit N → ∞, the kurtosis reaches and includes

even more localized states in the system. Figure 5.3a can be compared to the same

procedure for the pure chaotic states 5.3b where it does not have a clear power-law

dependence.
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FIGURE 5.3. The logarithm of the pure kurtosis plots against logN for the quantum
standard map. Pure kurtosis means that any sort of average for the eigenstate’s inten-
sities has been performed. (A) The kurtosis for K = 2.05 grows as a power-law with
N , with a considerable exponent γ ≃ 1.34. (B) The kurtosis for the chaotic parameter
K = 10 does not present a conclusive dependence of N only seems to be a small in-
crease. Those results showcase the richness of the eigenstates that our average may be
overlooking.

There is another prospect of the kurtosis boost that deserves further investi-

gation, the stable periodic orbits. Recently, we have taken the standard map with

K = 2.05 and separated the states that scar the corner islands, the central island, and

the chaotic sea (see figure 3.4b to picture the panorama). Since we cannot assess pre-
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cisely the trace of the kth power of the propagator to catch each contribution, we cal-

culate the scaling exponents for each structure; the result is in figure 5.4. Separately,

the states manage to depict the moment growth that we see of pure kurtosis. However,

owing to the proximity of the moments µ4 and µ2, the kurtosis ended up being a decay

which agrees with the theory from 5.47 but not with the outcome 5.3a.
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FIGURE 5.4. Results of the q-averaged moments in order to grasp the kurtosis boosters.
We have separated the eigenstates into three groups: central islands, corner islands,
and chaotic sea states. Afterward, we have plotted for each group the logarithm of
moments µ2 (upper panel) and µ4 (lower panel) plots against logN for the quantum
standard map, where we set β = 0, α = 1/4, ϵ = 2.2, Em = π/4, and the q-average of
size 0.02N1/2 (Gaussian convolution width). (A) The moments for the chaotic states
and for the corner islands (B) picture the growth in moments as the pure kurtosis
portraits. However, their resulting kurtosis still gives us a semiclassical decay. Fur-
thermore, the moments of the central islands (C) have the highest growth - drawing
attention to be a prospective source - but once more, its resulting kurtosis is decaying.

Moreover, since we are dealing with kurtosis, we are able to bring a statistical

perspective to the localization problem swiftly. First, if we take a look only at the

intensities distributions in figure 4.6 and their respective outcomes in the kurtosis 4.7,

an aspect that promptly draws attention is the transition from the chaotic to the mixed

system. The classical hyperbolic map conveys to the quantum intensities a random

feature that makes them fall under an exponential distribution.

Nevertheless, when the stochastic parameters are tuned to the mixed regime,
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the richness of classical structures comes up and transfers to the states in an aggregate

way. Their intensities distributions start to behave as a power law - figure 4.6a is the

most explicit instance. This suggests a pseudo-phase-transition character in the inten-

sities distributions, especially when we plot the standard variation of the distributions

against the parameters (see figure 5.5). For those same values where the sharp peaks

arise, there is a sudden increase in the standard variation µ2 that ratifies this sort of

phase transition. Ultimately, this other prospect deserves further investigation on its

own, including more statistical evidence.
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FIGURE 5.5. Standard variation of the eigenstate-intensity distribution of the three
quantum maps as a function of each stochastic parameter. For all three maps, there
is a sudden increase in the second moment of the intensities distribution for the same
values of the kurtosis sharp peak, alluding to a pseudo-phase-transition. (A) We have
setN = 2098, α = 1/4, β = 0, and dK = 0.01 for the quantum standard map. (B) For the
quantum kicked Harper map, we have set N = 2000, α = 1/4, β = 0, and dA = 0.01,
which is the only one that diverges from the sharp-peak point, but its near-integrable
adversity has already been exposed. (C) Finally, for the quantum perturbed cat map,
we have set N = 2113 and dκ = 0.01.

Finally, as aforementioned, especially in section 4.3, the kurtosis of the intensities

distributions and the localization of the eigenstates are intrinsically integrated. Conse-

quently, it is worth briefly mentioning what is known about the localization problem

in quantum maps and semiclassical systems in general since it is a vast, well-studied

branch and will further enlarge the kurtosis panorama.

When it comes down to mixed phase space, where chaos divides its dominance

with stable islands, the semiclassical issue is far from a thorough description but with

known resolutions. First, we refer to KAM tori, in particular, the cantori 3 effect in the

3They are broken KAM tori that are designed as invariant Cantor sets.
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wavefunction. Geisel et al. [48] have shown that those structures, which trap classical

trajectories into regions of phase space, do equivalently with the quantum wavefunc-

tion. Both KAM tori and cantori make the wavefunction confined, and an exponential

decay is seen outside them 4.

Another unexpected contribution published by Kús et al. [68] was the so-called

periodic ghost orbits. It is just an additional term in the semiclassical approximation

but not corresponding to real classical periodic orbits. The ghost solutions are basically

complex periodic orbits with complex actions S → S ′ + iS ′′ where their contributions

will naturally disappear when we take the semiclassical limit. In particular, those con-

tributions become apparent before bifurcations, meaning that the quantum states are

first feeling the bifurcation of the classical system. A prominent example is tangent bi-

furcation, where two periodic orbits bifurcate from no periodic orbit at all. Therefore,

it is another evidence of the bifurcations positively influencing the localization and, in

fact, may boost the kurtosis in our case.

Last but not least, Mehlig et al. [15] in the same description as KAM tori and

cantori, acknowledge that stable islands also confine the trajectories in phase space,

and this feature would be transported to the wavefunction in the quantum realm. They

could separate the states from chaotic and stable islands - likewise, our last attempts -

and manage to show that the classical traps from the islands give rise to wavefunction

localization.

5.3 Quantum phase contribution

To conclude, rather than just being stuck on classical influences in the semiclas-

sical system, we also investigate, albeit more qualitatively, a purely quantum effect in

the extreme events of the intensities: the quantum phases’ contribution to the kurtosis.

The β phase controls time-reversal symmetry, and its influence is well-known where

the chaotic quantum matrices follow a CUE (Circular unitary ensembles) or COE (Cir-

cular orthogonal ensembles) depending on the configuration of β - zero for COE and

CUE otherwise. Conversely, the α controls the parity symmetry, but any noteworthy

4The procedure is similar to the wavefunction at the edges of the finite well.
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influence has been observed in semiclassical physics [17].

We have only focused on the standard map for the following quantum phase’s

analyses since there is no indication of different scenarios for other quantum maps.

First, we have settled β = 0 - then the system becomes invariant under a time-reversal

transformation - and compared the intensity distributions of figure 4.6a with the plot

for the time-reversal invariance condition in figure 5.6 for the same parameters K.

From the result 5.6, it is immediately visible a shift from the β = 1/4 for the chaotic

parameter K = 10, which was previously noted for the quantum perturbed cat map

distributions. On top of that, this feature is not exclusive to chaotic states and is carried

over to the other parameter values. For instance, the K = 0.1 is positively affected

in the tail of the distributions - favoring its extreme events. On the contrary, for the

K = 2.05, the tail apparently loses its weight, which will reflect in the kurtosis value.
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FIGURE 5.6. Intensity distribution of eigenstates in the position basis of the quantum
standard map at N = 2098, α = 1/4, and β = 0 (time-reversal symmetry is not broken).
Comparing with β = 1/4 in the figure 4.6a, we observe the same departure from the
exponential for the chaotic parameter K = 10, similar to the perturbed cat map. Also,
for the K = 0,1 in the near-integrable regime, a positive influence in the tail can be
noted. On the other hand, the mixed parameter K = 2.05 is negatively affected by the
symmetry.

In order to closely examine the quantum phases’ effect, we have selected three

specific parameters K = 10, K = 0.1, and K = 2.05, to plot their kurtosis as a function

of β (see figure 5.7) and α (see figure 5.8). In a general aspect, β acts in distinct ways in

each case. ForK = 10 andK = 0.1, the kurtosis reaches its maximum when the system

has time-reversal symmetry (β = 0), and on the contrary, K = 2.05 has its minimum
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for this condition. The anti-periodic condition β = 1/2 positively affects the mixed

state and negatively affects the near-integrable and chaotic states. Notably, the broken

conditions seem to have only a transitioning character between the periodic β = 0 and

anti-periodic β = 1/2 symmetry.

0.0 0.2 0.4 0.6 0.8 1.0
β

30

40

50

60

70

80

90

Ku
rt

K = 0.1

(A)

0.0 0.2 0.4 0.6 0.8 1.0
β

550

575

600

625

650

675

700

725

750
Ku

rt

K = 2.05

(B)

0.0 0.2 0.4 0.6 0.8 1.0
β

6

7

8

9

10

11

12

Ku
rt

K = 10

(C)

FIGURE 5.7. Kurtosis of the intensity distribution of the quantum standard map as a
function of the quantum phase β for different parameters, where we have setN = 2098,
α = 1/4, and dβ = 0.01. (A) For K = 0.1, the complex dependence is crystal-clear;
besides that, the maximum kurtosis is achieved for β = 0 and reaches a minimum for
β = 1/2. (B) In the mixed regime K = 2.05, another dependency is obtained where
maximum kurtosis for β = 1/2 and minimum for β = 0. (C) The chaotic parameter
K = 10 resembles the near-integrable one, although it is relatively smoother than K =
0.1.

The parity symmetry has already been mentioned about its influence on the

intensities, mainly in Srivastava et al. [10]. However, when we bring them to the

same panorama as executed for the β influence, the results are more erratic. Figure 5.8

showcases the outcomes of the α-dependence on the kurtosis for the quantum standard

map. It is promptly visible that the near-integrable and chaotic parameters - figure 5.8a

and 5.8c respectively - have an unclear and irregular influence on the extreme events of

the eigenstates intensities. In fact, what draws attention is the figure 5.8b that only the

mixed regime seems to be regularly impacted by the parity symmetry, with kurtosis

being favored for totally broken symmetry and hindered for conservation parameters

as α = 0 and 1/2.

Therefore, throughout these qualitative examinations, we can perceive that the

quantum phases’ presence generates a rich off-shot that could be explored more deeply

in the semiclassical systems.
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FIGURE 5.8. Kurtosis of the intensity distribution of the quantum standard map as a
function of the quantum phase α for different parameters, where we have setN = 2098,
β = 1/4, and dα = 0.01. (A) For K = 0.1 and (C) K = 10, the fluctuating influence of
the parity symmetry is evident where there is no evidence of regular behavior. Never-
theless, in the mixed regime (B) K = 2.05, the intensities seem to depend more orderly
on α, reaching maximums near the broken parameter α = 1/4 and minimums near the
symmetry conservation α = 0 and 1/2.





Chapter 6

Conclusion

Nowadays, the rogue waves have turned into an active topic that almost any

distinct physical generator is being published [55]. Aside from the countless contri-

butions that quantum maps have been providing, in this dissertation, we have shown

that their eigenstates intensities in the position basis produce extreme events (rogue

waves in this case) only through a one-parameter variation. In order to illustrate its

broad coverage, we have dealt with three semiclassical systems: the standard map,

kicked Harper map, and the perturbed cat map.

Despite freak waves generation being interesting per se, we have mainly been

interested in a close investigation of those extreme events, especially their formation.

For this reason, we have explored all the basic tenets that concern the semiclassical

theory, which includes classical mechanics, especially deterministic chaos in chapter

2, and quantum mechanics with the relinquishment of the Schrodinger equation and

the implementation of classical knowledge to prescribe the quantum wavefunctions in

chapter 3.

Our investigation covered recent studies with extreme and record statistics of

the eigenstate intensities, which provided a motivation to explore different classical

regions of the quantum maps, i.e., the near-integrable and mixed regimes. Since the

work revolves around extreme events or the tail region of the intensities distributions,

we have proposed measuring the distributions’ kurtosis in order to obtain immediate

information. Hence, we have had a value that surmised the extensive framework of

the distribution tails and plotted them as a function of the stochastic parameters for

each quantum map. The results corroborated the observations with the amplitude of
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the chaotic cases; moreover, they highlighted specific parameters in the mixed regime

with significant values of kurtosis - sharp peaks - displaying a singularity for these

conditions present in all three maps.

Having been triggered by semiclassical physics, we developed Bolgomony’s

scar formula to obtain a semiclassical expression for the moments of the eigenstates

and, consequently, the kurtosis. The approach was to compare the power-law scaling

predicted for hyperbolic states, and any deviation was a signature of bifurcations or

otherwise stable islands. From the results of the moments, the first terms of the fluc-

tuation may not explain the sudden increase that occurs in the mixed regime of the

quantum maps. However, because of the programming limit of our machinery, they

must not be discarded yet since they deserve more data for even bigger N values.

On the other hand, by separating the contributions of chaotic and stable stables,

we have found the stable states show an increase in the moments as we approach the

semiclassical limit in a similar way as the pure intensities behave. Thus, it suggested a

next way to be explored in order to dive deep into the kurtosis of the mixed quantum

states.

Moreover, instead of looking at classical structures and their effect on the quan-

tum wavefunctions, we have taken advantage of the quantum maps formulation and

perceived a purely quantum influence on the extreme intensities. We could see the

complex relationship between the parity symmetry α and the time-reversal symmetry

β. Therefore, the results culminate in periodic (anti-periodic) boundary conditions of

β negatively (positively) influencing the kurtosis of near-integrable and chaotic states;

and the diametrically opposed happens for the mixed regime. Nevertheless, the same

picture could not be drawn for the parity symmetry since α is mostly erratic for near-

integral and chaotic states, but a regular behavior has been observed for the mixed

regime states. In a general manner, the quantum phases originally from the symmetry

of the quantum system also played a role in the extremes, acting differently on the tails

depending on the corresponding classical regime.

Ultimately, the study has shown its broadness and richness in many segments

of science. The next steps are firmly the approach with separate states and stable is-

lands contributions, in addition to absorbing knowledge from statistical mechanics to
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observe the phenomenon as a sort of phase transition between exponential and power-

law distribution.





Appendix A

The Maslov phase

To begin, we set the unidimensional Hamiltonian H = p2/2m + V (q) and apply

the WKB approximation similar to section 3.2. The action is distinctly doubled-valued

since it can be divided into two layers

W±(q) = ±
∫
p(q)dq = ±

∫ q

q0

√
2m[E − V (q)], (A.1)

where the trajectory goes from q0 to q.

In order to determine the semiclassical wavefunction 3.30, we have to deal with

the amplitude. In particular, owing to the system being integrable, the action I is sim-

ply given by equation 2.65

I =
1

2π

∮
γ

pdq =
1

π

∫ q2

q1

dq
√

2m[E − V (q)], (A.2)

where the irreducible circuit γ runs along the turning points q1 and q2.

The previous equation A.2 conveys that dE/dI is a constant in both layers; then,

the determinant of the WKB approximation can be rewritten as

det

(
∂2W

∂q∂I

)
= det

(
∂2W

∂I∂q

)
= det

(
∂

∂I

∂W

∂q

)
, (A.3)

= det

(
∂

∂I

√
2m[E − V (q)]

)
= det

(
dE

dI

∂

∂E

√
2m[E − V (q)]

)
, (A.4)

= det

(
dE

dI

1

2
√

2m[E − V (q)]

)
=

1

2p

dE

dI
, (A.5)

and the time-independent semiclassical wavefunction ψI(q) for q1 ≤ q ≤ q2 is

ψI(q) = c

∣∣∣∣ 12p dEdI
∣∣∣∣1/2 [eiW+/ℏ + eiW−/ℏ

]
. (A.6)
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In addition, we can write a similar expression when q < q1 or q > q2, which arises

a decreasing exponential as the exponent turns into a real and negative value. We

combine the constants to exhibit a more ordinary format

ψ(q) =

{
ψ−(q) =

C1√
p
eiW+/ℏ + C2√

p
eiW−/ℏ, E > V (q)

ψ+(q) =
D√
p
e−|

∫
pdq|/ℏ, E < V (q).

(A.7)

Now, as depicted in figure A.1, let us consider the region around the returning

points q = q1 and q = q2 where the momentum is null, and the determinant diverges.

The first step is to expand the potential’s Taylor series

V (q) = V (qj) + (q − qj)dV/dq +O(q2), j = 1, 2

and take only the first-order terms. So, we have

E − V (q) ∼= −(q − qj)dV/dq = F (q − qj)

as F being the force in the returning points qj , and the momentum becomes

p =
√

2m[E − V ] ≃
√

2m[F (q − qj)]. (A.8)

FIGURE A.1. Exemplification of a potential V with the returning points q1 and q2 given
by E = V (qj). On top of that, it displays the validity of the approximation A.8 and the
border of each wavefunction expression of A.7 around qj .

Nevertheless, considering the potential being smooth at the returning points,

we must connect both solutions of A.7 when q ≈ qj . Landau [69] have proposed that,

although the semiclassical approximation lost its validity for q = qj , we may assume

that there is a smooth path within the complex plane that the wavefunction can cross

the region q = qj .
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In order to pass over the complex plane, the action integral must be converted

to a complex expression. This is simply performed by defining (q − q2) = ρeiϕ 1, and

the action becomes a path integral with constant ρ = |q − q2|∫ √
q − q2dq =

2

3
(q − q2)

3/2 (A.9)

=
2

3
ρ3/2e3iϕ/2 = i

∫
ρ3/2ei3ϕ/2dϕ (A.10)∫ √

q − q2dq = i

∫
ρ3/2ei3ϕ/2dϕ =

2

3
ρ3/2

(
cos

3iϕ

2
+ i sin

3iϕ

2

)
(A.11)

In fact, the integral transport from q < q2 to q > q2 as in figure A.2. The limits

are ϕ = 0 for the right direction and ϕ = π for the left direction, summed up as

∫ √
q − q2dq =

{
2
3
ρ3/2 =, 2

3
(q − q2)

3/2 for ϕ = 0
−2i
3
ρ3/2 =, −2i

3
(q − q2)

3/2 for ϕ = π.
(A.12)

FIGURE A.2. Complex path given by the wavefunction from ψ+ to ψ− in order to deal
with the singularity in the returning point q2.

Therefore, the connection must obey the following rule: the right ψ+ integral

−1

ℏ

∫
pdq = −

√
2mF

ℏ

∫ √
q − q2dq = −2

3

√
2mF

ℏ
(q − q2)

3/2 (A.13)

is transported to the left ψ− integral

−2i

3

√
2mF

ℏ
(q − q2)

3/2 = −i
√
2mF

ℏ

∫ √
q − q2dq = − i

ℏ

∫
pdq. (A.14)

1we shall consider only the passage from one returning point q2 but the explanation similarly fits for
q1.
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The solutions of A.7 only will coincide whether the amplitudes uphold

D
√
p

→ C2√
p

D

(2F (q − q2))1/4
→ C2

(2F (q − q2))1/4

Dρ−1/4eiϕ/4|ϕ=0 → C2ρ
−1/4eiϕ/4|ϕ=π

C2 = De−iπ/4 (A.15)

We can see that this integral path transported the wavefunction from E < V (q)

to the second term of E > V (q) in A.7. If we consider the circuit in figure A.2 from

ϕ = 0 to ϕ = −π, it will lead us to the first term of E > V (q) and the relation

C1 = Deiπ/4. (A.16)

As a result, the final the wavefunction for q < q2 is the amalgamation of both outcomes

ψ(q) =
D
√
p

(
e

i
ℏ
∫ q
q2
pdq
eiπ/4 + e

− i
ℏ
∫ q
q2
pdq
e−iπ/4

)
(A.17)

= 2
D
√
p
cos

(
1

ℏ

∫ q

q2

pdq +
π

4

)
. (A.18)

We notice from equation A.18 that the divergence - attributed from the returning

points - in the amplitude of the semiclassical wavefunction is solved by a phase addi-

tion of eiπ/4. By extension, the same procedure can be performed around the returning

point q1 getting

ψ(q) = 2
D′
√
p
cos

(
1

ℏ

∫ q

q1

pdq − π

4

)
(A.19)

= 2
D′
√
p
cos

(
1

ℏ

∫ q2

q1

pdq − π

2
+

1

ℏ

∫ q

q2

pdq +
π

4

)
. (A.20)

For q1 < q < q2, the equations A.18 and A.20 must coincide, consequently,D = D′(−1)n

and the first two terms in A.20 gives us the quantization rule

1

ℏ

∫ q2

q1

pdq =
(
n+

π

2

)
, (A.21)

with n as an integer. This condition is the renowned Bohr-Sommerfeld quantization

rule, which exhibits the quantum energy levels available since the left-hand side of
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A.21 is the action variables In as in 2.65. Therefore, the equation showcases the acces-

sible values of In leading to a discrete energy spectrum for integrable systems.

The identical reasoning can be expanded to more degrees of freedom. Whereas

only returning points cause divergence at the amplitude for unidimensional cases,

there are more general entities called caustics (in which returning points are also in-

cluded) that produce ∂p/∂q → ∞ for L degrees of freedom. Therefore, whenever the

system crosses a point where they are present, the wavefunction ends up earning a

phase eiπ/4 to compensate for the divergence.

To put it simply, let us go back to the previous example and delineate its phase

space - figure A.3). The returning points q1 and q2 are respectively located at the points

A and B, where between them, the semiclassical wave A.7 is valid. To avoid the di-

vergence at the A and B, we transport to momentum space ψ(p) through a Legendre

transformation since the momenta are well-defined in A and B with no divergence.

This technique is known as Maslov formulation [70] and has been pleasingly presented

by Percival [71].

Nevertheless, ψ(p) has an amplitude dependent on ∂q/∂p from the Legendre

transformation. Consequently, the points C and D cause the divergence of the deter-

minant and are considered momentum returning points, which means another phase

is earned to compensate for it. The wavefunction comes back to position space ψ(q)

through an inverse Legendre transformation until it reaches again its returning points.

To sum up, every time a returning point in both representations is crossed, we

must include a phase. Thus, defining the Maslov index µ is convenient, which counts

the number of times a phase was included in the circuit divided by two (because of the

doubled representation). For a general degree of freedom, the conclusion is the Maslov

index counts for every sort of caustics in the irreducible circuit γi and leads to what is

known as the EBK rule base upon the tori quantization as in A,21∮
γi

p(q, I)dq = 2πℏ
(
ni +

µi
4

)
= 2πIi. (A.22)

Because energy is specified by E = H(I), the energy levels are

En = H
[
I = ℏ

(
n+

µ

4

)]
. (A.23)
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FIGURE A.3. Illustration of the energy surface in phase space of a unidimensional
Hamiltonian, where A and B are returning points in position representation, and C
and D are returning points in momentum representation. For each of them, we must
include an additional phase in the wavefunction for respective representation.

In addition, the semiclassical wave is written as

ψI(q, t) = c
∑
j

∣∣∣∣det(∂2Wj

∂q∂I

)∣∣∣∣1/2 eiW (q,I)/ℏ−iαjπ/4. (A.24)

where αi reckons the caustics in position representation and the sum in j accounts for

the multivalued character of the function W .
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