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ABSTRACT

The Time-to-Digital Converter (TDC) is an important circuit block for digitally quantify-

ing the time displacement between digital events. Among several applications of the TDC,

this work focuses on its application to low-power Successive-approximation Analog-to-

Digital Converters (SAR ADC). The TDCs can assist the SAR algorithm to improve the

energy efficiency of capacitive DAC switching schemes, which constitute a key block in

the SAR ADC. This work has four main goals: i) investigating physical device sizing

optimizations for digital cells using methods applicable prior to the actual circuit and cell

design; ii) using device-level simulations to determine the possibility of using ZTC op-

eration of MOSFETs, at less-than-nominal VDD, for the target 28nm CMOS technology;

iii) comparing different D Flip-Flop topologies in terms of setup time requirement, power,

and energy per operation; and iv) designing a flash architecture TDC for the aforemen-

tioned application. The implemented coarse 8-bit deep TDC, in a manufacturable 28 nm

Bulk CMOS technology, displayed good coverage of the SAR-ADC input after a calibra-

tion step. The TDC had a simulated mean power dissipation of just 9.25 µ W at 600 mV

supply voltage, making it a good option for applications that are not very demanding in

terms of precision.

Keywords: Time-to-Digital Converters. Low-Power Design. VLSI CMOS. Mixed-

Signal CMOS.



Design de um Conversor Time-to-Digital de Baixa Dissipação de Potência em

Tecnologia CMOS

RESUMO

Conversores Time-to-Digital (TDC) são extremamente importantes em sistemas eletrô-

nicos para a quantização de tempo entre eventos de natureza digital. Dentre as diversas

aplicações de um TDC, este trabalho foca na aplicação dele para conversores analógico-

digital de aproximações sucessivas (SAR ADC) de baixa dissipação de potência. A utili-

zação de TDCs pode auxiliar o algoritmo de busca SAR em aumentar a eficiência ener-

gética do esquema de chaveamento capacitivo do conversor digital-analógico (DAC), que

é um bloco crítico dos SAR ADCs. Este trabalho tem quatro grandes propósitos: i) in-

vestigar otimizações de dimensionamento de transistores para células digitais antes do

desenvolvimento do circuito e das células que compõem o mesmo ; ii) realizar simula-

ções em nível de dispositivo. para investigar a possibilidade de uso do ponto de operação

ZTC dos MOSFETs, abaixo da tensão VDD) nominal, para a tecnologia 28 nm alvo deste

trabalho; iii) comparar diferentes topologias de Flip-Flops tipo D em termos de tempo

de setup, dissipação de potência e de energia por operação; iv) desenvolver um TDC do

tipo flash para conversores analógico-digital SAR. A implementação do TDC de 8-bits

de profundidade, no nodo tecnológico Bulk CMOS fabricável de 28 nm, demonstrou uma

boa cobertura das entradas possíveis do SAR ADC após a etapa calibração. Os resultados

de simulação indicam que a potência média dissipada pelo TDC chegou a valores como

de 9.25 µ W em 600 mV, fazendo dele uma boa opção para a aplicação em circuitos não

muito demandantes em termos de precisão.

Palavras-chave: Conversores Time-to-Digital, Baixa-Potência, CMOS , Sinais-mistos.
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1 INTRODUCTION

Mobile devices partake a notable role in today’s society, from smartphones to

credit cards. They can shape the way we interact, behave, and carry out monetary trans-

actions. Most mobile devices rely on the use of a scarce energy supply, which can be

powered by a battery or through energy harvesting (e.g., RFID devices). Energy har-

vesting, or energy scavenging, is the process of gathering energy from the environment

passively, e.g., solar power, thermal energy, wind energy, and kinetic energy. Batteries

are vital factors in those mobile devices; fortunately, recent advances enabled battery-cell

energy densities to almost triple since 2010 (SANGUESA et al., 2021). However, until

these days, batteries were not improving their energy volumetric density at the same rate

as integrated circuits demand more power and higher energy supply to last longer. Usu-

ally, the more significant advances taken towards energy efficiency are done in integrated

circuits, not in the battery. Those advances in energy efficiency can be correlated with

Moore’s law. Moore’s law is an engineering observation overtime, regarding the trend

that the transistor density on an integrated circuit used to double every two years, for

more than 5 decades. This increased density is a result of the advances in lithography and

the capability of making smaller transistors, which fits how the energy efficiency changes

according to the gate length. In 2010, Koomey et al. described the trend that the number

of computations per joule of energy dissipated doubles about every 1.57 years (Koomey

et al., 2011). Unfortunately, on deep sub-micron devices, the difference between every

node’s efficiency is getting smaller. To increase efficiency in deep sub-micron devices,

designers need to adopt other strategies such as reducing the supply voltage of the circuit

operation, i.e., Voltage Scaling (VS).

Within the growing market of IoT, disposable electronics (e.g., RFID in clothes)

and the obsolescence of consumer electronics, electronic waste, or e-waste, are raising

lots of environmental concerns. Recent studies indicate that only in 2021, over 52 mil-

lion metric tons of post-consumer e-waste were discarded globally. If we keep the same

rate, those values should double at some point between 2030 and 2040 (LEPAWSKY,

2020). Moreover, in their annual review on energy, the International Energy Agency

(IEA) showed that global electricity demand is heading for its fastest growth in more

than ten years. Unfortunately, in 2020, the CO2 levels, due to electrical energy produc-

tion, reached its highest-ever average annual concentration in the atmosphere (INTER-

NATIONAL. . . , 2021).
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Transistor aging affects system reliability and timing, which is a vital concern for

CMOS devices (TAGHIPOUR; ASLI, 2017). Aging is related to the injection of charge

carriers into the insulator at the silicon-SiO2 interface, which has to be minimized and is

caused by very high electric fields present in the MOSFETs, especially in concise chan-

nels. The near-threshold voltage (NTV) is an ultra-low-power strategy where the circuit

supply voltage is close to, and in most cases, slightly below, the transistor threshold. Since

the currents decrease exponentially below the moderate inversion, the CMOS energy con-

sumption can be significantly reduced while paying the price of a substantially increased

circuit delay. It means that the current density is lower and the carriers in the channel

have lower energy, which drastically reduces the harmful hot carrier effects and oxide

injection at low VDD, improving the circuit reliability (KHDR; AMROUCH; HENKEL,

2018). Therefore, NVT is a very resilient operating mode concerning aging effects while

providing the best energy efficiency for IoT SoCs.

The field of green computing aims to reduce the environmental impacts of manu-

facturing, operation, and device disposal. Yet, reducing the supply voltage could benefit

two main green computing pillars: electronic devices operation (due to the reduction of

energy consumption) and disposal (due to the decrease in aging effects in semiconduc-

tors).

Figure 1.1: Block diagram of TMSP for analog and digital processing.

Voltage-to-Time  
Converter 

(VTC)

Time-Mode  
Signal Processing 

(TMSP)

Time-to-Voltage 
Converter 

(TVC)

Digital-to-Time 
Converter 

(DTC)

Time-Mode  
Signal Processing 

(TMSP)

Time-to-Digital 
Converter 

(TDC)

0000 
1100 

... 
1111

1000 
1110 

... 
1111

ΔV

Δt Δt

ΔV

ΔtΔt

Source: (ROBERTS; ALI-BAKHSHIAN, 2010), modified by the author.

Time-mode Signal Processing (TMSP) is a form of signal processing that utilizes

propagation delay as their primary form of data encoding. The usage of TMSP can reduce

both the area and power dissipation of analog circuits (ROBERTS; ALI-BAKHSHIAN,

2010). The main building blocks for TMSP, Fig. 1.1, are: i) Voltage-to-Time Converters

(VTC); ii) Time-to-Voltage Converters (TVC); iii) Digital-to-Time Converters (DTC);
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iv) Time-to-Digital Converters (TDC). The VTC and TVC convert from one continuous

domain (time or voltage) to another continuous domain (voltage or time). The TDC and

DTC, on the other hand, convert from a continuous domain (time) to a discrete domain

(digital word) and vice-versa. This work focuses on the implementation of a TDC.

A Time-to-Digital circuit is implemented in order to quantify the time displace-

ment between events. As in Fig. 1.2, it takes two inputs (start and stop) and quantifies the

time displacement (∆t). This displacement is them presented in form of a digital word

output that can be encoded in different ways, e.g., binary, thermometer code. TDCs can

be found in a variety of circuits, especially mixed-signal circuits such as Phase-Locked

Loops, SAR ADCs, Particle Detectors, etc.

Figure 1.2: Waveform of TDC inputs and the analog interval ∆t to be quantized or digi-
tized.

∆t

Start

Stop

Source: The Author

With the increase in popularity of IoT, applications such as mesh wireless sensor

networks are already a reality. Those node devices are usually battery-free (e.g., RFID)

or powered by tiny batteries. In order to fetch sensors’ analog information, those de-

vices rely on the usage of Analog-to-Digital Converters (ADC). Improving the energy

efficiency of ADCs is crucial for extending the IoT devices’ lifetime and efficiency. In-

stead of counting on several comparators, Successive-approximation Analog-to-Digital

Converters (SAR ADC) utilize search schemes to improve energy efficiency while doing

the analog-to-digital conversion. A built-in digital-to-analog converter (DAC) and a com-

parator are used repeatedly during each phase of the binary search, see Fig. 1.3. Usually,

the internal DAC used on a SAR-ADC is composed of a capacitive digital-to-analog con-

verter (CDAC). The linearity of the complete SAR-ADC is very dependent on the DAC’s

linearity. Unfortunately, because of mismatch effects, the CDAC linearity is proportional

to the capacitor sizes used. As smaller capacitors tend to present higher variations than

larger ones. Furthermore, to improve SAR ADC linearity, designers can rely on post-

fabrication calibration strategies.

The usage of TDCs can assist the SAR algorithm in improving the energy effi-
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Figure 1.3: Block Diagram of a SAR ADC

S/H
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LOGIC 

n-bit
DAC

Input

Output

Source: (TANI et al., 2017), modified by the author.

ciency of capacitive DAC switching schemes. There are several ways of applying a TDC

to SAR ADC architectures. In coarse time domain SAR ADCs, a differential voltage-to-

time converter (VTC) can be used as an input to the TDC to quantify different voltage

levels from the capacitive digital-to-analog converter (CDAC) (WU et al., 2014). This

work implements another way of measuring the time taken by the comparator, since dif-

ferent voltage inputs will lead to different delays. The non-linearity between the input

voltage range and time is the fundamental flaw in this strategy. However, this strategy

also presents low area and power costs when compared to other approaches.

A Phase-Locked Loop (PLL) is a control system that generates an output signal

from a reference source that is synced with the original one. To keep a steady state, the

output frequency is usually comparable to the reference source frequency. The PLL can

outline the source frequency and generate multiple frequencies from the signal source.

The PLLs can be analog, fully digital, or mixed-signal. The appropriate topology changes

according to the application. Even though this work focuses on the development of a

TDC for SAR ADCs, the same methodology used in this work can also be applied to the

development of TDCs for All-Digital Phase-Locked Loops (ADPLL) (STASZEWSKI et

al., 2004) (STASZEWSKI et al., 2005). ADPLL relies on the inherent benefits of the

semi-custom design template to reduce power dissipation, reduce area, and increase the

time to design as there are several consolidated EDA tools that are already adopted by the

industry for digital IC design.

Nowadays, several devices rely on wireless system communications. This com-

munication can be done using several different technologies: I) Bluetooth Low Energy;

II) Zigbee; III) Zigbee; IV) Z-Wave; V) LoRa / LoRaWAN; VI) SigFox; VII) WiMAX.

Those technologies can count on the usage of proprietary hardware that can be made
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of both ADPLLs and other non-digital PLLs, E.g., LoRa transceiver IP generates a sta-

ble chirp using a Fractional-N Phase Lock Loop (PLL). Furthermore, other technologies

rely on the incorporation of all-digital PLLs, such as WiMAX. Salvatore Levantino et

al. (LEVANTINO et al., 2009) described the design of an ADPLL for the WiMAX 3.3-

3.8GHz bandwidth.

The motivation for this work urges as Time-to-digital converters, due to their high-

switching nature, are very power punitive. Despite the target application, designers are

constantly putting their efforts into improving TDC’s energy efficiency (as in Chapter 5)

or completely removing them. Xing Chen et al. (CHEN et al., 2019) proposed a novel

architecture for low-power Bluetooth where the ADPLL power dissipation is mitigated

by removing the explicit TDC and the normalization circuit and employing what they

call an embedded TDC and so relying on the divider-less design of an ADPLL. However,

the TDC resolution is limited by the number of RO stages at a high frequency where an

ADPLL for aggressive in-band PN suppression is implemented.

This work is organized as follows: after the present introduction, Chapter 2 re-

views some basic low-power design methodologies and concepts that can be used for

the design of a low-power TDC. Since flip-flops are key parts in the functioning of a

TDC, Chapter 3 deals with different types of flip-flops and shows the three different D-

type topologies that were considered for the TDC design. Chapter 4 revisits the basic

TDC concepts, introduces the main performance metrics and their main characteristics,

and also describes seven different TDC architectures. Chapter 5 exhibits state-of-the-art

works related to the design of TDCs and highlights which aspects and techniques of each

work are interesting for the aforementioned application. Chapter 6 depicts the design

steps taken to the design of the 8-bit deep flash TDC proposed in this work.
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2 REVIEW ON LOW-POWER DESIGN

As introduced in the precious chapter, this work focuses on the development of

a digital CMOS circuit. For most applications, time-to-digital converters present a high

switching nature and power dissipation. This chapter introduces the metrics and tech-

niques that can be used to reduce the circuit’s power dissipation and increase the battery

life of mobile devices. In order to deeply understand the energy consumption nature of

a device, first some basic concepts about power dissipation should be addressed. The

power dissipated by a circuit can be depicted in two main parts: Static Power and Dy-

namic Power.

• Static Power (Pstatic) - the power that is being dissipated while the circuit has no

digital switching activity and it is defined as in Eq.2.1.

Pstatic = Istatic ∗ VDD (2.1)

• Dynamic Power (Pdynamic) - It is related intrinsically to the switching activity, and

it is composed of two main parts, as in Eq. 2.2. The Pswitching that describes the

amount of power dissipated when the driver devices change the charge state of the

capacitive loads at each gate output ( between logic states 0 to 1 (charging the load)

and 1 to 0 (discharging the stored charge in the load). And the short-circuit power

(PSC), which is the power dissipated by the current directly drained from the supply

voltage when the inputs to the gates are transitioning such that both the pull-up and

the pull-down networks are on. The capacitive load CLoad is composed of several

effects, like the MOSFET device gate capacitance, wire load, and fanout loads.

Pdynamic = Pswitching + PSC (2.2) Pdynamic = CLoadV
2
DDα f +PSC (2.3)

As part of the digital CMOS dynamic power dissipation, the Short-Circuit Power

(PSC) appears during the transient switching of a complementary pair of transistors,

when the input is near the half of the supply-VDD, such that both PMOS and NMOS

transistors exhibit a strong inversion channel charge - hence, during this short tran-

sient, a short-circuit current (ISC) flows from the VDD rail to the VSS power domain.

The short-circuit power is described in Eq. 2.4 (RABAEY, 1996).

PSC ≈ VDDISC
τin
4
2f ≈ V 2

DDf
CLoad

10
(2.4)
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A reduction of the supply voltage, leads to decrease in the power dissipation; however, the

operation delay is also severely affected. Energy is a relationship between the total power

dissipation (Pdynamic + Pstatic) and the operation delay (τ ). As energy per operation is

defined as:

Energy/op = (Pdynamic + Pstatic) ∗ τ (2.5)

Usually, most devices have a minimum-energy-point (MEP), or the supply voltage where

you use less energy to perform the same task, whether the amount of time it spends is

around 300 to 500 mV. In Fig. 2.1, Vivek et al. (DE; VANGAL; KRISHNAMURTHY,

2017) displayed how the energy per operation changes according to the supply-VDD. The

measured chip can vary its power dissipation from 2 to 737 mW. Due to design limitations,

the cache cannot go below 550 mV, displaying a limiting factor on the SoC voltage scal-

ing boundaries. However, by separating the cache from the core logic voltage domains,

they were able to achieve better results. Despite having increased design complexity,

an increased number of voltage domains permits exploring more efficiently the voltage-

scaling in each domain. Energy per operation at the NTV operating point of 450 mV is

almost five times better than at the nominal voltage. It is highly plausible that the design

MEP would be closer to 300 mV without the cache limitation.

Figure 2.1: MEP of a IA processor in 32-nm CMOS

Source: (DE; VANGAL; KRISHNAMURTHY, 2017)

To mitigate power dissipation in electronic devices, several techniques have been

developed with the advancements in STEM areas in the last 50 years. Those techniques

can cover one or more abstraction layers. Nowadays, an emerging field in energy-efficient
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circuits is hardware-software co-design. Although, as mentioned in the Low Power De-

sign Methodologies by Rabaey et al. (RABAEY, 1996) those abstraction layers can be

classified as in Fig. 2.2. A simplified view of the system leads to the perception that

all techniques applied to each abstraction layer will actually improve the power dissipa-

tion by either reducing the supply-VDD, the voltage swing, the physical capacitance, the

switching activity, or improving a set of them.

Figure 2.2: A ultra-low-power solution would ideally require optimization at all design
abstraction layers.

Technology Layer

Circuit Layer

Architecture Layer

Algorithm Layer

System Layer

Abstraction
Level

Source: (RABAEY, 1996), Modified by the Author

Acting on one abstraction layer is likely to affect just a few of these basic concepts;

e.g., on the algorithm layer, we would mostly reduce the switching activity. Acting on

every front/abstraction of the project is highly important in order to obtain a true low-

power solution.

2.1 System Level

While designing a particular system, engineers, despite defining the particular

hardware and their power requirements, often designers can rely on the usage of tech-

niques such as partitioning and power states to reduce the circuit’s power-dissipation.

On modern SoCs, a common approach is to introduce sleep or idle modes where the

power dissipation is drastically reduced (BENINI; MICHELI, 1999). Those system-

level approaches can gather benefits from several different low-power techniques, e.g.,

frequency-, voltage-scaling, and power gating. Due to the advances in Moore’s law, along

with the increase in the density of transistors per µ m2 also led to an increase in the

switching activity per area. This increase in the power switching density caused a prob-
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lem that is popularly called "Dark Silicon," where partitioning and power gating of blocks

(cores) inside multi-core chips is a must to reduce circuits’ power/thermal dissipation (ES-

MAEILZADEH et al., 2011).

2.2 Algorithm Level

Previous work displayed the impact of algorithm level optimizations in terms of

the Energy-Delay Product (EDP) for different languages, algorithms, compilers, and im-

plementation choices (ABDULSALAM et al., 2014) (GEORGIOU et al., 2018). Since

energy is defined as the power times the delay, the EDP puts quadratic importance on

delay. A software runtime on an embedded system can be optimized by tweaking several

aspects, such as the language, compiler, compiler flags, complexity, concurrency, regular-

ity, and locality.

2.3 Architectural Level

On the architectural level, several digital systems techniques were developed,

mostly during the ’90s. Parallelization of hardware functions to work at lower frequen-

cies, clock-gating of functional units, power-gating of functional blocks, and similar tech-

niques are powerful to enable power savings in digital processing. Other schemes for

energy efficiency include low-power data encoding and processing architectures for low

power. Jun Yang et al. (YANG; GUPTA, 2001) proposed a clever way of encoding data

into a bus according to a small number of distinct values, which they called "frequent

values." This dramatically reduces the bus switching activity. Chapter 4 covers most

state-of-the-art topologies for low-power TDCs.

2.4 Circuit/Logic Design Level

At this level, the implementation of digital blocks like adders, encoders, compara-

tors, and multipliers can be optimized for power and energy minimization. Techniques

like complex CMOS logic, arithmetic unit approximation, and approximate logic synthe-

sis can be used judiciously, as long as they do not compromise the full-system application

performance (PAIM, 2021). Transistor sizing, as further seen in Sec. 6.3, can also be
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labeled as a circuit abstraction technique.

2.5 Physical/Device Level

P and N diffusion have different electrical behaviors, and their asymmetry at low-

VDD becomes even more delicate since a few millivolts can decide if the transistor is

either on weak, moderate, or high inversion. To increase symmetry between P and N

MOS transistors, several characteristics can be tweaked: doping concentration, silicon

dioxide thickness, electrical potential, and transistor dimensions (length and width).

Figure 2.3: Overview of gate layout dimensions for an inverter logic cell.
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Source: The Author

The variation in doping concentration, e.g., boron, arsenic, and phosphorus dopants,

in metal-oxide-semiconductor field-effect transistors (MOSFET), severely impact tran-

sistor behavior. This behavior is significantly correlated to the change of transistors

threshold voltage by doping concentration (TAKAMIZAWA et al., 2012). Process Design

Kits (PDKs) often offer several transistor types; some popular ones are Low-Threshold-

Voltage (LVT), Standard-Threshold-Voltage (SVT), High-Threshold-Voltage (HVT), whose

threshold voltage difference is mainly due to the doping concentration or silicon-dioxide

thickness (tox). Unfortunately, fine-tuning the dopant concentration levels and silicon-
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dioxide thickness is not usually available to designers since this is a manufacturing pro-

cess. Furthermore, thicker tox leads to a larger Vt variation and results in higher random

dopant fluctuation and a higher Vt mismatch between devices, which would be terrible for

designing time-sensitive designs as a TDC.

2.6 Standard-Cell Sizing

Designers of digital cells are able to tweak a few dimensions of the transistor. The

geometry of a transistor plays a significant role in its functionality. The increase in gate

length, L in Fig. 2.3, severely impacts the threshold voltage since the threshold voltage

is defined as the minimal gate-to-source voltage (VGS) to create a conducting pathway

between the drain and source terminals. Increasing the distance between the drain and

source terminals requires a higher electrical potential (threshold voltage) between the

gate and source to create a conducting path.

Figure 2.4: Changes in 2D Transistor Dimensions.
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Blesken et al. (Blesken et al., 2009) proposed a multi-objective sizing optimiza-

tion method, for parameters like static noise margin (SNM), delay, and dynamic energy

consumption, which can be arranged into bi- and three-dimensional search spaces for

optimization and analysis. In (Blesken; Lütkemeier; Rückert, 2010), their method was

tested for sub-threshold operation and impacts on NM were studied. In (Lutkemeier et
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al., 2013), the methodology was ASIC-proven. Their method, however, exploits effects

that are not so relevant anymore for more advanced CMOS nodes, such as the reverse

short-channel effect (RSCE), which is no longer prevailing in undoped-channel FinFETs,

for instance (THEAN et al., 2006).

Previous work done by the author demonstrated a systematic evaluation of differ-

ent transistor sizing methodologies for ultra-low-power operation. The presented method-

ologies correlate different library design optimizing goals, such as area, maximum at-

tainable frequency, energy consumption, and symmetric transition slews. The proposed

method can be applied to any CMOS technology, as their results establish the methodol-

ogy as a simple approach to enhance energy efficiency for NTV (WUERDIG et al., 2020).

In the aforementioned work, simulations were performed for a 40 nm bulk CMOS tech-

nology, which is very similar to the one used in this work, with a nominal supply voltage

(VDD) of 900 mV. In order to operate in NTV, the VDD is reduced down to 0.3 V, which

is very near to the digital MEP, as previously found in (Rosa et al., 2015) (JAIN; LIN;

ALIOTO, 2017).

First, the trade-off functions (TOFs) proposed in (WUERDIG et al., 2020) for

cell-design optimization are presented. The presented TOFs are meaningful Figures-of-

Merit (FoMs) aiming to customize the sizing of the FETs in the logic cell for each near-

VT application. Design variables (sizes) and performance figures, like energy loss per

switching pair events (L-H-L or H-L-H), frequency, delays, etc., are normalized in the

TOF formulation, according to the equation shown below:

std(x) =
x−min(x)

max(x)−min(x)
, (2.6)

where x is the circuit metric to be normalized, std(x) is the normalized value of x, min(x)

is the minimum value of x, and max(x) is the maximum value of x for a given set of

design space exploration. Despite normalization, some variables or metrics - such a cell

area cost - might be more difficult to model directly ( in µm) from the transistor sizes.

To consider a TOF with two design parameters (e.g. area and delay, or delay and power),

the approach includes two weight constants, K1 and K2, shown below, to consider the

designers’ intent in realizing trade-offs and to allow a fine tuning in the std-cells FETs

sizing.

The TOFs analysis were done at both the nominal and near-threshold supply

VDD, and considering multiple drive strengths for the inverter or logic cell considered.
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These simulations use SPICE transient analysis, in which WPMOS is swept from the

current value of WNMOS up to 1.44 µm (a foundry-imposed design rule for maximum

W ), for multiple values of WNMOS . Varying transistor sizing for minimum delay uses

ring-oscillator (RO) simulations as test-benches, since the RO oscillating frequency is in-

versely proportional to the average of tphl and tplh delays. This RO method allows for the

evaluation of both cell timing and power.

To model realistic fan-out scenarios, 4 minimum-size inverters per drive strength

are added to both the input and the output (FO4) of the ring-oscillator (RO). Therefore,

the RO test-setup is composed by 5 stages: three inverter stages (with 4 inverters each),

one Device Under Test (DUT), and one NAND2 that enables/disables oscillation. This

RO benchmark attains at a FO4 a nominal frequency of about 15 GHz (in 40 nm CMOS,

at the nominal VDD and temperature).

2.6.1 Energy vs. Maximum Frequency Trade-off

The TOF that considers both energy consumption and maximum frequency is

given by

F1(ξ) =
K1 ∗ std(U) +K2 ∗ std (Tmin)

2
, (2.7)

where ξ is the ratio of WPMOS and WNMOS , Tmin is the period of the oscillation (i.e. the

inverse of the maximum RO frequency), K1 and K2 are weight constants, and U is the

energy consumption per output pulse (l-h-l).

The first term of F1 represents a normalized energy consumption, while the sec-

ond term represents normalized avg delay, as to maximize the oscillation frequency. The

constants K1 and K2 allow cell designers to weight more in the TOF either speed perfor-

mance or energy consumption.
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2.6.2 Area Cost vs. Maximum Frequency Trade-Off

The area consumed by the ring oscillator is correlated with its oscillation fre-

quency by the following TOF

F2(ξ) =
K1 ∗ std(Ac) +K2 ∗ std (Tmin)

2
, (2.8)

where Tmin is the period of the oscillation, K1 and K2 are weight constants, and Ac is

the active area of the oscillator. The active area is for now simplified (as a pre-layout

estimate) and it is given by Ac = WPMOS + WNMOS , where W is the width of PMOS

and NMOS. While the value of WNMOS is kept constant, the value of WPMOS is varied

from minimum-Width (120 nm) to 1.44 µm, according to foundry design rules.

2.6.3 Diffusion Area Cost vs. Slew-Rate Symmetry Trade-Off

The trade-off between cell area and the slew-rates ratios is given by the following

TOF

F3(ξ) =
K1 ∗ ξ +K2 ∗ (trise(ξ)/tfall(ξ))

2
, (2.9)

where where ξ is the ratio of WPMOS and WNMOS , trise and tfall are respectively the rise

and fall times of the DUT, and K1 and K2 are weight constants.

The first term of F3 is the area cost, while the second term stands for the slew-rate

symmetry. The constants K1 and K2 set the focus of the TOF. If K1 > K2, the TOF

prioritizes the area cost figure. Meanwhile, if K1 < K2, the TOF prioritizes the slew-rate

symmetry. Finally, if K1 = K2, both figures have equal priority. In this work, the latter

situation is selected.
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3 REVIEW ON FLIP-FLOPS

New solutions are continuously arising in response to the growing interest in sub-

and near-threshold digital circuits. Notably, in those conditions, the digital circuit speed is

severely affected, or reduced by 3 or 4 orders of magnitude from nominal supply operating

condition. As explained in the next section, energy efficiency is a trade-off relationship

between delay and power dissipated. To achieve high frequencies, SoCs often rely upon

increasing temporal barriers, i.e., changing the pipeline granularity. Additionally, this

results in an overall increase in flip-flops (FF) present in the architecture. Unfortunately,

their performance in terms of setup-delay, hold-delay, and Input-to-Output delay (tCQ or

tDO) is severely hampered under low supply VDD conditions, significantly affecting the

SoC’s energy consumption.

Despite the TDC architecture, registers are a key part of their construction and, in

some cases, are responsible for most of the TDC’s power dissipation. In this chapter, three

very distinct flip-flops, Tab. 3.1, are presented and further reviewed in the chapter 6. The

selected flip-flops were intentionally distinct as a form of evaluating which characteristic

could be more beneficial to the design of a low-power TDC. Each selected D-type flip-

flop has a different appealing aspect that does not necessarily bring a great advantage to

the design of a low-power TDC. The three selected FFs were: a classic dynamic-logic

TSPC; a static-logic PowerPC 603 FF; and a state-of-the-art sense-amplifier-based FF

with completion detection (SAFF-TCD). The common characteristic among all of them

is that all of them are reclaimed as low-power solutions, each with their own benefits and

drawbacks.

Table 3.1: DFFs Main Characteristics

TSPC PowerPC 603 FF SAFF-TCD
Category Dynamic-Logic Static-Logic Sense-Amplifier Based

Main Advantages Speed + Area Cost PVT-Robustness Speed
Transistor Count 11 22 26

3.1 TSPC

True Single Phase Clock logic (TSPC) (YUAN; SVENSSON, 1989) emerged as

the demand for faster registers as the heavy capacitive loading and long interconnects
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lead to longer transition times and negatively affect clock skews. In Fig. 3.1 we have a

precharged TSPC Flip-Flop with a total of 11 transistors (nine in dynamic stages, plus

an extra two for the static CMOS inverter to have a positive unate output). Due to their

dynamic logic nature, transistors should be carefully sized for proper operation.

Figure 3.1: True Single Phase Clock Flip-Flop Schematic
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Source: The Author

3.2 PowerPC 603 FF

While the TSPC uses 3 dynamic inverter stages, the PowerPC 603 in Fig. 3.2 is

a static flip-flop. As mentioned by CORNELIUS et al. (CORNELIUS et al., 2016), the

large total delay tDC + tCQ, as a consequence of the increased setup time, is one of the

main weaknesses of this design. Despite this drawback, static-logic designs have benefits

for applications where the input signals are not frequently triggered or deal with dynamic

power-states (e.g., the sleep mode of a SoC).

3.3 SAFF-TCD

Hanwool Jeong et al. proposed a novel Sense-Amplifier Based Flip-Flop that

features a completion detection system (JEONG et al., 2018). Its topology focuses on

low-supply voltage (VDD) operation. Extra circuitry that fetches the state of /S and /R
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Figure 3.2: PowerPC 603 FF Schematic

Source: (CORNELIUS et al., 2016)

signals, indicating whether the completion of the sense-amplifier stage is complete or not.

The completion signal gates the pull-down network (PDN) path of the sense-amplifier

stage and the slave latch.

The SAFF-TCD can operate at voltages in the near-threshold or subthreshold re-

gion for the employed 22 nm FinFET PDK, reaching voltages of about 300–400 mV.

Results reported that the delay of the SAFF-TCD is twice as quick as the master–slave-

based FF (MSFF). Primarily due to the increased count of transistors, the SAFF-TCD

may hold extra switching activity and fan-in capacitance, leading to an energy consump-

tion overhead of approximately 20% compared to MSFF.
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Figure 3.3: SAFF-TCD Schematic

Source: (JEONG et al., 2018)
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4 REVIEW ON TIME-TO-DIGITAL CONVERTERS

With the advance in time-mode signal processing (TMSP) design methodology for

analog and mixed-signal circuits, novel circuits are being explored to convert continuous

data (as time and voltage) into discrete (digital) data to process them digitally. The digital

manipulation of signals enables designers to explore several benefits inherent to digital

design, such as the time-to-design of a digital circuit and the low-power dissipation of

standard cells. Some popular converters are voltage-to-time converters (VTC), time-to-

voltage converters (TVC), digital-to-time converters (DTC), and the one explored in this

work, the time-to-digital converter (TDC). The TDC is an instrumentation device intended

for measuring the time discrepancy between two signals (or events). Its resolution and

power-consumption requirements, however, are application-dependent, and the number of

possible applications for a TDC is huge. The TDC can be found in time-based receivers,

biomedical applications, data converters, and ADPLLs.

4.1 FoMs and Metrics

While making a hypothesis, humans commonly dispose of trade-off ideas to quan-

tify if something is worth it or not. Generally, relying on the composition of a figure-of-

merit (FOM), some well-designed FOMs have come to be almost a scientific standard for

some circuits. Time-to-digital converters are usually compared using the same state-of-

the-art FOMs as DACs and ADCs. TDCs also hang on the same metrics as ADCs and

DACs (as they all aim for good conversion linearity) such as Differential Non-Linearity

(DNL) and Integral Non-Linearity (INL).

The Differential Non-Linearity (DNL) is a performance metric that describes

the deviation of each step from its expected value, according to each step. The deviation

is measured in least significant bits (LSb).

DNL(n) =

(
∆t(n+ 1)−∆t(n)

TResolution

)
− 1 (4.1)

The Integral Non-Linearity (INL) is a performance metric deviation between

the ideal output value and the actual measured output value for a certain input code. Its

ideal value, which is normalized to one LSb.
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INL(n) =
∆t(n)− TResolution

TResolution

(4.2)

Walden, in his classical paper on Analog-to-digital converters (WALDEN, 1999),

proposed a FOM, Eq. 4.3, that has become almost a standard metric in the academy. The

proposed figure of merit makes a relationship between P (power dissipation), fs (Nyquist

sampling rate), and ENOB (effective number of bits, Eq. 4.4).

FOMW =
P

fs · 2ENOB
(4.3) ENOB =

SNDRpeak − 1.76dB

6.02
(4.4)

The Effective Number of Bits (ENOB), Eq. 4.4, is defined by terms of the signal-

to-noise and-distortion ratio (SNDR, see Eq. 4.5) (where SNDRpeak is the peak SNDR

expressed in dB). Signal-to-(Noise + Distortion) (SNDR or SINAD) is the ratio of the

signal power to the total noise and harmonic power at the output.

SNDR = 20log

(
Signal

Noise+Distortion

)
(4.5)

As Walden, Schreier also proposed two variants of a Figure-of-Merits that be-

came widely used among the analog and mixed-signal community. Those FOMs are

the Schreier Distortion-Ratio (DR) FOM, Eq. 4.6, (SCHREIER; TEMES, 2005) and the

Schreier Signal-to-(Noise + Distortion) (SNDR or SINAD) FOM, Eq. 4.6 (ALI et al.,

2010).

FOMS,DR = DR + 10log

(
BW

P

)
FOMS,SNDR = SNDR + 10log

(
fs/2

P

) (4.6)

TDCs, as mentioned at the start of this section, can be found in a variety of ap-

plications. Several topologies have been developed over the years to meet the needs of

each application, each with its own set of benefits and drawbacks. Designers can use the

presented FoMs to decide which topology is best for them.
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4.2 Single Counter Time-to-Digital Converter

While doing hardware descriptions for FPGAs, designers often confront the ne-

cessity of implementing counters for several applications. Usually, the most natural way

of implementing is by using the stable external crystal clock that development boards pro-

vide, along with frequency dividers and conditional counters. The counter steps (minimal

∆time or unitary delay τ ) correlate to the frequency period; moreover, higher frequencies

will provide a higher granularity, i.e., smaller time gaps between digital words.

Figure 4.1: Diagram of the Single Counter TDC Architecture.
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The simplest way to implement a Time-to-Digital for ASICs is very similar. Single

Counter Time-to-Digital Converter quantifies the period between Start −→ Rise and

Stop −→ Rise by the number of clock periods in the Reference Clock pin, see Fig.4.1.

Figure 4.2: Waveform of the Single Counter TDC Architecture Operation.
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Assuming a hypothetical reference clock signal of 1 GHz, or a period of 1 ns, the

circuit would start counting values at the rise of the start signal and stop counting with
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the rise of the stop signal. In figure 4.2 there were four clock cycles between the start and

stop signals, so there was about 4× the reference clock period in time displacement (or

4ns). So, the single counter is not able to measure sub-clock period resolutions, making

it not applicable for several applications even with its simplicity.

4.3 Flash Time-to-Digital Converter

The Flash TDC (RAHKONEN; KOSTAMOVAARA, 1993) is another simplistic

implementation of a TDC. The Flash ADC, the circuit that inspired the Flash TDC name,

utilizes a resistor ladder with uniformly distributed resistances to create a uniform step of

voltages. The flash TDC utilizes a similar concept; but, instead of having voltage steps, it

has delay elements (instead of resistors) and registers (instead of comparators) to create

delay steps in the time domain.

Figure 4.3: Diagram of the Flash TDC Architecture.
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Its resolution is defined by the delay of each step (delay element τ in Fig. 4.3).

The start signal is fed into the delay line and during its propagation the stop signal will

arrive, capturing a snapshot of how many τ (delay steps) of differences there are between

the start and stop signals. Smaller τ delay leads to a higher resolution. However, its

resolution can’t be smaller than the propagation of one delay element.
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4.4 Stochastic Time-to-Digital Converter

The Stochastic Time-to-Digital Converter (STDC) (SAMARAH; CARUSONE,

2013) is similar to the Flash TDC, but it exploits the delay mismatch between latches in

order to have a resolution that is not defined by the delay line. Unfortunately, in order to

benefit from the higher resolution, the STDC has the disadvantage of having its resolution

defined by the number of redundant latches (Fig. 4.4), which results in a large area over-

head and increased switching and static power dissipation. For those reasons, the STDC,

despite its accuracy and form of bypassing device variability, depending on the applica-

tion constraints, employing those extra flash-TDC lines and extra circuitry may not be

worth it.

Figure 4.4: Diagram of the Stochastic TDC Architecture.
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As mentioned by Ito et al. (ITO et al., 2010), the outputs of the DFFs may contain

so-called bubble errors (RAZAVI, 1995), mainly due to setup and hold time mismatches

among DFFs and Delay lines. However, applying an encoder circuit that counts the num-

ber of ones in the DFFs’ outputs can ensure the monotonicity of the TDC.

4.5 Gated Ring-Oscillator Time-to-Digital Converter

The Gated Ring-Oscillator Time-to-Digital Converter (GRO-TDC) is quite simi-

lar to the Flash TDC architecture. Instead of relying on an external source for the "start"

signal, it would be generated by an internal ring-oscillator, see Fig. 4.5. This capabil-
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ity provides some excellent features as a self-timed circuit, e.g., measuring the RO and

compensating the PVT variations.

Figure 4.5: Diagram of the Gated Ring-Oscillator TDC Architecture.
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The author has already designed at UFRGS a GRO TDC, which was fabricated

in the TSMC CMOS 180 nm technology, during the 2020 calendar year. This TDC is a

gated ring-oscillator time-to-digital converter, with a micrograph shown in Fig. 4.6. The

GRO-TDC layout view can be found in Fig. A.1 in the Appendix of this monograph.

Figure 4.6: On the left, the GME-AMS 2020 chip micrograph, and on the right, a 3D
rendered view of the GRO-TDC.

Source: The Author
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The fabricated Gated Ring-Oscillator Time-to-Digital Converter has a 5-bit deep

resolution with 29 inverting gates. Simulation results display proper operation for volt-

ages as low as 300 mV; However, it is important to reinforce the complexity embedded

to this type of TDC. Oscillators can get really complicated. This design was fully custom

and had an area cost of 108µ m × 95µ m with the buffers and 73µ m × 95µ m without

the buffers. Simulations display that the 29 inverting stages RO could achieve frequencies

close to 450 MHz at 1.8V, as in Appendix A.2. Simulations also display that it could

achieve power dissipation values as low as 6.3 µ W at 300 mV, see Appendix A.3. A test

board (Appendix A.4) is already designed for doing the measurements. Due to shipment

mishaps, the author was not able to measure the chip for the context of this work.

4.6 Vernier Time-to-Digital Converter

The Vernier Time-to-Digital converter (VDL TDC), despite its similarity with the

Flash TDC. The resolution, or time granularity, between each output is defined by the

time displacement between τ1 and τ2 (where τ2 < τ1). So, its resolution, Res = τ1 − τ2,

can be smaller than one delay element (τ ). Unfortunately, since both delay lines and

registers utilize CMOS standard cells, they suffer from PN mismatch, needing meticulous

tweaking of parameters for achieving a high resolution under near-Vt regime, yet it is still

a good option for low-power devices.

Figure 4.7: Diagram of the Vernier TDC Architecture.
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Its functionality is similar to the Flash TDC. The main difference is that after

the arrival of start and stop signals, both signals are manipulated to decrease their time

difference at each Vernier stage, see Fig. 4.7. Another variation of the VDL TDC is the
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Vernier ring TDC, which merges the benefits from the VDL TDC and the Gated-RO TDC,

where each delay line is a closed ring-oscillator loop.

4.7 Cyclic Pulse-Shrinking Time-to-Digital Converter

Raisanen-Ruotsalaine et al. (RAISANEN-RUOTSALAINEN; RAHKONEN; KOSTA-

MOVAARA, 1995), proposed a TDC where its resolution can be shorter than one buffer

delay without the use of any interpolation. Its functionality is very like the VDL TDC.

The Cyclic Pulse-Shrinking TDC, instead of employing regular delay lines as the flash

and vernier TDCs, utilizes pulse-shrinking delay lines. On pulse-shrinking delay lines,

the width of the propagating pulse decreases uniformly across the stages until the pulse

disappears, i.e., undetectable.

Figure 4.8: Diagram of the Cyclic Pulse-Shrinking TDC Architecture.
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The pulse-shrinking topology, as seen in Fig. 4.8, requires asymmetrical delay

elements, the propagation between rising and falling edges should be carefully controlled

and matched between each stage to obtain enough linearity. Those challenges increase

significantly the complexity of implementation such as TDC; However, employing it as a

closed-loop (cyclic), gathers the same benefits as on the Gated-RO TDC, the use of the

oscillators reduces the matching requirements on the delay elements. This feature reduces

the complexity of the design and mitigates PVT variation-induced problems. The pulse-

shrinking delay element can be made out of several ways, one of the simplest ways is to

utilize a current-starving inverter attached to another generic static inverter.
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4.8 ∆Σ Time-to-Digital Converter

One of the main disadvantages of the Flash TDCs is that the time resolution is de-

termined by the delay value, τ in Fig. 4.3. Instead, ∆Σ Time-to-Digital Converter has its

resolution determined by the sampled period, being the resolution inversely proportional

to the sampled time. Since the ∆Σ TDC, relies on the repetitive sampling of signals for

precise estimation of the time discrepancy, they are not suitable for single-event measure-

ments. Also, mismatches among the standard cells composing the delay lines degrade the

linearity of the TDC (UEMORI et al., 2012).

Figure 4.9: Diagram of the ∆Σ TDC topology.
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∆Σ TDC functionality is attached to the charging and discharging behavior of a

capacitor, see Fig. 4.9. After the arrival of the start and stop signals on the pulse generator

(i.e., fully differential charge pump), a pulse charges the Metal-Insulator-Metal (MIM)

capacitor that has its charging curve (modulated time difference ∆, T in Fig. 4.10) inte-

grated (Σ modulator, TR in Fig. 4.10) and fed to a counter. Meanwhile a clock period

pulses the counter, as seen in Fig. 4.10, similarly to the Single Counter TDC introduced

earlier. But, since the discharging (TR) of the capacitor takes more time (compared to the

clock period) than the time discrepancy between the two input signals (T ), you can have

a much better resolution than the Single Counter TDC.
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Figure 4.10: Diagram of the ∆Σ TDC functionality. Start and End markers indicate where
the counter would start and stop counting after crossing Σ modulator threshold value. UC

is the Metal-Insulator-Metal (MIM) capacitor charge.
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5 RELATED WORK

In the previous chapters, several different TDC topologies were presented. This

chapter reviews some of the state-of-the-art works regarding TDCs. Those implementa-

tions are compared in Tab. 5.1 in order to further evaluate the different topologies and

design strategies, and their impacts in several aspects such as power-dissipation, area,

DNL, INL, resolution, and event-rate capabilities. All of the works cited in this section

were created and developed using deep-submicron technologies, which are very similar

to the 28 nm bulk CMOS technology used in this work, with the exception of the FinFET

14nm design in Tab. 5.1.

Table 5.1: State-of-the-art implementations of TDC circuits.

TDC Implementations

(KIM et al., 2015) (KIM; KIM; PARK, 2014) (WANG; DAI; WANG, 2018) (CHUNG; HYUN; KIM, 2021)

Topology Stochastic Cyclic 2-D Spiral Vernier Stochastic

Node 14 nm 28 nm 45 nm 65 nm

Process FinFet Bulk CMOS CMOS SOI Bulk CMOS

Supply VDD 0.6 V 0.9 V 1.0 V 1.1 ∼ 1.3 V

Power [mW] 0.78 0.82 0.07− 0.69 6.2

Event Rate ME/s 100 10 80 100

Resolution [ps] 1.17 0.63 1.25 0.36

Area [mm2] 0.036 0.01 0.04 0.068

DNL [LSb] 0.8 0.5 0.25/0.31 0.77

INL [LSb] 2.3 3.8 0.34/0.4 0.75

Despite the TDC architecture, using place and route tools is usually not worth it,

even considering the benefits of time-to-design. The layout-induced timing mismatch is

even more prevalent in top-notch technologies since, with the reduction of gate length,

the interconnection delay has become more critical than the gate delay. Some works

presented herein are leading towards the femtosecond scale intending to measure jitter

variation. While going for extreme resolutions, even small routing discrepancies between

elements can lead to linearity impacts.

Kim et al. (KIM et al., 2015) proposed a low-power and PVT-variation-tolerant

TDC architecture that does not require any calibration, using stochastic phase interpola-

tion and 16 × spatial redundancy. The Stochastic Phase Interpolation TDC with 16 ×
Spatial Redundancy, as in Fig. 5.1, consists of seven main blocks: i) buffers and input

inverters; ii) simple logic inverter delay cells; iii) a 3-input AND gate; iv) latch; v) a pulse

generator; vi) an adder circuit; vii) an LSB truncating block. Since all the blocks are

simple and capable of being easily composed of digital standard cells, the circuit can be
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Figure 5.1: Block Diagram of the Stochastic Phase Interpolation TDC with 16 × Spatial
Redundancy

Source: (KIM et al., 2015).

synthesized. The synthesis can lead to mismatch problems that were mentioned before.

However, a 16 × redundancy drastically softens the mismatch impact on the output data,

even for modern technologies such as the 14 nm FinFET used in their work. Despite that,

the redundancy comes with a considerable area and power drawback, Tab. 5.1.

A clock signal with a period TCLK , is fed to the delay chain, which is composed

of N unitary delays (τUNIT ). The output of each delay cell is sequentially switched as the

input clock propagates through the chain. The rise-time of the Nth stage can be calculated

as the sum of unit delays with the clock period, i.e., τN = N ∗ τUNIT + k ∗ TCLK(k =

0, 1, 2...). When the rise-edge of the clock signal propagates to the last delay cell, 2n

interpolated phases can be collected from each unit delay output. Two START and STOP

signals are also inserted into the TDC. The START and STOP time difference (STOP-

START) can be interpolated by an AND operation with the output of each delay cell,

i.e., to find if the clock rising-edge at each delay stage matches the STOP-START time

window. This interpolation will be stored on latches that, after being added, will have

their LSB bits truncated to mitigate the non-linearity of the N-bit linear quantifier. The

number of bits that are truncated (m) will impact the effective TDC output bits, which

will be (N − m) bits. To improve performance, their architecture employs 2m times

more unitary delays, which might explain the area cost. The area cost of their work, even

with a modern 14 nm FinFET, almost surpasses the one done by Wang et al. (WANG;

DAI; WANG, 2018), which features similar resolution and power dissipation (even with

a greater Supply-VDD).

Sung-Jin Kim et al. (KIM; KIM; PARK, 2014) proposed a cyclic TDC that can
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achieve sub-picosecond resolution. They implemented a novel 2 × time amplifier (TA)

whose gain is insensitive to variations and noise using their proposed synchronous time

adder. The TA-based TDC features a multi-step data conversion scheme that can increase

the time resolution. TA-based TDCs, however, are usually very power-hungry (LEE;

ABIDI, 2008) (KIM et al., 2012) (ELKHOLY et al., 2015). The use of a 2 × time-

amplifier can soften both the area and power drawbacks.

The application of 2-D Vernier proposed by (WANG; DAI; WANG, 2018) seems a

good choice for ultra-low-power implementation despite its resolution when compared to

the other cited works. This 2-D vernier topology gathers benefits from different topologies

and circuit design techniques, being a reconfigurable VDL TDC with a 2-D spiral com-

parator array and ∆Σ modulators for improving both detection range and linearization.

The author used identical unit delay cells to reduce the mismatch between the vernier fast

and slow delay chains. The authors present a tunable unit delay cell that can vary from 19

to 43 ps according to a seven-bit digital input that is used to obtain digitally assisted cal-

ibration that meets tuning requirements against PVT variations. This tunable unit delay

cell served as an inspiration for the one implemented in the next chapter. Since the authors

prototyped the TDC in a 45-nm silicon on insulator technology, they measured maximum

DNL across its detectable range of 1.35/1.03 ps without the linearization techniques and

0.31/0.4 ps with the proposed linearization techniques.

The stochastic topology presented by (CHUNG; HYUN; KIM, 2021) presents a

TDC with a very high resolution, featuring dual time offset arbiters that enable calibra-

tion for linearity improvements. Each arbiter circuit is composed of a decision circuit, a

rail-to-rail latch, a DFF, and a delay cell. The TDC utilizes a complex linearity calibra-

tion scheme using a genetic algorithm (GA). The use of GA-assisted calibration enables

the rapid search within the search space to find the optimal time offset mode selection

setting. This setting is used in arbiters to minimize INL. This work achieves incredible

resolutions with the largest node technology among the compared ones in Tab. 5.1. Un-

fortunately, these efforts toward high resolutions come with a big drawback in area and

power dissipation, resulting in a mean power dissipation of 6.2 mW.

Some recent work implements hybrid TDC topologies, which are a combination

of different TDC topologies. Merging coarse and fine TDCs according to MSB or LSB

can gather the benefits of each type, achieving a good trade-off between power dissipation

and resolution (ZHANG et al., 2019).

The SAFF-TCD evaluated in the next chapter was specially chosen under the in-
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fluence of the detailed work presented by Popong et al. (EFFENDRIK, 2011). Their work

demonstrates the development and results of a pseudo-differential TDC architecture fea-

turing sense-amplifier flip-flops in 40 nm CMOS. The implemented TDC meets WiMAX

ADPLL specifications yet again, with a power dissipation of 2.99 mW and a resolution of

10.84 ps to 12.55 ps.



46

6 DESIGN METHODOLOGY

As previously mentioned, the TDC finds numerous and important applications in

IC design. Among those, this work selects and focuses on its application to an alternative

low-power SAR ADC topology shown in Fig. 6.2 (CANAL et al., 2022). This SAR ADC

implements a new binary search algorithm to find the digital code that best represents

the analog input. Generally, this algorithm requires N steps to find an N-bit digital code.

In each step, the SAR process compares the input voltage against the voltage provided

by the DAC and, according to the comparator output, defines the digital value of the

corresponding bit. Then, the SAR process adjusts the DAC voltage to a value that tries to

be closer to the input one and compares it against the input value again.

Figure 6.1: Simplified Schematic of the CDAC
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In low-power SAR ADCs, the DAC is generally implemented by a Capacitive

Digital-to-Analog Converter (CDAC) that employs the sample and hold function and is

responsible for the binary search algorithm. Then, the CDAC consists of an input switch

to sample the input voltage and a capacitor array composed of unit capacitors, usually

disposed in a 2n progression of capacitance values. A binary word can control the bottom

plate, performing different capacitance combinations, and, through switching the bottom

plate capacitors, it can output different desired voltages, as in Fig. 6.1. In the topology

presented in Fig. 6.2, the use of TDCs aims to assist the SAR algorithm to accelerate

the searching process, improving the energy efficiency of the capacitive DAC switching

scheme.

In the SAR ADC, the differential output voltage from the CDAC is fed into the in-

puts of a comparator circuit. The comparator’s primary function is to transform a voltage

difference between its input terminals into a digital signaling. According to the amplitude
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Figure 6.2: Block Diagram of the SAR ADC target application.
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of the CDAC output voltage, the utilized hybrid comparator may take more or less time to

conclude the comparison. A NOR operation of the differential comparator output can be

used to identify when the comparator concludes its process. Therefore, the TDC exploits

the comparator timing process information and translates it into a binary signal that rep-

resents the amplitude of the CDAC output voltage. Feeding the SAR logic block with the

polarity information provided by the comparator and the signal amplitude characteristic

from TDC allows one to identify when the CDAC voltage is close to the sampled input

signal. This behavior, then, can avoid some unnecessary SAR steps. This process is called

the window switching scheme and aims to skip some CDAC capacitor switching to save

energy in the CDAC switching process (CANAL et al., 2022).

6.1 28 nm Bulk CMOS Zero-Temperature-Coefficient (ZTC) Analysis

Knowing at design time, the operating corner cases of the circuit is critical and

needs to be taken into account in the TDC circuit design. Lower temperatures (as -40 °C)

are typically used as the best case while the circuit operates at the nominal supply-VDD,

because while in the MOSFET strong inversion current is essentially dominated by drift

current of the inverted-channel carriers, i.e., at nominal VDD, lower temperatures lead to

a higher IDS current. However, this temperature and current relationship is not sustained

for the low- and medium-inversion regimes of the MOSFETs. Using the FETs PDKs al-

low the designer to determine, through the so-called Zero-Temperature-Coefficient (ZTC)
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current level, if the drain current is dominate by the drift current or the diffusion current.

This way, the designers is able to specify the temperature corners more accurately.

Planar MOSFET devices exhibit a Zero-Temperature-Coefficient (ZTC) condi-

tion, which means that at a given gate-to-bulk voltage VGB bias, the different temperature

effects in the electron/hole transport in the FET inversion layer compensate each other, so

that the source-drain current exhibits very weak (near zero) temperature dependence. This

ZTC behavior of the transistor current IDS relates to the negative temperature coefficient

of the threshold voltage and the mobility reduction with temperature (FILANOVSKY;

ALLAM, 2001), which means that the drift and diffusion current components in the

channel exhibit a mutual cancellation of the temperature behavior (namely negative TC

and positive TC, respectively, for each component). This condition establishes, for each

MOSFET device structure, a ZTC bias point (VGZ , IDZ) at which the drain current (IDS)

is temperature insensitive. Knowing the ZTC point is critical for establishing operational

temperature corners and accurately simulating the best and worst case situations of a cir-

cuit. Since a higher temperature can be the best or the worst case, depending on the

transistor type and biases VGB and VSB. This effect can be explained as the drain-to-

source current (IDS) is composed of both Drift Current and Diffusion Current. In the

strong inversion region, i.e., VGB » Vt, the total IDS current is mainly composed by the

drift current. Alternately, in the weak inversion region, i.e., VGB < Vt, IDS is dominated

by the diffusion current (TSIVIDIS, 2010) around the channel barrier potential from the

MOSFET source to the inversion channel. In the moderate inversion region, both drift

and diffusion are relevant. The temperature acts inversely on diffusion and drift currents,

a higher temperature benefits diffusion currents and harms drift currents and vice-versa.

Figure 6.3: Zero-Temperature-Coefficient (ZTC) Test Bench
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A test bench, similarly to the one in Fig. 6.3, was created using the Cadence Spec-

tre ™ electrical simulator with empirical device models provided by the TSMC foundry.
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A parametric DC simulation changed the gate voltage (VG) for both PMOS (from -400 mV

to -900 mV) and NMOS (from 400 mV to 900 mV) transistors. The lower limit for VGB

was set at 400 mV since VGZ in this bulk technology, as in previously explored CMOS

bulk in other works (TOLEDO, 2015), falls in moderate to strong inversion, hundreds

of mV above the FET Vt. The threshold voltages for zero substrate bias (Vtho) in this

technology are PMOS ≈ −334 mV and NMOS ≈ 449mV respectively, in nominal

conditions for process variation and Temperature (PT). The upper limit of 900 mV is the

maximum nominal drain-source voltage VDS for NMOS. Since the width of transistors

can slightly affect the value of Vt, the investigation (by DC simulations) was performed

for single-finger transistor widths commonly used in digital cells in this the technology,

which are used in this work (100 nm, 200 nm, 300 nm, and 400 nm). Also, we considered

in the VTC analysis the FETs with minimum gate length, as it is of interest for digital

cells. In these simulations, both P- and N-MOSFETs had a fixed nominal channel length

of 30 nm.

Figure 6.4: NMOS Zero-Temperature-Coefficient (ZTC) for the 28 nm bulk CMOS tech-
nology and different transistor widths.
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Fig. 6.4 shows the variation in the NMOS drain current (ID) according to the

gate-to-bulk voltage (VGB) with a fixed drain terminal voltage (VD) of 100 mV. Since VB

is tied to the VS , which is connected to the ground domain, the range of VGB is the same

as VGB = VG. Results display that the ZTC points for the simulated NMOS transistors

fell around 712 mV to 724 mV of VGB.

Fig. 6.5 show the variation in the PMOS drain current (ID) according to the gate-
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Figure 6.5: PMOS Zero-Temperature-Coefficient (ZTC) for the utilized 28 nm bulk
CMOS technology and different transistor widths.
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to-bulk voltage (VGB) with a fixed source terminal voltage (VS) of 100 mV. Since VB is

tied to the VS , the actual range of VGB is set as VGB = |VG|+100mV . Furthermore, as the

VG is parametrically simulated from -400 mV to -900 mV, the actual range is -500 mV

to -1V. The -900 mV to -1 V range was omitted in the graph since the interest was on

the ZTC point. Results in Fig. 6.6 show that the ZTC points for the simulated PMOS

transistors fell around 694 mV to 716 mV of VGB.

Figure 6.6: VGZ for the 28 nm bulk CMOS technology for different transistor widths.
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Since in this TDC design work the circuits operate at the low voltage, specified

at 600 mV VDD supply constraint, all transistors in the proposed circuit design will have

a VGB that is lower than 600 mV. The results, as shown in Fig. 6.6, show that VGZ for
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both NMOS and PMOS is greater than the maximum achievable VGB in this work; thus,

higher temperatures - for instance, 125° C - mean the best case temperature scenario for

timing (or frequency) performance. While -40° C is the worst temperature scenario for

this performance figure.

An ealier Master’s thesis in microelectronics (TOLEDO, 2015) pointed out the

importance of exploring the zero-temperature-coefficient (ZTC) for low-power design.

In Toledo’s work, a design methodology for a typical CMOS analog design flow is pro-

posed, in order to make circuits as insensitive as possible to temperature variations. The

MOSFET ZTC for the utilized 28 nm bulk CMOS technology found in this section can be

further used by designers developing circuits with the same PDK as a reference on equa-

tions presented by Toledo to deeply understand how temperature will change transistor

operation and hence the analog circuit behavior.

6.2 Flip-Flops: Setup, Delay, and Power Analysis

Dozens of types of Flip-Flops have been proposed and designed in the past decades,

several targeting low-power operations. To refine the scope of possible FFs and to evalu-

ate their performance under the specified constraint of 600 mV supply, a simple test bench

was created, as shown in Fig.6.7. Three very different types of FFs were evaluated in or-

der to gain a broad perspective on their behaviors and to show how certain characteristics

relate to TDC performance.

Figure 6.7: Flip-Flop Electrical SimulationTest Bench
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An important consideration is that the SAFF-TCD utilizes a differential data input

(D and /D) with completion detection. Since the test bench employs an inverter (marked

inverter * in Fig.6.7) between D and /D signals.

This test bench mainly evaluates the setup and data for output delays. Two sources

that were isolated by two inverters (drive strength X1 followed by X2), were set for the

data and clock signals. The data signal had a rising edge after 1 ns and the clock would

rise after setup time. This setup time was a global variable that was iterated during the

parametric simulation, thus enabling the simulation of the clock-to-output (tCQ) delay

and data-to-clock (tDC) time interval, i.e., the setup time interval, leading to the following

graph, Fig.6.8. The figure also displays results for each corner condition (as the dashed

line, whereas the typical is displayed as a continuous line). Since in the simulated circuit,

both NMOS and PMOS transistor biases points are below the zero-temperature-coefficient

bias VGZ , the temperature corners were set as 125° C for the best case, 27° C for typical,

and -40° C for the worst case. For the voltage corners, the VDD was decreased 10% for

the worst corner and increased by 10% for the best corner. Process-wise, the device was

set to SS in the worst case, TT in the typical, and FF in the best corner.

Figure 6.8: tCQ delay and setup time interval (tDC) curves of the SAFF-TCD, PowerPC
603 FF, and TSPC FF.
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On most topologies, the time granularity, i.e., resolution, is defined as a composi-

tion of delays. For instance, to find the minimum resolution of a flash TDC, we should

consider it as the sum of both the delay of the delay cell and the minimum setup time of

the FF. In Fig. 6.8 the optimal setup time (x-axis) can be found as the tCQ starts to stabi-

lize with the increase of tDC . The steeper part of the figure indicates a place where the
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output delay is increased; however, this does not result in a loss in resolution. The max-

imum attainable resolution is defined by the start point on the (x-axis). With the given

conditions, the SAFF-TCD can deal with a setup time lower than 80 ps, while the TSPC

needs a minimum of 91 ps. Applying signals (data and clock) with values that are close

to those boundaries (as 80 ps on SAFF-TCD) inflicts a higher delay-to-output.

The energy per operation takes into account the power and the operation delay.

The total delay of the FF is the sum of the setup-time and the clock-to-output. Designers

should make the decision based on their application whether they would accept being

more energy-inefficient in an effort to have a greater resolution.

Table 6.1: FF Main Characteristics at 600 mV

SAFF-TCD PowerPC 603 TSPC
Peak Power @ 1 GHz PVT TT 14.4µW 12.1µW 13.2µW
RMS Power @ 1 GHz PVT TT 2.4µW 1.61µW 1.46µW
Mean Power @ 1 GHz PVT TT 0.837µW 0.281µW 0.274µW

Min. Setup 79 ps 128 ps 91 ps
Min. tDC + tCQ 186 ps 211 ps 135 ps

Table 6.1 compares some essential characteristics of a FF for those designing low-

power hardware. Although this work focuses on time-to-digital converters, these concepts

also apply to other circuits that also utilize a good number of registers, such as Serial-to-

Parallel Interfaces (SPI). The power column is the product of the flip-flop’s current and the

VDD supply voltage, which is 600 mV. The minimum setup is a key factor for determining

the granularity of the TDC. A flip-flop with a higher span on the x-axis in Fig.6.8 to the

left leads to a better attainable granularity.

Hence, since the operation delay (tDC + tCQ) changes according to the setup time,

another important aspect is to evaluate the energy per operation according to the setup

margin. The energy at any given setup time can be achieved as:

Energy/op(tDC) = PMEAN ∗ (tCQ(tDC) + tDC) (6.1)

Results regarding the energy per operation and setup margin, Fig. 6.9, indicate

that both TSPC and SAFF-TCD seem to have their strengths and weaknesses for a TDC

design; yet, the PowerPC 603 does not seem like a good option for TDC applications

that would require enhanced granularity. TSPCs’ low energy per operation is endorsed

by previous work done by Oskuii et al. (OSKUII; ALVANDPOUR, 2004). Among eight

different topologies, the TSPC got the best energy per operation results. The SAFF-
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Figure 6.9: Mean Energy per Operation and setup time interval (tDC) curves of the SAFF-
TCD, PowerPC 603, and TSPC FF as given on Eq. 6.1.
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TCD displays good performance, overcoming PowerPC 603 and TSPC with a lower setup

delay. For applications that may need extra robustness to PVT variation and deal with very

low-frequency clock signals, the PowerPC 603 may be a good option since it is a static

FF and spends way less energy than the SAFF-TCD.

6.3 Sizing Flip-Flops

Transistor sizing plays a role in both the cell’s delay (τ ) and power dissipation;

furthermore, to improve TDC performance towards one objective (e.g., more precision,

less energy per operation), knowing the PDK in depth is essential. Due to the difference

in electron and hole mobilities in N- and P-channel FETs and transistor sizing for com-

pact digital CMOS standard cells, the cells often present different rising and falling edge

transition times. Typically, designers rely on increasing the width of the P transistor to

reduce this rising and falling time mismatch. However, as the supply voltage decreases,

this discrepancy becomes even more pronounced because the P and N transistors have

slightly different absolute threshold voltages (Vt). Another option is to slightly increase

the N transistors’ channel length. This technique is very sensitive since it heavily impacts

transistors Vt. A higher Vt leads to a reduction in the static power, with a drawback on the

device’s delay.

Even though some TDC topologies are less susceptible to slew-rate asymmetry-

related issues than others, such asymmetry could impact short-circuit power on most
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Figure 6.10: Transistor sizing test bench with FO4 configuration.
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topologies. Some techniques can be employed to mitigate the amount of timing mis-

match, yet those design techniques are very application-sensitive, and some target appli-

cations can benefit more than others. Yet, most TDC architectures are highly sensitive to

layout-induced delay mismatches.

To find an optimal transistor width and WP/WN ratio that complies with the given

constraint of 600 mV of the supply voltage a test bench for electrical simulations was

chosen. As in Fig. 6.10, the test bench features a simple CMOS inverter in the 28 nm PDK

using transistor models for equal FET lengths, considering a fanout 4 (FO4) configuration.

The inverter under test has its dimensions of PMOS, and NMOS transistors swept through

a series of values and fingers.

Figure 6.11: Inverter cell delay (τ ) at a FO4 configuration and 600 mV of supply voltage.
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The mean cell delay (τ ) of an inverter cell was obtained for a range of transistor

width (and finger) values in Fig. 6.11. The width of PMOS transistors is usually defined as

the NMOS width times the WP/WN ratio. Instead of relying on an increment of the width

to find the optimal ratio, the test bench did a space exploration where the "PMOS width"

is achieved by the NMOS width (x-axis) multiplied by the number of fingers (different

series). Results indicate that for every finger configuration (1,2,3, and 4), the best τ

delay is when the NMOS transistor is 300 nm. Increasing the transistors’ width from the

minimum transistor size, on this PDK, of 100 nm to 300 nm leads to a delay reduction

that goes up to 18.94 %.

Figure 6.12: Inverter cell mean switching energy at a FO4 configuration and 600 mV of
supply voltage.
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In Fig. 6.15 the tCQ and tDC were evaluated. The previous section reviewed flip-

flops regarding setup time, output delay, power dissipation, and energy per operation.

Results show that the performance of TSPC in terms of energy per operation was far

beyond that of others. However, the SAFF-TCD could trigger with data-to-clock delays

that were 11.86 ps shorter. The data-to-clock delay directly impacts TDC’s granularity.

Data from both Figures (6.11 and 6.12) were applied to the F1 trade-off function

presented on Sec. 2.6.1. This trade-off function values both energy consumption and max-

imum frequency. Since energy already has a relationship with the delay, having an extra

relationship with the period of oscillation led to values that were larger than the mini-

mum width. On the specified TOFs, the lower the value, the better. In Fig. 6.13, results

show that for the given trade-off, the best width value was 300 nm despite the number of

fingers. Considering that the TDC is part of the time-mode signal processing (TMSP) de-
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Figure 6.13: Transistor Sizes Applied to the Trade-off Function as in Eq. 2.7. The lower
the value on the y-axis, the better.
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sign methodology and time-sensitiveness, sizing characteristics may be carefully biased

towards timing improvements.

Figure 6.14: Size-optimized TSPC Width and Finger Count Values for Each Transistor

CLKD

CLK

CLK

CLK

Q

VDD VDD VDD VDDW: 300nm
Fingers: 3
Total W.: 900nm 

W: 450nm
Fingers: 1
Total W.: 450nm

W: 450nm
Fingers: 1
Total W.: 450nm

W: 300nm
Fingers: 2
Total W.: 600nm

W: 300nm
Fingers: 3
Total W.: 900nm 

W: 300nm
Fingers: 1
Total W.: 300nm 

W: 300nm
Fingers: 2
Total W.: 600nm 

W: 300nm
Fingers: 2
Total W.: 600nm 

W: 300nm
Fingers: 2
Total W.: 600nm 

W: 300nm
Fingers: 2
Total W.: 600nm 

W: 300nm
Fingers: 1
Total W.: 300nm 

Source: The Author

After gathering the trade-off function results, the TSPC was sized according to

Fig. 6.14. The base width for the NMOS FET was set to 300 nm with a WP/WN ratio

of 1.5 ×. The output inverter had a different WP/WN ratio to achieve better slew-rate

symmetry between the rising and falling edges at the output.

In this specific case of the TSPC DFF, within the customized sizing, simulations
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Figure 6.15: Size-Optimized TSPC Comparison with the, X1 drive strength, logical
effort-based sizing TSPC. The lower left, the better.
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display a minor increase in energy per operation at the TT corner and 600 mV of supply

voltage, Fig. 6.16. Despite the increase in energy per operation, the size-optimized TSPC

has a lower energy per operation than both the PowerPC 603 and the SAFF-TCD.

Figure 6.16: Mean Energy per Operation and tDC curves of the SAFF-TCD, PowerPC
603, TSPC, and Size-Optimized TSPC FF as given on Eq. 6.1.
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In accordance with Fig. 6.12, results on the Tab. 6.2 display a slight increase in

the power dissipated by the TSPC FF after the custom sizing. Nevertheless, it leads to

a reduction in both the data-to-clock delay and clock-to-output, as in Fig. 6.15. After

sizing improvements, TSPC can sustain a data-to-clock delay close to the SAFF-TCD’s

minimum, 83 ps (TSPC) vs. 79 ps (SAFF-TCD).
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Table 6.2: TSPC Main Characteristics Comparison at 600 mV

TSPC SIZE-OPTIMIZED TSPC
Peak Power @ 1 GHz PVT TT 13.2µW 13.6µW
RMS Power @ 1 GHz PVT TT 1.46µW 1.72µW
Mean Power @ 1 GHz PVT TT 0.274µW 0.305µW

Min. Setup 91 ps 83 ps
Min. tDC + tCQ 135 ps 128 ps

6.4 Tunable Delay Cell Design

The implemented delay cell features an adjustable delay by the usage of a current-

starved architecture. The non-inverting delay cell is composed of two inverting stages.

The architecture includes pseudo-differential transistor pairs in the Pull-Down Network

(PDN) of the first stage and on the Pull-Up Network (PUN) of the second stage as illus-

trated in Fig. 6.17. The current capability of the pseudo-differential pairs depends on the

input amplitude of a differential voltage reference (CONTROL+ and CONTROL−)

connected to its gates. Therefore, a falling edge on the IN signal induces a sharp and

quick transition at the output node OUT , as the current flows through transistors MP1

and MN2 to charge and discharge the outputs of the first and second stage respectively.

On the other way, at a rising edge input signal, the pseudo-differential pair MN3-MN4

controls the current that discharges the internal delay cell node while MP3-MP4 controls

the output node charges rate. Since the extra transistors (MP3, MP4, MN3, and MN4)

are used as a form of limiting the cell’s current, the cell sizing does not need to follow the

logical effort. The implemented tunable delay cell sizing was done according to the table

inside Fig. 6.17. As the TSPC presented in the previous section, the same WP/WN ratio

of 1.5 × was used.

An energy-efficient voltage source is required to fine-tune the cell delay by the

differential input, CONTROL+ and CONTROL−. Unlike resistor-based voltage di-

viders, a capacitor-based voltage divider ideally has no static power consumption, which

is a good option for a low-power design, given the fact that under low-supply voltage,

the static power is proportionally more pronounced. This work implements a capacitor-

based voltage divider, as presented in Fig. 6.18, with NMOS transistors with shorted

drain, bulk, and source terminals exploring the gate capacitance of large transistors. No-

tice that MOSFET gate capacitance changes according to the inversion regime and, can

suffer from process variability. Taking into account the area optimization, this work uses

MOSFET, but a process/mismatch variability evaluation should be done to validate this
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Figure 6.17: Tunable Delay Cell Schematic and Transistor Sizing Table

IN OUT

CONTROL+

CONTROL-

CONTROL+

CONTROL-

MP1 MP2

MP3 MP4

MN1 MN2

MN3 MN4

Transistor Total Width
MP1 450 nm
MP2 450 nm
MP3 450 nm
MP4 450 nm
MN1 300 nm
MN2 300 nm
MN3 300 nm
MN4 300 nm

Source: The Author

implementation. Some strategies can be taken to compensate for the variability effects

as layout techniques, increase the MOSFET sizes or still employ the divider capacitors

with Metal-Oxide-Metal (MOM) or MIM capacitors instead. There is also the possibil-

ity to implement a calibration/trimming process to adjust the voltages after the circuit

manufacturing.

Figure 6.18: NMOS Gate Capacitor-Based Voltage Divider Setup. Transistors MV1 and
MV2, had their number of fingers changed during parametric simulation. Varying from 1
to 52 fingers.
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A test-bench similar to that presented in Fig. 6.10, was used to evaluate the cell’s

delay according to different voltage control inputs and properly size the capacitor-based

voltage divider for the TDC presented in section 6.5. The DUT inverter of Fig. 6.10 was
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swapped for the tunable delay cell. Its differential control apparatus (capacitor-based volt-

age divider) had its capacitance ratio analyzed via parametric simulation. The transistors

labeled as MV1 and MV2 in Fig. 6.18 have their number of fingers swept from 1 to 52.

Where, when it has 1 finger the capacitance ratio is 1:104, and when it has 52 fingers, the

capacitance ratio is 1:2, since MV1 and MV2 transistors have half of the width as MF1

and MF2. The delay and differential control input values extracted from the simulation

can be seen in Fig. 6.19. Within the simulated control input range, the tunable delay cell

can vary its delay from 51.18 ps to 128.8 ps.

Figure 6.19: Capacitor-based Voltage Divider Ratio and Configurable Cell Delay
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Since this work focuses on the space exploration of the components composing the

TDC (delay cell and FFs), a configurable voltage reference was not fully designed. This

section, however, did a space exploration on the behavior of the delay cell regarding its

inputs. These characteristics could lead to the further development of a CDAC as a voltage

reference supplier. Another delay-cell architecture was also tested, using a single control

transistor for PDN and another for PUN. That architecture, however, had no voltage input

limitations, being capable of putting any VGS bias on the control transistor. This creates

space for VGS bias that is below the threshold voltage, making the transition delay very

slow and producing erratic behavior for a TDC. On the other hand, the pseudo differential-

pair structures employed in the delay cell ensures that one of the transistors is driven with

a VGS higher than the CONTROL common-mode voltage, i.e., VGS > VDD/2
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6.5 TDC Design

Since on the SAR ADC, the target measurement time window is quite large, as

it can vary from 189.4 ps up to the nanosecond scale, a TDC with accumulated delay is

a good option. The Flash TDC is an excellent starting point for applications that do not

require a high level of granularity, and it can also be used to build more advanced TDCs

such as the Stochastic TDC (see Sec. 4.4). So, even while targeting a STDC building,

it is important to first build a good Flash TDC and then replicate it to the desired redun-

dancy and add the decoding block, which can be fully digital and rely on the usage of

commercial synthesis tools.

Figure 6.20: Implemented Time-to-Digital Converter and delay cell.
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Applying the techniques presented, an 8-bit deep coarse Flash TDC was imple-

mented at the transistor schematic level, as in Fig. 6.23. Instead of utilizing standard

delay cells, the programmable delay cell was outlined. The TSPC registers had their FET

sizes optimized as explained in previous section 6.3.

6.6 Electrical Simulation Results

Results presented in this chapter were achieved through design and device-level

simulations. The Cadence Spectre ™tool was used for electrical simulations, employ-

ing Berkeley Short-Channel IGFET Model 4 (BSIM4) device models provided by the

foundry. Two sources that were isolated by two inverters (drive strength X1 followed by

X2) were set for the start (data) and stop (clock) signals. The start signal had a rising
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edge after 1 ns and the stop would rise after the stipulated time. This margin between

the start and stop signals was a global variable that was iterated during the parametric

simulation, thus enabling the simulation of the margin for the TDC’s output digital word

and power values. Each D-type Flip-Flop output of the simulated TDC was connected to

four minimum-size inverters, configuring a Fan-out-4 setup.

Figure 6.21: Step Function of the TDC with 1:104 Capacitive Ratio and 600 mV of
Supply-VDD
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Fig. 6.21 displays the encoded TDC output for the given start-stop margin (not

in thermometer code for easier visualization). The values were achieved by simulation

with a 1:104 capacitor ratio on the voltage reference. The figure also displays results for

each corner condition (as the dashed line, whereas the typical is displayed as a continuous

line). Since on the simulated circuit, both NMOS and PMOS transistor bias points are

below the zero-temperature-coefficient, the temperature corners were set as 125° C for

the best case, 27° C for typical, and -40° C for the worst case. For the voltage corners, the

V DD was decreased 10% for the worst corner and increased by 10% for the best corner.

Process-wise, the device was set to SS on the worst, TT on the typical, and FF on the

best corner. Results indicate that the last bits on the TDC chain are more susceptible to

variability due to the accumulated impact of temperature and voltage variables across all

delay cells.

The average power and RMS power results, as in Fig. 6.22, show a decrease in

the power dissipated along with the increase in the start-stop margin. To measure the

mean power dissipation of the implemented TDC, the test bench fed a thousand randomly

generated input values that were spaced from 0 ps to 600 ps. According to the simulation
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Figure 6.22: Power dissipated by the TDC according to the Step Function of the TDC
with 0.005:1 Capacitive Ratio and 600 mV of Supply-VDD
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results, the mean power dissipation is 9.2464 µ W and the RMS power dissipation is

17.554 µ W .

Table 6.3: Comparison with Low-Power State-of-the-art implementations of TDC cir-
cuits.

TDC Implementations
This Work (KIM et al., 2015) (KIM; KIM; PARK, 2014) (WANG; DAI; WANG, 2018)

Topology Flash Stochastic Cyclic 2-D Spiral Vernier
Node 28 nm 14 nm 28 nm 45 nm

Process Bulk CMOS FinFet Bulk CMOS CMOS SOI
Supply VDD 0.6 V 0.6 V 0.9 V 1.0 V
Power [mW] 0.009 0.78 0.82 0.07− 0.69

Event Rate ME/s 500 100 10 80
Resolution [ps] 73 1.17 0.63 1.25

DNL [LSb] N-A 0.8 0.5 0.25/0.31
INL [LSb] N-A 2.3 3.8 0.34/0.4

The implemented coarse TDC is compared to state-of-the-art TDCs in table 6.3.

Due to the lack of information on coarse TDCs for similar applications, e.g., some authors

do not show resolution in terms of time (they rather show it in terms of the number of bits),

this work was compared to fine TDCs. It is possible to notice the inverse relationship

between power dissipation and resolution. The coarse flash TDC developed in this work

displays at least almost 10× less power dissipation than the compared ones, with a penalty

in the resolution (but the resolution fits the application). Since the cited works were

fabricated, the authors’ display measured DNL and INL values. Even though corner-

aware simulations were done, in order to properly fetch DNL and INL values, a fine

grain Monte Carlo (MC) simulation, considering multi-parameter variability, would be
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necessary. To measure linearity parameter, would be good to simulate inter-cell variation,

while regarding on corner-aware simulations, all devices are running on the same given

PVT-conditions (worst, nominal, and best). Those metrics were not simulated due to a

lack of time and computational resources.

Figure 6.23: Block Diagram of the SAR ADC with the Calibration Delay Cell
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Source: The Author

The minimum comparator delay is 190 ps, which is already greater than the pro-

posed TDC three first bits (which are triggered at 24 ps, 97 ps, and 170 ps respectively at

the nominal corner). Hence, these three LSB bits would not be meaningful for the SAR

logic and do not need to be considered as inputs in the hybrid comparator of the SAR

ADC, unless a calibration scheme is performed by the control architecture. To make effi-

cient use of the TDC, the addition of delay cells before the TDC start signal can be used

to shift values towards a more useful timing window.

An extra tunable delay cell was carefully inserted into the clock signal which con-

nects to the TDC’s start port, as in Fig. 6.23, creating a delay clock that can be controlled

by the SAR logic. The SAR algorithm can switch the capacitive ratio that tweaks the

delay of this start delay, time-shifting the whole TDC’s step function (but not changing

its granularity or precision), i.e., changing the offset along the x-axis of Fig. 6.24. To

fit this work, the start delay was fed by the voltage generated by a 2:5 capacitive volt-

age divider, shifting the "0000" to "0001" encoded-word transition from 24 ps to 180 ps,

Fig. 6.24. This calibrated delay is intentionally slightly below the minimum comparator

delay of 190 ps, so an encoded TDC output word of "0000" could identify the circuit’s

variability towards the best case corner. This feature could help the future development of

a PVT-aware capacitive voltage divider switching scheme since, as seen in Fig. 6.21 the
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Figure 6.24: Step Function of the TDC before and after calibration at 600 mV of Supply-
VDD
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step delay variation is greater between the specified nominal and best case than between

the nominal and worst.

Table 6.4: Before (left) and After (right) Delay Calibration

TDC Output SAR ADC Analog Input
0011 600mV ∼ 400mV
0100 400mV ∼ 360mV
0101 360mV ∼ 260mV
0110 260mV ∼ 220mV
0111 220mV ∼ 190mV
1000 190mV ∼ −190mV
0111 −190mV ∼ −220mV
0110 −220mV ∼ −260mV
0101 −260mV ∼ −360mV
0100 −360mV ∼ −400mV
0011 −400mV ∼ −600mV

TDC Output SAR ADC Analog Input
0001 600mV ∼ 325mV
0010 325mV ∼ 250mV
0011 250mV ∼ 200mV
0100 200mV ∼ 175mV
0101 175mV ∼ 150mV
0110 150mV ∼ 145mV
0111 145mV ∼ 135mV
1000 135mV ∼ −135mV
0111 −135mV ∼ −145mV
0110 −145mV ∼ −150mV
0101 −150mV ∼ −175mV
0100 −175mV ∼ −200mV
0011 −200mV ∼ −250mV
0010 −250mV ∼ −325mV
0001 −325mV ∼ −600mV

As shown in Tab. 6.24, the calibration of delay cells can increase the number

of effective bits and improve the voltage resolution. This is especially necessary given

the larger variability that affects the CMOS circuits operating under low voltage inputs.

Since the hybrid comparator’s operation delay does not increase linearly according to the

input voltages, an asymmetrical tuning of the delay cells could better distribute the output

words across the voltage range, instead of relying on unitary delay. However, this would



67

increase the SAR logic complexity with a highly anticipated increase in area and power

dissipation. That kind of tuning would also benefit the input voltages that are higher than

half of the Supply-VDD (VDD > 300 mV in this case). Input voltages greater than half

of supply-VDD are the operations that are most energy-consuming because of the time

taken to charge CDAC capacitors. In spite of that, as previously mentioned, low voltage

inputs are more sensitive to variability, and having that extra resolution below half of the

Supply-VDD is also good.
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7 CONCLUSIONS

This work covers four fundamental steps that can guide future designers seeking

to develop low-power TDCs. In Sec. 6.3, a physical device sizing investigation led to op-

timizations of digital standard cells targeting their usage in TDCs. Results display that us-

ing transistor width values that are greater than the allowed technology minimum (3× for

this PDK) resulted in an improvement in the applied FoM that weights energy per opera-

tion and operation delay. Sec. 6.1 depicts the importance of using device-level simulations

to determine the possibility of using ZTC operation of MOSFETs, at less-than-nominal

VDD, for the target 28nm CMOS technology and also establishing the corner-cases for

the given supply-VDD. In Sec. 6.2, different D-type flip-flop topologies were compared in

terms of a setup time requirement, power, and energy per operation, highlighting which

aspects (such as minimum setup time) can be more useful for designing a low-power

TDC. The schematic-level simulations have shown that at the given specs, the TSPC FF

had the best trade-off of delay (tCQ+tDC) versus energy per operation. Sec. 6.5 shows the

schematic design of a flash architecture TDC that profits from all previous steps towards

an improved TDC for the aforementioned application.

Future work in TDC will include the layout design of the presented 8-bit deep flash

TDC in the manufacturable TSMC 28 nm technology PDK. The layout design would en-

able the fast replication of the flash TDC, facilitating the design of a stochastic TDC. In

addition, the simulation of the extracted layout and the fine grain MC simulation of the

presented TDC will have to be carried out. This set of transient mismatch-aware simu-

lations will further the study of the DNL and INL metrics. Another area for improve-

ment is the creation of a customized CDAC switching scheme that could interact with

a dynamic configuration of the TDC’s delay lines, mimicking behavior that is similar to

time-amplifier TDCs.

The results demonstrate a feasible path for designing future ultra-low-power SAR

ADCs and other TDC-assisted circuits that may run on low supply voltage conditions.

The implemented coarse 8-bit deep time-to-digital converter presented in this work was

designed in a commercialTSMC 28 nm Bulk CMOS technology. Results indicate good

coverage of the SAR-ADC inputs after delay calibration. The TDC had a simulated mean

power dissipation of only 9.25 µ W at 600 mV, making it a good option for applications

that are not so demanding in terms of precision.
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APPENDIX A — DESIGNED AND FABRICATED GRO-TDC IN TSMC 180 NM

CMOS

Figure A.1: Full-custom Layout of the 180 nm Gated-Ring-Oscillator TDC designed by
the author. The Ring-Oscillator lies at the top-part, registers in the middle, and buffers at
the bottom.

Source: The Author
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Figure A.2: Simulated Values for RO-Frequency Vs. Supply Voltage for the 180 nm
GRO-TDC

Source: The Author

Figure A.3: Simulated values for Power Dissipation Vs. Supply Voltage for the 180 nm
GRO-TDC
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Figure A.4: 3D Rendering of the Developed Test Board

Source: The Author
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