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“What to do to philosophize? To throw away self-concept.

Is impossible for a man to begin to learn what he thinks he knows.”

— EPICTETUS
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ABSTRACT

Networks are a crucial resource in the digital age, enabling applications in domains such

as agriculture, smart cities, and military systems. As technology advances, some applica-

tions require a more reliable and predictable communication channel. This is especially

important for real-time applications like industrial automation, smart cities, healthcare,

and military systems. However, despite technological advancements and the growing sig-

nificance of networks in society, it is known that current levels of resilience, predictability,

and survivability need improvement. Towards improving the communication network,

this work presents an context-aware environmental monitoring system that uses real-time

context information to increase networks’ resilience and survivability. A proof-of-concept

based on simulation and experimentation validates the proposed approach. The results

show that implementing this system can improve communication even when the network

is exposed to unfavorable climatic factors.

Keywords: Context-aware. IoT. LPWAN. Tactical networks.



Melhorando a Resiliência da Rede através de um Sistema com Reconhecimento de

Contexto Ambiental

RESUMO

As redes são um recurso crucial na era digital, possibilitando aplicações em domínios

como agricultura, cidades inteligentes e sistemas militares. Conforme a tecnologia avança,

algumas aplicações requerem um canal de comunicação mais confiável e previsível. Isso

é especialmente importante para aplicações em tempo real, como automação industrial,

cidades inteligentes, saúde e sistemas militares. No entanto, apesar dos avanços tecno-

lógicos e da crescente importância das redes na sociedade, é sabido que os níveis atuais

de resiliência, previsibilidade e capacidade de sobrevivência precisam ser aprimorados.

Visando melhorar a rede de comunicação, este trabalho apresenta um sistema de monito-

ramento ambiental consciente do contexto, que utiliza informações de contexto em tempo

real para aumentar a resiliência e a capacidade de sobrevivência das redes. Uma prova de

conceito baseada em simulação e experimentação valida a abordagem proposta. Os resul-

tados mostram que a implementação desse sistema pode melhorar a comunicação mesmo

quando a rede está exposta a fatores climáticos desfavoráveis.

Palavras-chave: Context-aware. IoT. LPWAN. Redes Táticas..
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1 INTRODUCTION

Networks have played an essential role in several areas, being considered a funda-

mental resource in the current digital age(CROWCROFT; WOLISZ; SATHIASEELAN,

2015). Besides, networks come as an enabler in the development of applications in sev-

eral fields such as agriculture (DOBRESCU; MEREZEANU; MOCANU, 2019), smart

cities (KAMIENSKI et al., 2017), and Command, Control, Communications, Computers,

Intelligence, Surveillance, and Reconnaissance (C4ISR) systems (ZHENG; CARTER,

2015). Thus, the Internet has become a critical infrastructure that almost every aspect of

our lives depends on (FOUNDATIONS, 1997).

As network technologies advance, various applications with different require-

ments emerge. Some applications can tolerate significant network instability and latency,

while others need more reliable and predictable communication channels. For instance,

in industrial process automation and control (SURIYACHAI; BROWN; ROEDIG, 2010),

smart cities (KAMIENSKI et al., 2017), healthcare (AZZAWI; HASSAN; BAKAR, 2016),

and mission-critical military systems (ZACARIAS et al., 2017), there are applications

with real-time requirements (i.e., network behavior must be predictable and determinis-

tic). Hence, these applications require a resilient and reliable network to support them.

However, despite its technological advances and the growing importance of networks in

society, it is known that current levels of resilience, predictability, and survivability need

improvement (STERBENZ et al., 2013).

In order to create more resilient networks, some strategies and frameworks devel-

oped for building resilient networks discuss the factors that affect the correct behavior

of networked systems, and some of them are network external factors (STERBENZ et

al., 2010; CETINKAYA; STERBENZ, 2013). High temperatures (BOANO; CATTANI;

RÖMER, 2018), rain (BOANO et al., 2009), and vegetation (MARFIEVICI et al., 2013)

are factors that can directly affect the performance and availability of communications.

Exposure of communication devices to climatic and environmental factors is usual in

many scenarios, such as the Internet of Things (IoT) and military networks. Therefore,

monitoring context information, which affects communication performance and availabil-

ity, helps explain and anticipate network behavior.

This proposal suggests a context-aware monitoring system to improve network re-

siliency, survivability, and efficiency. It is motivated by military tactical networks, which

already have a network of sensors for surveillance, reconnaissance, and logistics. The
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system can rely on these sensors or suggest installing a few more on battlefield objects to

collect relevant information, allowing the prediction of network performance degradation

or link unavailability. The main contributions of this work are the following:

1. The proposal of a context-aware monitoring system that – unlike current proposals

found in the literature – uses information collected from the physical environment to

improve overall communication efficiency in terms of packet delivered rate (PDR)

and power consumption;

2. In order to perform the proposed system evaluation was necessary to collect a

dataset to give as input in the prediction model. The collected dataset provides rele-

vant data to support other works that aim to develop an attenuation model for Low-

Power Wide-Area Networks (LPWAN) technologies and create prediction models

with machine learning techniques.

3. The proposed system was designed to be incorporated into military tactical net-

works with minimal impact on the existing infrastructure and communication archi-

tecture. Lastly, the proposed system is technology agnostic, nevertheless insights

on the implementation are provided based on a state-of-the-art open source IoT

framework and related technologies.

The remainder of this work is organized as follows. Chapter 2 reviews related

studies in the field of resilience and survivability of networks, environmental impact

on wireless communication technologies, and systems that use the concept of context-

awareness to adapt to the context. Chapter 3 presents a battlefield scenario and the pro-

posed solution architecture. Chapter 4 presents a proof-of-concept experiment of the

proposed solution on a simulated environment and a partial conclusion of the obtained

results. Chapter 5 presents a system prototype and a proof-of-concept experiment of the

prototype on a real environment, followed by the Chapter 6 that presents the prototype

evaluation results. Finally, Chapter 7 presents conclusions and future work.
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2 RELATED WORK

Constructing a resilient network has been a longstanding topic of discourse, with

numerous studies offering insights into effective approaches for tackling this challenge.

Diverse threats manifest within both the logical and the physical environment. As such,

formulating strategies that comprehensively target both domains becomes critical.

Aiming at a resilient network able to address distributed denial of service at-

tacks (DDoS), (XIE et al., 2009) proposed a mechanism that uses the application and

network-level information to detect anomalies in the network behavior and mitigate pos-

sible threats. In more recent work, (GONZÁLEZ et al., 2021) too proposed an approach

to address DDoS problems; however, different from (XIE et al., 2009), in this work, the

authors proposed a mechanism that uses the programmable data plane to identify and

mitigate those attacks. The programmable data plane is part of the Software Defined Net-

works (SDN) paradigm and has been widely adopted to address network security prob-

lems(DONG; ABBAS; JAIN, 2019). Some similarities of the works above are the use of

context information, the threats addressed, which is DDoS, and the context of the threats,

the logical context.

In the work presented by (XIE et al., 2014), the authors proposed a system that

aims to enhance the network’s resilience in natural disasters, power outages, and other

threats to the communication network. The authors use the SDN approach to create a

backup topology for disaster cases. Similar to the mechanism proposed by (GONZÁLEZ

et al., 2021), this system also uses the SDN paradigm to improve network resilience. How-

ever, the threats treated in (GONZÁLEZ et al., 2021) work come from the own network,

while the work proposed by (XIE et al., 2014) includes threats from external environments

to the network. This factor could be crucial to reach a more resilient network.

Creating frameworks and guides with best practices is present in several research

areas; it is no different in the context of resilient networks. Towards resilient networks,

(STERBENZ et al., 2013) proposed a framework consisting of strategies, metrics, and

techniques to evaluate and quantify the resilience of an existing network and a new pro-

posed network. In this framework, one of the prerequisites is context-awareness, which

refers to the system’s ability to collect and process context information to determine its

behavior (SCHILIT; ADAMS; WANT, 1994). The authors state that, for a given network

to be resilient, it is necessary to monitor the channel’s conditions, the link state, and other

events that may impact its correct functioning.
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Besides gathering and processing context information, many approaches rely on

adjusting configuration parameters to improve communication. Several studies suggest

exploiting the network configuration parameters to increase signal strength, and the most

commonly used parameter is transmission power control using different approaches. The

first approach is at the network level (PARK; SIVAKUMAR, 2002; NARAYANASWAMY

et al., 2002), which is based on applying the same transmission power to all nodes in the

network. The second approach is at the node level (KUBISCH et al., 2003) by applying

different transmission power to each node in the network. The third approach is based on

neighborhood relation (XUE; KUMAR, 2004), in which nodes use a different transmis-

sion power for each neighbor. A fourth approach can apply different transmission power

at a packet level (LIN et al., 2016). A common limitation among all those approaches is

that the network configuration parameters were adjusted using only the information col-

lected from the network itself, such as the Received Signal Strength Indicator (RSSI) and

Link Quality Indicator (LQI). While this information is helpful, currently, other factors

can be considered to determine network configuration parameters. In this work, we aim to

explore additional information collected from the physical environment where the nodes

are installed in addition to the commonly used quality indicators.

The work developed by (BOANO; CATTANI; RÖMER, 2018) presents the impact

of temperature variation, a possible climatic factor, on Long Range (LoRa) communica-

tion links. The results show that higher temperatures compromise the network operation

and, in extreme cases, cause total link rupture. (LUOMALA; HAKALA, 2015) presents

the climatic effects of temperature and humidity on communication links using ZigBee

wireless technology. Like on the LoRa technology, the results show that temperature sig-

nificantly negatively impacts signal strength on ZigBee technology. The authors used the

RSSI as a metric, showing its oscillation according to the climatic variations observed

from the external environment during the experiments. In both studies by (BOANO;

CATTANI; RÖMER, 2018) and by (LUOMALA; HAKALA, 2015), modifications in

configuration parameters were explored to assert the resilience and survivability of these

networks when exposed to climatic factors. These studies help to emphasize how critical

the monitoring of external factors is to increase network resiliency, although they are quite

theoretical and do not integrate into an actual network framework or solution.

Towards designing context-awareness systems that adapt to external environmen-

tal factors, (DOBRESCU; MEREZEANU; MOCANU, 2019) suggests implementing a

context-aware system for precision agriculture environments. The authors’ proposal aims
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to integrate three emerging technologies (IoT, cloud computing, and context-awareness)

to provide an irrigation system and monitor parameters related to soil properties. In this

system, the environmental changes collected by the sensors determine how the system will

manage water, nutrients, and pesticides. In another work, developed by (KAMIENSKI

et al., 2017), the authors propose using IoT-related technologies to improve the process

of energy consumption in public buildings and universities. In this work, the authors

suggest using presence sensors and smart plugs to control room lights and monitor the

energy consumption of buildings. These are examples of context-aware systems that use

information collected from the surrounding physical environment to determine their be-

havior. Although both works use information gathered from the context, neither uses it to

determine its functioning, but rather the functioning of their application.

Another example that uses information collected from the context to define what

action to take is the work proposed by (RAK, 2016). The author proposes adapting the

topology of a wireless mesh network using the information on predicted attenuation of

links based on radar measurements. More specifically, the author uses real echo rain

maps to calculate attenuation in communication links and modify the network topology to

improve network throughput during rainstorm periods. Differently from (DOBRESCU;

MEREZEANU; MOCANU, 2019) context-aware precision agriculture system and the

intelligent buildings of (KAMIENSKI et al., 2017), in (RAK, 2016) proposal, a third-

party system provides the weather maps that serve as context information. In contrast,

the other systems collected context information through sensors to decide the system’s

action.

In the context of critical networks, it is possible to highlight three works imple-

menting context-awareness to tackle different issues. The first work developed by (PA-

PAKOSTAS et al., 2018) proposes an algorithm for building a backbone in military net-

works with energy awareness to deal with power efficiency in constructing the network

topology. In the second work, (POULARAKIS et al., 2019) developed a system that uses

the SDN paradigm to address changes in the network topology from nodes distributed

across the battlefield. Lastly, (MISHRA et al., 2017) proposes a context-oriented proac-

tive decision support framework to accelerate decision-making. The developed system

uses data related to the mission, environment, assets, threats, time, workload, and other

factors related to the decision-making process. Based on the acquired data, the system

suggests to the decision-maker some possible decisions that could be taken to solve a

given problem. In addition to the works already mentioned, other studies also address us-
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ing context-aware applications to support decision-making on the battlefield (LIN et al.,

2019; CASTIGLIONE et al., 2017; MOON; JUNG; JEONG, 2010). However, as in the

works developed by (DOBRESCU; MEREZEANU; MOCANU, 2019), and (KAMIEN-

SKI et al., 2017), the studies mentioned above use context data to determine the applica-

tion behavior. A step ahead of works in this direction is presented in (LEAL et al., 2019),

which gives an approach that combines SDN and Information-Centric Networking (ICN)

to support context-awareness in IoBT systems.

The difference between the proposal presented in this work and the works men-

tioned above is that, although some used information collected from the physical environ-

ment, this information determined the application’s behavior rather than the network’s. In

contrast, in work developed by (RAK, 2016), the information that determines the sys-

tem’s behavior was not collected directly from the system context but provided by a

third-party system. Relying only on an external entity to provide information relevant

to the system’s context can cause problems because it may not meet the time constraints

of critical network environments. Among critical network studies, it is possible to high-

light the works developed by (PAPAKOSTAS et al., 2018) and (POULARAKIS et al.,

2019), which propose solutions for context-aware networking. However, none of these

works consider the effect of environmental factors on networks. Other works, like the

developed by (MISHRA et al., 2017) and (LEAL et al., 2019) in the critical networks’

context, consider context-awareness applications to assist in the decision-making process

of Command and Control (C2) systems, leaving out of scope the network management

itself.
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3 SYSTEM DESIGN

This chapter is organized into two sections. First, Section 3.1 presents a battlefield

scenario, a critical networks’ scenario example, with the necessary elements to perform a

proof-of-concept. Then, Section 3.2 describes the proposed system and its architecture.

3.1 Application Scenario

The battlefield scenario is an example of critical networks where the resources

are constrained, and the applications present real-time requirements. Thus, to support

these applications, it is necessary to implement techniques that increase the reliability

and resilience of networks. Figure 3.1 presents an example of this kind of scenario. The

dotted line in Figure 3.1 delimits the Control Zones (CZ), identified by numbers from one

to four. Each CZ has a Communication Center (CC), which can be Static (SCC) or Mobile

(MCC), represented by control camps and a combat vehicle with a high-power antenna

attached to the top (located at CZ-2). The connections between the control camps and the

CZ-2 combat vehicle represent a Tactical Edge Network (TEN).

Figure 3.1: Battlefield scenario. (ZIBETTI; WICKBOLDT; FREITAS, 2022).

Tactical Edge Network Link
Sensor Network Link

1 2

3 4

Monitoring Sensor (MS)

Control Zone (CZ)

Field Objects Monitoring Sensor (FOMS)

Tank - Mobile Communication Center (MCC)

Control Camp - Static Communication Center (SCC)

Environment Context-Awareness System (ECAS)

Detection of Climatic Events

Source: Author

In addition to the TEN, the battlefield has a Sensor Network (SN). This network is

responsible for transmitting the data from the sensors spread across the CZs to the Envi-

ronment Context-Aware System (ECAS) servers in the CC of each CZ. The data traffic of

the TEN has no relation to the data traffic carried out by the SN. The sensors distributed
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on the battlefield can communicate with any CC within range to deliver data collected

from the battlefield. For instance, it is possible to observe this type of communication in

CZ-4, whose flying drone is connected with the CCs of zones two and four. Therefore, it

can deliver the collected data to both CCs.

The battlefield has two types of sensors distributed: the Monitoring Sensor (MS)

and the Field Object Monitoring Sensor (FOMS). MSs are distributed on the battlefield,

collecting information from a specific location, whereas the objects moving across the

battlefield carry attached one FOMS. Both sensors can collect temperature and humidity

information. However, FOMSs can collect additional information, such as vital signs,

location, weaponry, and other necessary information, from the objects to which they are

attached.

The ability of MSs and FOMSs to communicate with any server makes ECAS

a distributed system. Besides receiving information from multiple MS and FOMS, the

ECAS servers distributed across the battlefield also share the information collected in their

respective CZ through the TEN. Sharing the information collected in each CZ increases

the coverage area of the ECAS. Therefore, this information can support decision-making

and mitigate problems in any CZs with a CC.

In Figure 3.1, two icons at the top exemplify the system’s operation, representing

the detection of climatic events related to temperature and humidity. The sensor closest to

these events is the MS located in the upper right corner of the CZ-1. This sensor will no-

tify the ECAS server of its respective CZ that it will process the received information and

perform the necessary actions in response to these events. After processing the received

data, the ECAS server of the CZ-1 will share the processed data with the other ECAS

servers, which may need the data. After receiving the data, the other ECAS servers will

process the information to verify whether to act in their respective CZ. Thus, the environ-

ment covered by the ECAS can adapt to the climatic conditions using as inputs the data

collected from the battlefield through the MS and FOMS sensors.

3.2 Proposed System Architecture

Figure 3.2 illustrates the system architecture. The circle, named battlefield, refers

to the monitored environment. The sensors (1 to Sensor N) represent the MSs and FOMSs

distributed across the battlefield. The box with Gateway 1 and Gateway N represents the

Gateways distributed by the battlefield, being a Gateway for each CZ. As it is a system
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that acts in a distributed way, it is necessary to have a Gateway for each ECAS server

distributed by the battlefield. The dashed box on the top of the figure highlights the

internal components of each sensor (i.e., the sensor architecture).

Figure 3.2: System Architecture. (ZIBETTI; WICKBOLDT; FREITAS, 2022).

Sensor 1

Sensor N

Environment Context-Awareness System
Server 1

Server N

Server 2
Tactical Edge Network

Tactical Edge Network

Monitoring Systems



Battlefield
Sensor 
Network

Sensor 
Network Gateway 1

Gateway N

Message
Manager


Data Manager

Communication
Manager


Sensor Architecture

Server Architecture

Database Selective Bridge
Intelligent Sync

IoT Interface

Integration Interface

Data Processing


Sensor Manager


Sensor Manager


C4ISR Systems


Source: Author

ECAS is composed of servers that act independently and collaboratively. The

distribution of these servers across the battlefield is in the same number as the existing

CZ for a given military operation. Each CZ has a Gateway and an ECAS server to handle

locally collected data. The collaborative network of servers is represented in Figure 3.2

within the cloud shape, indicating that the servers’ communication flows over the TEN.

In the bottom part of Figure 3.2 there is a highlight with the internal components of each

server (i.e., the server architecture).

The following flow describes how the data collected on the battlefield is transmit-

ted, processed, and shared. The SN is responsible for transmitting the data collected by

the sensors on the battlefield to the ECAS servers distributed across the CZs. When re-

ceiving the collected data, an ECAS server must process and share it with the other servers

that comprise the system. This sharing takes place through the TEN. Therefore, the SN

serves exclusively for sensory data traffic and reconfiguration of sensors distributed across

the battlefield. The modules that compose the ECAS servers and sensors are detailed in

the following sub-sessions.
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3.2.1 Sensor architecture

In Figure 3.2, the dashed box indicated by an arrow on Sensor 1 represents the

internal architecture of each sensor. Each sensor has four modules that determine its op-

eration. The modules are Sensor Manager, Message Manager, Communication Manager,

and Data Manager.

The Sensor Manager module is responsible for overseeing the operating mode of

the sensor as a whole. Each MS and FOMS sensor can read environment data (e.g., tem-

perature, humidity, location, vital signs) and send this data over the SN to a gateway. The

Sensor Manager module manages the process of collecting, storing, sending, and receiv-

ing data, which takes place through the components of each sensor. This module manages

the frequency of data collection and local storage, as well as the frequency of transmis-

sion (in bulk). This process follows two basic criteria, which are defined as Periodic and

Threshold-based. Periodic criteria mean configurable time intervals will guide the col-

lection, local storage, and transmission of measured data. For example, under normal

conditions, temperature and humidity could be measured every few seconds but transmit-

ted only once per minute to save resources. Threshold-based criterion intends to reduce

the frequency of data collection and transmission under unsafe operating conditions. For

instance, when the measured temperature reaches a harmful threshold, it can be set for

immediate transmission instead of waiting until the next periodic cycle.

The Message Manager module manages the message format sent to the ECAS

server. Two types of messages were created: Periodic messages and Trigger messages.

Periodic messages are related to the Periodic criteria, while Trigger messages are related

to the Threshold-based, both defined by the Sensor Manager module. Suppose the data

for a region monitored by a particular MS/FOMS sensor is outside safe operational limits.

In this case, this sensor should classify the data contained in the message as urgent and

send it immediately. On the other hand, if the data is within safe operational limits, the

sensor can store it locally and wait for an opportune moment to send it, as determined by

the periodic criterion. Differentiating messages is a way to prioritize the communication

and processing resources of the system for the most critical messages.

Defined the frequency of data collection and transmission and the types of mes-

sages, it remains to specify how to present the data to the application. The Data Manager

module performs this function. ECAS aims to increase the resilience of networks as well

as support the applications of C4ISR systems. Therefore, the sensor that collects and
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sends relevant data to ECAS does the same for C4ISR systems. The Periodic criterion

determines that all sensors present in an MS/FOMS read and send the collected data to

the ECAS server at a specific time. This collection criterion can be applied when the

sensor is in a region where operational limits are safe; however, this is not always true.

When a sensor is in a region whose collected data is outside a safe operating threshold,

the messages must contain only relevant data (i.e., data exceeding the threshold). This

approach reduces the overhead of the collection and transmission process by prioritiz-

ing processing and communication resources for the most relevant data. For example,

a sensor in a specific region detects that the local humidity and temperature exceed the

specified threshold. The Data Manager module gathers the collected data, assembles a

package with the relevant data for this specific case (e.g., sensor id, collection timestamp,

temperature, humidity, GPS location), and delivers this package to the Message Manager

module. The Message Manager module classifies the message as Trigger and delivers it

to the Communication Manager module, which immediately sends it over the SN to the

ECAS server.

The Communication Manager module manages the communication resources of

MS and FOMS. The Sensor Manager module specifies the criteria for collecting and send-

ing data to the ECAS server. Therefore, data collection and transmission work asyn-

chronously, allowing the Communication Manager to set communication resources into

stand-by or power-saving mode when unnecessary. The Message Manager module de-

fines two types of messages: Periodic and Trigger and each type has specific require-

ments for using communication resources. Periodic messages should be delivered to the

ECAS server as quickly as possible; however, if necessary, they can wait longer to access

the medium as the delay will not significantly affect the system. On the other hand, a

Trigger type message contains sensitive data (i.e., data directly related to the good sys-

tem functioning); therefore, these messages must take priority above others in accessing

the medium and guaranteeing the earliest delivery. Thus, the Communication Manager

module manages the communication resources to fulfill the message’s requirements to be

transmitted.
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3.2.2 Server architecture

Represented in the dashed box pointed out by Server N in Figure 3.2 is the ECAS

server’s architecture. Each ECAS server has the same architecture: six processing mod-

ules and one database.

The first module of the ECAS server architecture to be discussed is the IoT In-

terface. IoT communication technologies provide specific protocols to meet the needs of

these networks. This module is responsible for interpreting the data received from the

sensors and translating them into a format consumed by ECAS and other systems that

use this data. In addition to interpreting and translating sensor data, this module does

the reverse process for messages sent from servers to sensors. Therefore, the IoT Inter-

face module is the communication interface between IoT technologies and ECAS servers.

The function performed by this module simplifies the implementation of heterogeneous

IoT technologies on the sensor side, as it centralizes the communication process between

different technologies in a single module.

ECAS uses data collected by sensors to increase the reliability of the network. In

addition to data collected for ECAS, the sensors collect data relevant to C4ISR and other

systems. Therefore, after the IoT Interface receives and interprets the data from sensors,

it is necessary to forward the collected data to the respective systems of interest. The Se-

lective Bridge module performs this function. It selectively distributes data received from

the IoT Interface to be stored and consumed locally by ECAS or forwarded to external

systems. This module works like a bridge between the IoT network and C4ISR or other

systems, introducing only minimal overhead as data travels through ECAS. As depicted

by the arrows in the ECAS Server Architecture at Figure 3.2, the data coming from the

IoT Interface passes through the Selective Bridge module that, after separating the use-

ful data that needs to be stored locally in the ECAS Database, it forwards the rest to the

respective systems of interest.

Once the data has been collected and separated, it is necessary to forward the data

that is not useful to ECAS and process the ones that are. However, ECAS needs the infor-

mation from other systems available to combine with the sensors’ data and perform the

processing. Information such as RSSI, signal to noise ratio (SNR), and PDR are useful

for ECAS to perform its role, and the providers of this information are network monitor-

ing systems. The Integration Interface module aims to provide a single communication

interface among network monitoring systems, C4ISR systems, and ECAS servers, as rep-
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resented in Figure 3.2 by the arrows connecting the Integration Interface module and the

clouds that represent external systems. The first function of the Integration Interface is to

distribute the data received from the Selective Bridge module to the respective systems

of interest and to search other monitoring systems or C4ISR for information relevant to

ECAS. The second function of this module is to generate alarms for other systems (i.e.,

when ECAS detects an anomaly, it can generate alarms for other systems to assist in the

decision-making process of C4ISR systems). Finally, the Integration Interface can re-

configure the parameters of the sensors of interest of the C4ISR systems (e.g., modify

thresholds of vital signs, weapons, etc.), as represented in Figure 3.2 by the arrow that

goes from the Integration Interface module to the Sensor Manager module (discussed

later). This last function enables ECAS to serve as a central point for the dynamic re-

configuration of parameters in all sensors on the battlefield, regardless of whether that

parameter is relevant to ECAS or external systems.

The first three modules focus on collecting data from IoT sensors or external

sources and storing it in a local database. The Data Processing (DP) module is responsible

for querying the database for context information received from the IoT network (periodic

and trigger messages), combining this data with information from other monitoring sys-

tems (e.g., link quality indicators), and computing potential actions that could be taken

to adjust the network according to the currently assessed situation. Some possible out-

puts of this processing are generating alarms for C4ISR systems (through the Integration

Interface), reconfiguration the parameters of one or a set of sensors (through the Sensor

Manager), updating the quality indicators in the database, as well as storing the processed

data for later use as a dataset in the process of reasoning, which aims to anticipate the

behavior of the network.

As mentioned above, two types of sensors may collect data in the field: MS and

FOMS. An MS/FOMS collects data (e.g., temperature, humidity, vital signs,

weaponry) for the ECAS and other C4ISR systems. Each system determines the thresh-

olds and time intervals for reading measurements. The Sensor Manager module aims

at abstracting the differences between possibly heterogeneous MS/FOMS in modifying

the configuration parameters. For instance, suppose a C4ISR system needs to modify

the critical threshold values of a parameter such as vital signs. In that case, this system

communicates the parameters through the Integration Interface to the Sensor Manager

module, which assembles and sends a package in the format expected by the sensor. The

process for ECAS is the same. Suppose that a particular context situation causes the Data
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Processing module to calculate a decision that requires changing the temperature or hu-

midity thresholds of the sensor. In this case, the Data Processing module instructs the

Sensor Manager module to set the new configuration parameters in the sensors. The Sen-

sor Manager, in turn, relies on the IoT Interface to communicate with the sensors on the

battlefield (represented in Figure 3.2 by the arrow that connects the Sensor Manager and

IoT Interface modules).

After collecting, distributing, processing, and storing locally the outputs of the

previously described modules inside an ECAS server instance, there is still the need to

verify if these outputs can be helpful for other ECAS servers distributed on the battle-

field. The output generated by a server in one CZ may or may not be useful for servers in

other CZs. The Intelligent Sync module checks which ECAS server needs each piece of

data and shares it. As mentioned, the ECAS system relies on servers distributed through-

out the battlefield collecting, processing, and performing actions on the devices of their

respective CZs. Misuse of resources can overload the network, potentially compromis-

ing network reliability. Thus, synchronizing data across servers should not overwhelm

available network resources. The Intelligent Sync module checks the outputs of the Data

Processing module and decides whether to share information with other ECAS servers

based on context data, such as other servers’ location data, to prevent network overload.

Thus, if the generated output is useful to another CZ, Intelligent Sync sends it to this spe-

cific server over the Tactical Edge Network. For instance, the server located at CZ-1 may

generate an output pertinent to the server located at CZ-2 (e.g., rain detected at CZ-1 and

is moving towards CZ-2). Since the information related to this event is pertinent to the

server located in CZ-2, this information should be sent as soon as possible. Nevertheless,

forwarding the same data to the servers in CZs 3 and 4 is unnecessary since those will

likely be unaffected by the phenomenon.
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4 SETUP AND EVALUATION BY SIMULATION

In order to demonstrate the efficiency of the proposed system, simulations have

been performed as proof-of-concept. The network simulator used was the “ns-3 - discrete-

event network simulator”(RILEY; HENDERSON, 2010). This simulator offers a Lo-

RaWAN module, which allows the simulation of a sensor network based on LoRa tech-

nology. Also, the NYUSIM simulator (SUN, 2017) was employed to calculate the attenu-

ation in the wireless communication links by varying weather factors, as explained in the

following sections.

4.1 Simulation Setup

The implemented ECAS architecture uses LPWAN technology to communicate

sensors distributed on the battlefield with servers. In the proof-of-concept simulation,

LoRa was selected as the LPWAN communication technology. LoRa is a proprietary

spread spectrum modulation technique, derivative of chirp spread spectrum modulation

(CSS); military applications have used this technique due to its long-range coverage and

interference robustness (SINHA; WEI; HWANG, 2017). Although LoRa’s characteristics

make it suitable for the operation of the proposed system, factors such as support for appli-

cations with real-time requirements (LEONARDI; BATTAGLIA; BELLO, 2019)(KHUT-

SOANE et al., 2019), interoperability with command and tactical control systems (JALA-

IAN et al., 2018) were also considered for the choice of this technology.

LoRa radio has four configuration parameters: carrier frequency, spreading factor

(SF), bandwidth, and coding rate. Setting these parameters determines signal robustness,

power consumption, and transmission range (BOR; VIDLER; ROEDIG, 2016). This sim-

ulation explored one of the main LoRa features, the Data Rate (DR). The DR consists of

the combination of two LoRa configuration parameters: the bandwidth and the spreading

factor. The highest DR in LoRa communication provides more payload data transmitted

over shorter distances. Although the amount of data transmitted is less in the lower DR,

the signal strength is grander, allowing communication between the Sensor and the Gate-

way over long distances and unfavorable weather conditions. These factors are important

to consider regarding the application scenario under concern.

An experiment with the following parameters was carried out. A LoRa gateway

operating on three channels of 868MHz, one channel for each sensor, was installed at 15
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meters height. Three sensors with a fixed location (without mobility) at 2,000, 4,000, and

6,000 meters from the gateway and at 1.7 meters in height. Each round of the experiment

represented 24 hours of simulation, and each node, every 60 seconds, sent a packet to the

gateway. figure 4.1 illustrates the scenario of the experiment just described.

Figure 4.1: Scenario of the Experiment. (ZIBETTI; WICKBOLDT; FREITAS, 2022).

Sensor 

ECAS Server

Gateway

Sensor 1

Sensor 2

Sensor 3

2000 Meters

4000 Meters

6000 Meters

Source: Author

At each experiment round, was applied a different DR in the sensors. For each

DR, an attenuation representing 1mm/h of rain was applied to the signal, then run one

round. Therefore, 151 rounds of the experiment were executed for each DR. Starting with

0mm/h of rain, representing a channel free of attenuation due to rain, and ending with

150mm/h, representing a heavy attenuation scenario.

In the first stage of the experiment, the same DR was configured in the three

sensors, ranging from DR-0 to DR-5. The DR-5 has the highest packet rate and the

lowest signal reach, and the DR-0 has the lowest packet rate and a greater signal reach.

table 4.1 presents the combinations of SF and bandwidth for the DRs applied during the

experiment. The DR-5 represents the configuration that can transmit the most massive

volume of data. While the DR-0 represents a more robust signal to attenuation, therefore

it reaches greater distances. Although the robustness of the signal experienced by DR-

0 is better than the other DRs, the volume of data transmitted by it is lower than the

higher DRs. Therefore, applying the appropriate DR to the sensors distributed across the

battlefield, considering the physical and environmental context, increases the network’s

reliability by offering an adaptable context communication infrastructure.

In the second stage of the experiment, the goal was to observe how ECAS acts in

the monitored environment. In this approach, ECAS collects the battlefield information
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Table 4.1: Data Rates of the Experiment.
DR SF Bandwidth
0 12 125kHz
1 11 125kHz
2 10 125kHz
3 9 125kHz
4 8 125kHz
5 7 125kHz

and adapts the DR of each sensor to the best DR according to the observed weather condi-

tions. This adaptation is made using two approaches called Conservative and Aggressive.

In the Conservative approach, ECAS receives the rain rate in mm/h from each sensor,

calculates the attenuation of this factor in the communication link, and, if necessary, re-

configures the DR of a given sensor to increase signal robustness or improve transmission

rate. In this approach, the system modifies the sensor’s DR before reaching a threshold.

In contrast, in the Aggressive approach, ECAS expects a given sensor to decrease in the

PDR, and only then it reconfigures that sensor’s DR.

The idea of naming the approaches with the terms Conservative and Aggressive

refers to whether the system tolerates losses or not. In the Conservative approach, the

system aims to avoid losses; therefore, changing the sensor parameters even if it incurs

performance degradation. On the other hand, the Aggressive approach aims to achieve

the highest possible data rate, even if it causes some losses in the communication process.

The Conservative approach has been configured to reduce the DR of the sensor,

which can be affected by attenuation, by one 5mm/h of rain before the attenuation causes

any impact on the PDR. Therefore, before any sensor has a reduction in PDR, its DR is

reduced to increase signal robustness, although the packet sending rate also reduces. In the

Aggressive approach, the highest DR is used until a reduction in PDR from a given sensor

is observed. Only then are adjustments made to the DR of the respective sensor. This

approach allows better use of higher data rates in scenarios with minor climate variations.

4.2 Simulation Results

Figure 4.2 shows the results of the first stage of the experiment, in which a fixed

DR on the three sensors was set. The Y-axis of figure 4.2 represents the received packets

by the gateway per round of the experiment; the X-axis represents the increase of rain in

mm/h that goes from 0mm/h to 150mm/h. The DR-3 and DR-4 have been hidden from
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the figure 4.2 to visualize the results better. However, the information of these DRs can

be found in table 4.2, which shows the number of packets sent, received, lost, and PDR in

percentage for each DR applied in the experiment. During the experiment, it was observed

that the packet sending rate experienced by the three sensors from DR-5 to DR-2 was the

same, with 1500 packages per experimental round. While for DR-1 and DR-0, all sensors

suffered a fall in the packet sending rate. It reached approximately 1380 packets sent per

round with DR-1 and 690 with DR-0 per sensor.

Figure 4.2: Delivered Packets Per Data Rate.

Source: Author

Table 4.2: Sent, Received, Lost Packets and PDR% per Data Rate.
DR Sent Received Lost PDR%
0 64,139 48,959 15,180 76%
1 128,216 86,851 41,365 68%
2 139,500 78,000 61,500 56%
3 139,500 66,000 73,500 47%
4 139,500 57,000 82,500 41%
5 139,500 49,500 90,000 35%

DR-0 and DR-1 achieved a better PDR, although the number of packets sent is

lower than higher DRs. In DR-1, the packet sent rate per node approaches 1,380 packets,

while in DR-0, the rate drops to approximately 690. Figure 4.2 shows that the DR that

performed better in contrast to the others was DR-1. In DR-1, the packets sent rate comes

near 1,500 packets, which is experienced by the higher DRs, and the signal’s robustness

makes all three sensors connect with the gateway at higher rainfall rates. Configured with

DR-1, the furthest sensor can connect with the gateway up to 25mm/h of rain. At DR-2

and above, the same sensor’s connection does not exceed 5mm/h of rain. Sensor 2 can
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connect to the gateway up to 125mm/h of rain with DR-1, contrasting with the 90mm/h of

DR-2 and lower rainfall rates in the higher DRs. In the DR-0, which represents the most

robust signal, but with the lowest packet sent rate, the farthest node had a connection with

the gateway up to 40mm/h of rain when it lost connection. At this DR configuration,

sensors 1 and 2 remain connected to the gateway up to 150mm/h of rain.

Figure 4.3 presents the experiment’s results considering a scenario with the im-

plementation of the ECAS. The DRs adapted in this scenario consider the rain rate and

the sensor’s distance to the gateway. The Y-axis in the chart of figure 4.3 represents the

received packets’ rate, while the X-axis represents the rain rate in mm/h. For both the Ag-

gressive adaptive approach and the Conservative adaptive approach, the results obtained

were higher than fixed DRs.

Figure 4.3: Delivered Packets Adaptive Aggressive X Conservative Approach.

Source: Author

In the Aggressive approach, the sensor DR was reduced by one for each loss de-

tection to increase signal robustness and improve the connection with the gateway. This

approach allows configuring the sensor with a DR higher, which has a higher data rate,

still considering the climatic conditions at the time of transmission. The Conservative

approach behaves differently. When the system observes a given rain level, the DR of the

sensor is decremented by one 5mm/h of rain before the signal can be affected. Therefore,

the sensor should not lose connection to the gateway whatsoever. However, suppose the

rain does not exceed this 5mm/h threshold. In that case, the sensor will have stopped

using the DR with a higher packet sending rate until the system sees a reduction in the

rain rate, which would allow an increase in DR considering the new rain scenario.
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In figure 4.3, the dotted line represents the Aggressive approach. At the begin-

ning of the experiment, the Aggressive approach sometimes presented a received packet

rate lower than the Conservative approach. This behavior occurs because the Aggressive

approach tries to use the largest possible DR from the beginning of the experiment, then

starts the experiment with losses until it finds the ideal DR. From the 10mm/h of rain, the

Aggressive approach achieves the same number of packet received as the Conservative

approach. During the experiment, sometimes, the Aggressive approach achieves a lower

number of packets received than the Conservative approach. It happens due to the method

used to determine when to adjust the DR in the Aggressive approach. At 120mm/h, the

Aggressive approach performs better than the Conservative approach. It was expected that

this would happen at some moment. While the Conservative approach prevents losses,

the Aggressive approach uses losses as a factor in determining when to adjust the DR. At

this moment of the experiment, the loss occurred in the 124mm/h of rain, which ensured

the number of packets received was higher for the Aggressive approach in the range of

120mm/h to 124mm/h of rain.

The experiment, which served as a proof-of-concept to exemplify the functioning

of the ECAS, adopted the premise that the rain rate only increases. Thus, the experiment

started with a 0mm/h rain rate and ended at 150mm/h. This premise demonstrates the

system’s behavior if adopted for the battlefield scenario where the rain only increases.

However, in a real scenario, rain rates do not increase linearly. The rain can increase,

stabilize, or even reduce before stopping. It is not possible to determine when one of

these events will occur. Thus, two approaches have been proposed to demonstrate the

system’s behavior, considering the performance and reliability requirements.

Figure 4.4 compares the experiment performed with fixed DR and the Aggres-

sive and Conservative approaches of the ECAS. On the Y-axis of Figure 4.4, the Total

Packets Received plus the Total Packets Sent is displayed. Each bar represents a setting

applied in the experiment. Adopting any of the approaches offered by ECAS makes it

possible to obtain a higher PDR than fixed DR approaches. The PDR experienced by

DR-1 and DR-2 is closer to the PDR experienced by the approaches offered in the ECAS.

Table 4.3 presents the employed approach, the number of packets sent, and the PDR for

each experiment round. ECAS approaches offer a packet-sending rate that approximates

the approaches with the best fixed DR performance. However, the amount of received

packets is much higher when ECAS is in place to monitor and adapt to the environment.
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Figure 4.4: Total Packets Received plus Sent per Approach - Fixed Data Rate, Adaptive
Aggressive, and Conservative.

Source: Author

Table 4.3: Result per Experiment Setup.
Approach Packets PDR

Fixed DR-0 64139 76%
Fixed DR-1 128216 68%
Fixed DR-2 139500 56%
Fixed DR-3 139500 47%
Fixed DR-4 139500 41%
Fixed DR-5 139500 35%

ECAS-Aggressive 113309 85%
ECAS-Conservative 112231 87%

4.3 Partial Conclusions

The simulation results showed that the dynamic adaptation of network parame-

ters could make the communication process more efficient. Compared with the fixed

approach, the adaptive results achieved an 11% increase in the total packets delivered

while reducing the total packets sent by 12%. From these results, it is possible to infer

that the use of the adaptive approach, in addition to making the communication process

more efficient, also has the potential to reduce resource/energy consumption.
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5 PROTOTYPE SETUP AND EVALUATION

This chapter aims to present a system prototype of the architecture defined at

Figure 3.2. First, the Section 5.1 describes the hardware and software components that

compose the system prototype. Then, the Section 5.2 presents the scenario and method

of evaluation of the deployed system prototype.

5.1 Prototype Setup

The proposed system depicted at Figure 3.2 is divided into sensor and server ar-

chitecture, which are discussed in Subsection 3.2.1 and Subsection 3.2.2, respectively.

Therefore, this section follows the same organization to describe the system prototype.

Subsection 5.1.1 presents the sensor prototype’s hardware and software components.

Then, Subsection 5.1.2 presents the ECAS server prototype’s hardware and software

components.

5.1.1 Sensor prototype

The works presented at Chapter 2 concluded that environmental factors impact

wireless communication technologies. However, neither of the cited works, and as far as

our knowledge has reached, no dataset showing environmental factors’ effect on wireless

technologies were found. Therefore, to deploy a prototype and evaluate its performance

in the real world, it was necessary to collect temperature and humidity from a real envi-

ronment and measure its impact on wireless communication. In order to create a dataset,

a communication module with the LoRa technology was developed.

Figure 5.1 shows the communication module and hardware components that com-

pose the sensor prototype. The number from one to four in the upper left corner at Fig-

ure 5.1 represents the developed sensor’s step, which goes from the transceiver chip to

the sensor’s prototype.

The number one at Figure 5.1 shows the LoRa transceiver RFM95W by (HOP-

ERF ELETRONIC, 2019). One of the configuration parameters of the simulated exper-

iment presented in Chapter 4 was the frequency band 868MHz. Thus, to deploy and

evaluate a system closest to the simulation setup, the RFM95W was chosen to compose
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the sensor prototype, once the frequency bands that it operates are 868MHz to 915MGHz

through a Semtech SX1276 chip (SEMTECH, 2020).

An ESP8266 module adapter plate, number two at Figure 5.1, was used to attach

the SubMiniature version A (SMA) Reverse-polarity (RP) connector and give a pinout

to connect the communication module with a development board. The number three

at Figure 5.1 shows the communication module with an SMA antenna of +2 decibels

relative to isotropic (dBi) attached to it.

Figure 5.1: Communication Module and Sensor Prototype.

Source: Author

The number four at Figure 5.1 shows the communication module connected at a

Wemos D1 R32 board. The choice of the Wemos board is due to its design and configu-

ration. The Wemos D1 R32 is a proprietary development board that has a microcontroller

ESP32 WROOM-32, 512KB of SRAM, 4MB of flash memory, and pinout design by

Arduino uno boards (AZ-DELIVERY, 2019). Lastly, the last component of the sensor

prototype, also presented in Figure 5.1 number four, is the DHT22 temperature and hu-

midity reading sensor (AOSONG ELECTRONICS, 2017).

The sensor architecture depicted at Figure 3.2 presents four sensor modules: Data

Manager, Sensor Manager, Communication Manager, and Message Manager. However,

some sensor modules were partially deployed due to the lack of a dataset to evaluate the

proposed system and the time spent to create that. Thus, the modules implemented and

the libraries that compose them are described below.
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The Sensor Manager module is for those configurations which determine the

basic sensor behavior, such as data measure frequency, if sending measure data or storing

in the sensor to send in the next moment, if sleep or stay wake-up due to unsafe operations

conditions, and so on. Therefore, this module is essential to the sensor’s basic operation.

The sensor manager module functions deployed at the system prototype were: intervals

of collection and sent, whether the sensor should stay awake or sleep, and data persistence

when the sensor sleep.

After receiving and processing a message from the sensor, the ECAS server can

respond to the sensor with some sensor reconfiguration parameters. If this happens, the

sensor processes the received message, performs reconfiguration, and responds to the

server. For instance, if this message contains an order for the sensor to change its send

interval and not go to sleep due to unsafe conditions, the sensor will reconfigure itself and

respond to the server with its new configuration. The Message Manager module of the

sensor prototype performs this task.

The Data Manager module specifies how the data will be represented to the

applications. In order to perform it, the sensor prototype uses two libraries, Cayenne

Low Power Payload (CayenneLPP) and ArduinoJSON. The payload size available at Lo-

RaWAN packet is quite limited; hence, optimizing the packet size is necessary. The

myDevices company created CayenneLPP, intending to provide a convenient and easy

way to send data over LPWAN technologies, considering the payload size limitations of

these technologies (MYDEVICES, 2017). The EletronicCats developed a library that im-

plements CayenneLPP in Arduino projects (CATS, 2021), and the sensor prototype uses

this library to send data to the ECAS server (i.e., uplink message).

In contrast, the downlink message (i.e., the data sent by the server to the sensor)

is not size significant. These are the send thresholds and configuration parameters to set

at the sensors. Thus, the sensor prototype uses the ArduinoJson library (BLANCHON,

2023) to receive downlink messages from the server.

The Communication Manager module configures the transceiver module to the

data transmit and receive routines. As mentioned in Section 4.1, LoRa refers to the pro-

prietary spread spectrum modulation technique. However, the network protocol widely

implemented on LoRa is named LoRaWAN. LoRaWAN is a network protocol developed

by LoRa Alliance and optimized for battery-powered end devices (LORA ALLIANCE®,

2016). The library that implements the LoRaWAN protocol in the sensor prototype is

Beelan-LoRaWAN (BEELAN, 2022), and some resources of the LoRaWAN protocol de-
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ployed by this library and management by the Communication Manager module are

Device Classes A or C, frequency band, TX power, and DR.

5.1.2 Server prototype

In (ZIBETTI; WICKBOLDT; FREITAS, 2022), the authors highlighted some

technologies to demonstrate the proposed system development feasibility. Thus, this sec-

tion presents a system prototype implemented from some technologies suggested by the

authors, as well as other mechanisms that showed themselves as a better option for this

prototype implementation.Figure 5.2 presents the hardware which composes the ECAS

server prototype. The numbers one to three in the upper left corner of Figure 5.2 identify

the components of the server, and the number four shows the server prototype.

The battlefield scenario has limited resources like power supply and communi-

cation networks; therefore, to deploy systems in this context, it is necessary to consider

these factors. Highlighted with number one in Figure 5.2, it is a Raspberry Pi 4 model B

with 8GB RAM. The Raspberry Pi 4 model b has a quad-core cortex-A72 (ARM v8) 64-

bit processor, four USB ports, two micro HDMI ports, one micro SD card slot, one RJ45

Gigabit Ethernet LAN connector, and wireless 802.11 2.4 GHz and 5.0 GHz (RASP-

BERRY PI TRADING LTD., 2021). These configurations make the Raspberry Pi 4 a

great candidate to perform the server role.

The number two at Figure 5.2 shows the front and back part of the mini LoRa

gateway HT-M01 developed by Heltec. The main physical characteristics that make

the HT-M01 a suitable candidate for the gateway role are a resistant aluminum case, a

compact size, and two communication interfaces, one SPI, and one micro USB. Beyond

the physical characteristics, the HT-M01 is compatible with the LoRaWAN protocol and

Linux OS distributions. Lastly, number three at Figure 5.2 shows the antenna, with +15

dBi gain, used by the HT-M01 gateway.

Since ECAS works like a distributed system, sharing information to support decision-

making from all its ecosystems, the first premise that directed its development was the

easy scalability. Furthermore, another premise that directed the system prototype devel-

opment was prioritizing free and open-source software. Therefore, the server prototype

executes a Linux Ubuntu Server, 20.04.6 version installed at 64GB micro SD attached to

Raspberry Pi, and deploys the ECAS modules on top of Docker Containers.



37

Figure 5.2: Server Prototype.

Source: Author

A container is a standard unit of software that gathers a code and all its dependen-

cies to run a particular application quickly and reliably independent of adjacent computing

infrastructure. This software unit runs on the host machine as a sandbox process; thus,

each container runs its processes isolated from the host machine and other containers

(DOCKER INC., 2023).

Section 5 of (ZIBETTI; WICKBOLDT; FREITAS, 2022) suggests deploying the

ECAS on top of FIWARE. FIWARE is a framework that aims to accelerate the devel-

opment of IoT-related solutions (FIWARE, 2021a). In the system prototype, FIWARE

provides, through NGSI API (FIWARE, 2021b), a data model based on entities and an

interface to support message and command exchanges between sensors and servers. An-

other task that a FIWARE component performs on the system prototype: storing data

in the system database. Therefore, the system data model, exchange of messages, and

data storage are tasks implemented on top of the FIWARE framework components in the

system prototype.

The first described module is the IoT Interface, whose main task is to provide

a communication interface between servers and sensors. In (ZIBETTI; WICKBOLDT;

FREITAS, 2022), the authors suggest deploying the IoT Interface module with an IoT

Agent based on JSON or Ultralight encoding provided by FIWARE. Also, in the work

conclusion, the authors reported that security-related issues were outside the scope; how-
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ever, they claim that the LoRaWAN protocol addresses such questions. Despite IoT

Agents cited by authors being suitable candidates, FIWARE also has an IoT Agent, ready

to use, based on the LoRaWAN protocol, which could change data and commands be-

tween servers and sensors (CALVO et al., 2022). Hence, to perform the message exchange

between servers and sensors and address security questions covered by the LoRaWAN

protocol, the IoT Interface module was deployed through the FIWARE IoT Agent based

on the LoRaWAN protocol and its adjacent component architecture. Figure 5.3 shows

the necessary stack of components to deploy a FIWARE IoT Agent based on LoRaWAN

protocol, composed of a Gateway, Network Server (NS), and Application Server (AS).

Figure 5.3: Network architecture for LoRaWAN protocol-based systems and FIWARE
IoT Agent.

Source: (CALVO et al., 2022)

The Gateway, depicted between end nodes and the Network Server at Figure 5.3,

makes the message exchange between sensors and the NS. The Gateway and NS connect

over TCP/IP protocol with SSL, while the connection of the sensor with the Gateway is

over LoRaWAN protocol, as presented at Figure 5.3.

LoRaWAN relies on a star network topology, and the NS stays at the center of

the topology. Some functions of NS are end-device address check, frame authentication

check, frame counter check, acknowledgments, and data rate adaptation. Therefore, the

NS represents the last mile of LoRaWAN protocol processing (LORA ALLIANCE®,

2020). From the NS to the AS, the connection is established over the TCP/IP protocol

with SSL, and only the payload is forwarded (LORA ALLIANCE®, 2020).



39

The last component of LoRaWAN architecture, the Application Server, handles

the application layer payload from end nodes to the target application, in this case, the

ECAS, through the FIWARE IoT Agent. Application Server also generates the application

layer downlink payloads (e.g., the JSON messages forwarded from the ECAS server)

towards the end nodes (LORA ALLIANCE®, 2020).

The FIWARE IoT Agent based on the LoRaWAN protocol has compatibility with

the above component stack, Gateway, NS, and AS deployed by The Things Network and

Chirpstack technologies (CALVO et al., 2022). Due to hardware and licensing require-

ments, the IoT Interface module was deployed with the components stack developed by

the Chirpstack open source project.

Initially, the Selective Bridge module had two tasks: store received data on the

ECAS database and delivers the interest data to the Integration Interface module to for-

ward to third-party systems. The objective of the second task was to reduce the overhead

inside the ECAS, making the received data available to other systems as soon as possible.

However, although initially proposed on the Selective Bridge module at Section 3.2.2,

the Integration Interface module performs the second task in the system prototype.

In order to store received data in the ECAS database, the Selective Bridge module

uses the Cygnus connector. The Cygnus is a connector based on Apache Flume developed

to persist context data into third-party database systems (BUENO et al., 2022). In the

ECAS case, the database in which the Cygnus connector performs the data persist task is

the open-source relational database MariaDB (MARIADB FOUNDATION, 2022).

The third deployed module, Integration Interface, serves as an interface between

the ECAS and other systems. It performs this task using the MQTT Broker Eclipse

Mosquitto and the NodeRed tool. Eclipse Mosquitto is a Broker that implements the

MQTT protocol to exchange messages (ECLIPSE MOSQUITTO™, 2022). In the ECAS,

the technologies which compose the system modules, such as the FIWARE IoT Agent,

Gateway, NS, AS, and NodeRed, perform message exchanges through the MQTT Bro-

ker. Therefore, any third-party system compatible with MQTT can use it to exchange

messages with the ECAS.

The NodeRed is a flow-based programming tool developed over Node.js to con-

nect hardware devices and APIs (OPENJS FOUNDATION AND NODE-RED CON-

TRIBUTORS, 2023). Figure 5.4 presents a dashboard created through NodeRed, which

shows the last data received by the sensors in real-time. Some helpful information de-

picted at Figure 5.4 is the last received packet’s retransmissions number, the RSSI pre-
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dicted by the sensor used to determine the parameters of the transceiver module, the RSSI

and SNR measured at the last received packet, TX power, and SF set at the sensors.

Although the NodeRed consumes locally the data to show on a dashboard at the

system prototype, this tool has many plugins, named pallets, that make an interface with

third-party systems. Therefore, the dashboard depicted at Figure 5.4 aims to demonstrate

the viability of sharing the collected data from the ECAS with external systems (e.g., as

the NodeRed dashboard plugin).

Figure 5.4: Real-time Measured Data Pannel Deployed at NodeRed.

Source: Author

The next module described, Sensor Manager, is the sensors’ reconfiguration

interface on the server’s side. Initially, only the server would configure the sensors’

transceivers parameters by applying the proposed approaches, Aggressive or Conserva-

tive. However, if only the server did this task, the reconfiguration process could be inac-

curate because the server would use a condition prior to the current condition of the sensor

to support decision-making. Thus, the system prototype proposes two ways to configure

the sensors’ transceivers, one on the server side and the other on the sensor side.

From the sensor side, the transceiver configuration process is as follows, the sensor

performs a temperature and humidity read, predicts the RSSI value for the next commu-

nication, and configures its transceiver module to guarantee that the next message reaches

the server; how this is done will describe at the end of this subsection, in Data Process-

ing module. On the other hand, if the server wants to send a reconfiguration command

to a sensor, this is done through of developed interface on the NodeRed, depicted at Fig-

ure 5.5. In addition to the sensors reconfiguration menu, the Sensor Manager interface

provides two more menus, one to create the sensors that compose the system and the other

to delete an existing sensor, according to represented at Figure 5.5.
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Figure 5.5: Sensor Manager module deployed at NodeRed.

Source: Author

Until here were described four system modules, IoT Interface, Selective Bridge,

Integration Interface, and Sensor Manager (i.e., remains to describe two modules,

Data Processing and Intelligent Sync). Despite its importance to the system, due to

time constraints, the system prototype does not have the Intelligent Sync module im-

plemented. Thus, the remainder of this subsection will describe the Data Processing

module, which defines the system’s intelligence that supports decision-making.

In Section 3.2.2, the description of the Data Processing module includes three

essential tasks: combine environmental and network context data to produce actions to

make on network configuration parameters, generate alarms to other systems, as well up-

date the quality indicators to improve the following decisions. To perform these tasks,

the ECAS uses the data stored in its database, depicted in Table 5.1 and described be-

low. Nevertheless, before describing the Table 5.1 data, it is worth mentioning that not

all these data support decision-make at the system prototype. Thus, a summary of data

that supports decision-making in the system prototype follows, and a description of the

remaining data will be available in the project repository on GitHub (ZIBETTI, 2023).

The first column of Table 5.1 presents the data label; the second column contains

the data unit of measurement, and the third column specifies who provides the data. The

first line, a top-down, contains the Timestamp, which represents the instant that collected

data arrives in the Chirpstack AS. As the name suggests, Send Interval is the time interval
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Table 5.1: Stored Data at the ECAS Database.
Label Unit of Measurement Provide by

Timestamp UTC Chirpstack AS
Bandwidth kHz Gateway
Frequency MHz Gateway

Spreading Factor n of CSS Gateway
Frame Counter Int. Gateway
Measured RSSI dBm Gateway
Measured SNR dB Gateway
Predicted RSSI dBm Sensor

TX Power dB Sensor
Measured Temperature ◦C Sensor

Measured Humidity RH Sensor
Send Interval Seconds Sensor

Frame Retransmission Attempt Counter Int. Sensor

in seconds that a sensor sends an uplink to the server. Frame Counter (fCnt) is a counter

deployed by LoRaWAN protocol to control the process of retransmission and acknowl-

edgment of the uplink and downlink messages. Frame Retransmission Attempt Counter

is a counter deployed by the ECAS that counts the number of times a sensor sends the

same frame (i.e., the frame with the same fCnt) to the server until the sensor receives an

acknowledged. TX Power is a unit in dB set at the sensor transceiver module to increase

the power of transmission or reception. As mentioned at Section 4.1, the Spreading Fac-

tor configuration parameter composes the LoRa technology. Measured Temperature and

Measured Humidity collected by the sensor at its physical context through the DHT22

sensor. The Predicted RSSI is a value generated by the sensor trying to predict the Mea-

sured RSSI at the next transmission before of perform it. Measured RSSI and SNR rep-

resent the values that Gateway measures when a sensor message arrives.

In order to perform the tasks that support the sensors transceivers’ reconfiguring

process, the DP module uses the Random Forest Regression algorithm and the Microml-

gen Python library. For the alarms generate task, the DP module uses Grafana, which

in addition to alarms generate to other systems, provides a monitoring interface that can

improve the data visualization.

Random Forest Regression (RFR) is a supervised machine learning (ML) algo-

rithm, which belongs to the ensemble learning methods, to solve regression problems

(RUSSELL; NORVIG, 2020). In summary, the RFR operates as follows, given an in-

put dataset whose shape comprises one predictor sets and one class, give one prediction

model to predict the class-related value. In other words, in the ECAS context, given the
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humidity, temperature, TX power, and SF as predictors; and the measured RSSI related

to these predictors as the class, give one prediction model to predict the RSSI to the next

communication.

In the system prototype, the RFR algorithm deployed by the sklearn python li-

brary (BUITINCK et al., 2013) give the prediction model, and the micromlgen python

library provides the source code that deploys the model at the sensor. Once the sensor has

deployed the prediction model, it provides the current temperature and humidity read-

ing, TX power, and SF set at the transceiver module to get a predicted RSSI for the next

communication. Thus, from the predicted RSSI, to increase the probability of a packet

arriving at the receiver, the sensor can change the transceiver module configuration, such

as TX power and SF, before sending.

In order to generate alarms for other systems, the DP module uses the Grafana tool.

Grafana is an open-source tool that provides time-series data queries, data visualization

at dashboards and tables, and a generate alarms service (CHAKRABORTY; KUNDAN,

2021). Some available resources at Grafana alarms service include alert rules, labels,

notification policies, and contact points. Alert Rules specify the criteria that determine

when to fire an alarm (e.g., a condition to fire, the frequency of evaluation of this condi-

tion, and the duration that a condition can stay until necessary to fire an alarm). Labels

aid in matching alert rules with notification policies, creating a group of rules by sever-

ity. Notification policies assemble information about where, when, and how an alert must

be routed. Finally, contact points refer to each alarm type’s message template and the

medium used to send the message (e.g., E-mail, Discord, Telegram, and others)(MEY,

2022).

Another resource the DP module provides through Grafana at the system proto-

type is some dashboards to view system operation. Figure 5.6 shows the first dashboard

deployed in the system prototype, which helped in accounting for the experiment results.

The dashboard depicts two panels with six bars each, where each panel represents the

approach set at the experiment, and each bar represents a sensor of this approach. The

ECAS ADR approach and the sensors employed in this approach are in the left panel,

and on the right panel are the sensors employed in the LoRaWAN ADR approach at the

system evaluation. The y-axis displays the total packets received, and the x-axis displays

the sensors, whose legends identify each sensor from one to six to each approach, ECAS

ADR or LoRaWAN ADR.
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Figure 5.6: Real-time Measured Totalizers Data Pannel Deployed at Grafana.

Source: Author

The second dashboard created in the system prototype, depicted at Figure 5.7,

aims to accompany the measured RSSI with the predicted RSSI value by the RFR model

deployed at the sensors. The left panel of Figure 5.7 compares measured and predicted

RSSI values at Sensor01, and the right panel shows the same comparison at Sensor06.

The y-axis depicts the RSSI value, which varies from −116 to −110 at the two panels,

and the x-axis depicts the time, which this case, is shown as the last three hours according

to the box in the upper right corner. Lastly, below the x-axis legend, each panel shows the

y-axis legend, which identifies the measured, and predicted RSSI values lines.

Figure 5.7: Real-time Measured RSSI Data Pannel Deployed at Grafana.

Source: Author
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5.2 Prototype Evaluation Method

This section aims to describe the prototype system evaluation method, starting

with a description of the environment and conditions for dataset creation. Then, the ex-

periment scenario will be presented, including the distance between sensors and gateway

and some topographical information. Lastly, the method and metrics used to evaluate the

system prototype will be described.

In order to create a dataset, seven sensors were deployed, six for data production

and one to control. The six data production sensors had the same configuration presented

at Subsection 5.1.1, in contrast to the control sensor, which was attached to an antenna of

+5 dBi. As per the definition, data production sensors aim to produce the dataset that the

ML algorithm will use to generate the prediction model, differently from the control sen-

sor, which aims to deliver a more significant number of temperature and humidity reads

even in unfavorable weather conditions to provide a validation of the reads performed

by the other sensors (i.e., a read temperature and humidity to compare with the reads

performs by the data production sensors).

The following assumptions and care guided the collection process to produce a

more reliable dataset:

1. With aims to ensure one sensor’s communication process does not interfere with

another; each sensor uses one different DR from another at a time, and each sensor

uses one different channel from another during all collection time. Except for the

control sensor, which uses only the DR-2; however, it also uses a different channel

from the other sensors.

2. In order to reduce a possible bias due to the communication module building quality

of one sensor to another, the DR of the six data production sensors was alternated

periodically every 24 hours (e.g., the sensor01 started with DR-5, in 24 hours was

changed to DR-4, in a more 24 hours to DR-3, and so on until return to DR-5). Thus,

each sensor worked with a different DR for 24 hours and returned to its initial DR

every seven days.

3. Since the sensors would be exposed to the weather, each sensor was conditioned

in a plastic container with the antenna and DHT22 sensor attached to the outside,

aiming to collect the environment’s temperature and humidity measures.
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The period and frequency of collections were as follows: The dataset collection

started on 11 October, 2022, and stopped on 27 February, 2023 (i.e., it began in the spring

and ended in the summer of Brazil), totaling around 140 days of collection. During this

period, every 45 seconds, each sensor performed a temperature and humidity reading and

sent it to the server. At the end of the collection time, the dataset had 643,223 samples

summing the readings of the six sensors.

Before describing the experiment scenario, it is necessary to remark on the dataset.

Since the sensors performed the collection from a fixed place, the measured RSSI did not

show a substantial variation, getting between −121 and −93. Figure 5.8 presents the

samples total for each measured RSSI in the range of −117 to −105, totaling 635,814

samples (i.e., 98.85% of samples total); in other words, this means the measures from

-121 to -118 and from -104 to -96 represent only 1.15% of the samples total. Hence, to

reduce the less representative number of samples and thus avoid noise in the dataset, the

measured RSSI −121, −95, −94, and −93, whose samples total only 22, were removed

from the training dataset.

Figure 5.8: Main measures that compose the dataset and its representativeness of the total
samples.

Source: Author

Figure 5.9 shows the scenario of dataset collection and system prototype evalua-

tion. The white line connecting the two points on the Figure 5.9 measures the distance

from the sensors to the gateway, approximately 1000 meters. The point in the upper left

corner represents the gateway and its altitude concerning sea level is 94m. The sensors

are in the lower right corner, and their altitude concerning sea level is 74m (i.e., 20 meters

below the gateway concerning sea level). The server and the gateway have been placed in

a building beside a window with its antenna installed to the outside, and the sensors have

been attached to the outside of a window with their antennas directed to the gateway side.
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Due to vegetation and buildings between the gateway and the sensors, neither of them is

in the other’s line of sight.

Figure 5.9: Distance between the gateway and the sensors.

Source: Google

Although the sensor prototype presented at Subsection 5.1.1 has fulfilled its role

well in collecting data for building the training dataset, in order to evaluate the system

prototype, a different sensor was deployed. The objective of implanting a different sensor

in the system prototype evaluation is to create a scenario with devices designed and built

under industrial quality control. Hence, a similar configuration board was chosen, the

Wireless Stick board, depicted at Figure 5.10, that is a LoRa development kit ready to use

with the following configuration: a microprocessor ESP32, LoRa chip SX1276, 520KB

of SRAM, and 4MB of flash memory. Moreover, to evaluate the system prototype, six

boards were conditioned in a plastic container with a DHT22 sensor and +2dBi antenna

fixed to the outside, similar to the sensor that collected the dataset.

As mentioned in Chapter 1, this work proposes a system that aims to improve the

network resiliency from environmental data. In a simulated experiment, Chapter 4 pre-

sented a comparison between the fixed DR approach and the Aggressive and Conservative
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Figure 5.10: Heltec Wireless Stick.

Source: (HELTEC AUTOMATION, 2019)

adaptive approaches. However, although this experiment only compares the proposed

approach and fixed DR, the LoRaWAN protocol has another approach, the LoRaWAN

Adaptive Data Rate (ADR). Thus, once validated the hypothesis that it is possible to im-

prove the network resilience from environmental data in a simulated scenario, to evaluate

the system prototype in a real scenario performed a comparison between the following

approaches: Fixed DR, LoRaWAN ADR, and the proposed approach at this work, which

we named ECAS ADR.

In the fixed DR approach, the administrator sets the sensor DR. On the other hand,

in the LoRaWAN ADR and ECAS ADR, an algorithm supports the sensor configuration

decision-making process. In the LoRaWAN ADR, the sensor configuration process is as

follows: the sensor tries to send two times with the DR with higher performance, the DR-

5; if the sensor does not receive an acknowledgment (ACK) message in these two tries,

it changes the DR to the next DR with minor performance that the DR-5 but higher than

the rest DRs, in this case, the DR-4. Thus, the LoRaWAN ADR will reduce the sensor’

DR successively every two tries until the most robust DR, with less performance (i.e.,

LoRaWAN ADR algorithm uses only ACK messages to support its decision-making and

adopts a performance reduction strategy to improve signal robustness).

Like the LoRaWAN ADR, the ECAS ADR also uses the ACK messages to support

its reconfiguration decision-making process; however, in addition to the ACK messages,

the ECAS ADR uses the temperature, humidity, TX power, and DR. Furthermore, in

contrast to the LoRaWAN ADR, which adapts just the DR, the ECAS ADR can adapt the

sensors’ DR and TX power. Lastly, although we believed that the proposed approaches in

Chapter 4 would present a different result, both presented a similar PDR in the simulated

experiment. Therefore, an approach was used in the system prototype that combines some

characteristics of the Conservative and Aggressive approaches.
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The decision-making process in the ECAS ADR occurs as follows: the sensor

performs a temperature and humidity measurement, and it executes the prediction of an

RSSI value to the next transmission based on measured data, TX power, and DR set at the

sensor. Then, to determine the DR, the ECAS ADR verifies the predicted RSSI on a scale

from 0 to 5, where 0 represents simultaneously -115 RSSI and DR-0, and 5 represents

-96 RSSI, and DR-5 (i.e., a value inside the range of dataset RSSI values combined with

the available DRs). In order to determine the TX power, the ECAS ADR performs the

same process as to determine the DR; however, rather than scale from 0 to 5, the scale

for the TX power goes from 10 to 0, where 10 represents -115 RSSI and maximum TX

power value, and 0 represents -96 RSSI and minimum TX power value. Thus, the ECAS

ADR adapts the TX Power and DR before performing a send, aiming to increase the

probability of delivering the package, similar to the Conservative approach, as well as

using the most robust TX Power and DR possible, seeking to obtain the best performance

as in the Aggressive approach.

Once described how the ECAS ADR obtains the TX power and DR values, the

next step is to describe the reconfiguration transceiver module process. Thus, the re-

configuration process is as follows: the sensor performs a prediction, determines the TX

power and DR based on the process above, sets the TX power and DR, and tries to send

two times with this configuration. If the sensor does not receive an ACK message after

two tries, it reduces one DR, sets TX power to 10, and tries to send one more time. If the

sensor does not receive an ACK message, it sets the DR-1 and tries to send it one more

time. If the sensor does not receive an ACK message, it sets the DR-0 and tries to send it

one more time. After five tries, the sensor discards this packet and starts the process from

the beginning.

The LoRa technology has at least six DR combinations, according to depicted at

Table 4.1 and, as mentioned above, to evaluate the system prototype, we had just six

sensors. Hence, to create an evaluation fairer scenario, where the environmental factors

of one approach were similar to the other, the system prototype evaluation was performed

in three rounds, as follows:

• In the first round, three sensors were configured with the LoRaWAN ADR and

three with the ECAS ADR. Therefore, the six sensors were exposed to the same

environmental factors.

• In the second round, the six sensors were configured with the fixed DR.
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• Finally, in the third round, the sensors were configured with the same configuration

as the first round (i.e., three with LoRaWAN ADR and three with ECAS ADR).

Although the fixed DR approach evaluation has been done in a different period of

the LoRaWAN ADR and ECAS ADR, all the experiment was performed in the range of

12 days, from April 04, 2023, to April 16, 2023 (i.e., the whole experiment occur at the

same station, on the Brazilian fall, in the range of 12 days, and during this period there

was no significant variation in climate). Lastly, each experiment round had a duration of

96 hours (i.e., only the packets transmitted and received within this interval were counted

in the results).

In order to evaluate the system prototype performance, were selected the follow-

ing metrics: Sent Packets, Received Packets, Packet Delivered Rate (PDR), Packet Re-

transmission Attempts, Prediction Total Hits, and Mean Square Error (MSE). Below is a

summary of each metric used.

• Sent Packets represents the total packets sent by the sensors, and the smaller or

closer to the total packets received, the better the performance.

• Received Packets represents the total packets received by the server, and the higher

or closer to the total packets sent, the better the performance.

• Packet Delivered Rate (PDR) represents the received total packets by the server in

contrast to the send packets total by the sensors in percent scale.

• Packet Retransmission Attempts represents the number of tries a sensor performs

to send the same packet (i.e., retransmission number of the same packet) until it

receives an ACK message or discards the packet. It is accounted for as follows:

before performing a send routine, the sensor verifies if the packet fCnt is the same

as the previous packet; if false, the sensor resets the counter; if true, the sensor

counts one (i.e., each sends try of the same fCnt represents one attempt).

• Lastly, the Prediction Total Hits and the Mean Square Error (MSE) from the RFR

algorithm were used to evaluate the prediction model hit rate. During the model

tuning to find the better hit rate, the dataset was split into a training dataframe and

a test dataframe, where the test dataframe represented 5% of the dataset. The hit

score obtained during the tuning was 30.84%, with a MSE of 3,24. Thus, to assess

the accuracy of the system prototype’s prediction model, the hit score and MSE
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were from the deployed prediction model and the predicted values obtained during

the experiment.
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6 RESULTS

This chapter presents the experiment results, beginning with a discussion about

the prediction model performance and ending with a discussion comparing the three ap-

proaches’ performance: Fixed DR, LoRaWAN ADR, and ECAS ADR.

Before discussing the prediction model’s performance, we have a note about the

presented results. The prediction model uses TX Power and DR to predict an RSSI value.

Thus, the collected data during the Fixed DR approach was removed to avoid distortions

in the prediction model performance results once the Fixed DR sensors always used the

same TX Power and DR.

Figure 6.1 presents the Measured RSSI and Predicted RSSI. The Y -axis in Fig-

ure 6.1 represents the Samples Total of Measured RSSI and Predicted RSSI, and the

X-axis represents the RSSI value. The Measured RSSI varies from −119 to −96 in the

experiment; however, once the Predicted RSSI values vary only from −115 to −112, the

other values have been suppressed from the Figure 6.1 to a better visualization. Although

the training dataset has samples with values from −121 to −93, the largest volume of

samples is between the values −115 and −112, as presented in Figure 5.8. Therefore, the

result presented at Figure 6.1 was expected since the values with the highest number of

predictions are contained in the values with the highest number of samples in the training

dataset.

Figure 6.1: Distribution of Measured and Predicted RSSI.

Source: Author

In order to analyze the prediction model, one confusion matrix were generated.

The Figure 6.2 Y -axis presents the predicted values, and X-axis presents the measured
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values. The highlighted dark gray diagonal presents the point where Y -axis and X-axis

intersect, and the highlighted light gray shows the prediction model total hits. Analyzing

the rate hits for each value in the Figure 6.2; the model was right at 1,223 from a total

of 5,082 to the −115 value, 9,578 of 30,720 to the −114 value, 141 of 513 to the −113

value, and one of eight to the −112 value, which represents 24.07%, 31.18%, 27,49%,

and 12.5% of correct predictions, respectively. Lastly, the prediction model was right at

10,943 of 36,323, totalizing 30.13% of accuracy.

Figure 6.2: Confusion Matrix to Measured RSSI and Predicted RSSI.

Source: Author

Figure 6.3 presents sent and received packets per DR in the Fixed DR approach,

where the Y -axis represents the total packets sent and received, and the X-axis represents

the DR. According to shown at Figure 6.3, the DRs from one to five presents a similar

sent packets number, approximately 5,700 packets, whereas the DR0 presents a significant

reduction, totalize 3,817 sent packets. This behavior was expected since the DR0 has

more time in the air than the other DR. Similar to the results obtained in the simulated

experiment presented at Figure 4.4, the system prototype evaluation results present a

received total packets greater in the DR1.

According to presented at Figure 6.3, the DR1 delivered 5,128 packets of 5,723,

representing a PDR of 89.6%. The DR2 was the second DR that delivered more packets,

totaling 2,806 of 5,754, representing the third highest PDR with 48.76%. The third DR

that delivered more packets obtained the second better PDR, the DR0, which delivered

2,440 packets (i.e., 366 packets less than DR2) but, in contrast to the other DRs, sent

only 3,817 packets, obtaining a PDR of 63.92%. The DR3 delivered 2,223 packets, and

the DR4 delivered 1,936, presenting a PDR of 38.95% and 33.65%, respectively. Finally,
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the DR5 presented the worst PDR, 1.19%, with just 67 delivered packets of 5,568 sent

packets.

Figure 6.3: Comparative of Sent and Received Packets per DR with Fixed DR Approach.

Source: Author

Figure 6.4 presents the sent and received total packets per sensor with the Lo-

RaWAN ADR approach. The Figure 6.4 Y -axis presents the total packets sent and re-

ceived, and the X-axis presents each sensor, from one to six, deployed at the system

prototype evaluation. According to Figure 6.4, the LoRaWAN ADR approach sent al-

most the same packet number per sensor, approximately 5,750. On the other hand, the

number of delivered packets presents greater variation.

According to shown the Figure 6.4, the sensor that delivered more packets in

the LoRaWAN ADR approach, S05, presented a PDR of 71.55%, with 4,117 delivered

packets from 5,754 sent packets. After, with 3,400 of 5,758 and 3,340 of 5,754, the

sensors S01 and S06, whose PDRs presented are 59.04% and 58.04%, respectively. With

a small reduction in the delivered total packets compared to the S01 and S06 came the

S03, which obtained a 48.88% PDR, with 2,813 delivered packets of 5,754 sent packets.

Finally, as presented at Figure 6.4, the sensors with a minor number of delivered packets,

S04 and S02, presented a PDR of 23.35% and 21.65%, with 1,344 of 5,754 and 1,236 of

5,708 delivered and sent packets, respectively.

As described in Section 5.2, the LoRaWAN ADR executes the adaptation of the

DR based on ACK messages. Thus, the sensor starts each sending process with the same

DR as the previous communication and executes an adaptation when not receiving an
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ACK message. As the results presented in the Figure 6.3 and Figure 6.4, the LoRaWAN

adaptive approach can supply a greater PDR compared with the Fixed approach; however,

the LoRaWAN approach does not seem to deliver this improvement optimally, this is

because, to deliver 1,650 packets more than the Fixed DR, the Lorawan ADR sent 2,159

packets more. Hence, from a performance perspective, the LoRaWAN ADR delivered

more packets at a more resource cost.

Figure 6.4: Comparative of Sent and Received Packets per Sensor with LoRaWAN ADR
Approach.

Source: Author

Figure 6.5 presents the sent and received total packets per sensor to the ECAS

ADR approach. The Figure 6.5 Y -axis presents the total packets sent and received, and

de X-axis presents the sensors deployed at the system prototype evaluation. In contrast

to the Fixed DR and LoRaWAN ADR, the ECAS ADR showed a greater variation in the

sent packets number per sensor. We believe that the variation in the sent packets number

occurs because the ECAS ADR can adapt the TX Power and DR before each send process,

thus responding to the sensors’ context variations.

The S04, as shown in Figure 6.5, delivered 3,904 of 4,656 total packets, being

the sensor that presented the highest number of packets delivered in the ECAS ADR ap-

proach. Following the S04, the S03 delivered 3,843 of 4,579, and the S02 delivered 3,617

of 4,434 packets. These three sensors presented the major PDR per sensor in the ECAS

ADR approach, and although the S04 has delivered more packets than others, it presented
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the second-highest PDR. Thus, the S01 presented the highest PDR with 83.93%, followed

by the S04 with 83.85% and the S02 with 81.57%. The S05, as shown at Figure 6.5, de-

livered 3,317 of 4,334 packets, presenting a PDR of 76.53%. The S06 and S03 delivered

the least number of packages from the six sensors, being 2,879 of 4,556 by the S06 and

2,518 of 4,490 by the S03, presenting a PDR of 63.19% and 56.08%, respectively.

Figure 6.5: Comparative of Sent and Received Packets per Sensor with ECAS ADR Ap-
proach.

Source: Author

The Figure 6.6 shows the mean of sent and delivered packets per approach. The

Figure 6.6 Y -axis presents the packet rate, and the X-axis presents the approaches, ECAS

ADR, Fixed DR, and LoRaWAN ADR. As shown in Figure 6.6, the ECAS ADR ap-

proach sent, on average, 4,508 packets with a Standard Deviation (SD) of 114 and deliv-

ered, on average, 3,346 with a SD of 554. The Fixed DR presents a sent and received

packet mean of 5,387 with a SD of 722 and 2,433 with a SD of 1,630, respectively. Fi-

nally, the LoRaWAN ADR presents the greater of sent packets with a lower SD, 5,747

and 19, respectively. However, just like the Fixed DR, the LoRaWAN ADR presents an

average delivered rate of less than half of the sent total packets, being 2,708 with a SD

of 1,174. Based on results presented at Figure 6.6, we concluded that the ECAS ADR

approach offers a more stable average delivery rate, and although the send rate presents

a greater variation than the LoRaWAN ADR approach, the ECAS approach provides a

better approximation between the average packet sending and receiving rate.
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Figure 6.6: Average Rate of Packets Sent and Received per Approach with Standard
Deviation.

Source: Author

In order to evaluate the approaches’ efficiency, we count the attempts number a

sensor performs to retransmit a packet. As described at Subsection 5.1.2, for each attempt

to send a packet with the same fCnt, we count as one attempt. Thus, we can compare the

number of attempts for each delivered packet and estimate the approach efficiency. Lastly,

we presented the results per sensor instead of by average due to some outliers in the send

attempts count.

Figure 6.7 presents the send attempts total per DR to the Fixed DR approach,

where the Y -axis represents the packet retransmission attempts total, and the X-axis rep-

resents the DR. As presented in Figure 6.7, the DR1 presents a most significant send

attempts number, totaling 32,558 send attempts. In contrast, on average, the other five

DRs present approximately 4,500 send attempts. This result could represent that the sen-

sor with the DR1 had a problem. However, as shown in Figure 6.3, the sensor with DR1

delivered the most significant amount of packets in the Fixed DR approach. We believe

that this sensor did not receive an ACK message in the first send, and according to the

LoRaWAN specification, the ACK messages are only sent to the latest message and never

retransmitted (LORA ALLIANCE®, 2016). Thus, this sensor continuously sent the same

packet until it discards it because it did not receive an ACK message, resulting in a high

send attempts number. The DR5 presents another result that we consider an outlier in the

Fixed DR approach because the send attempt total to its DR was 3,275 of 67 delivered

packets (i.e., to each packet, the sensor performed 49 send tries). Therefore, although the
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DR5 presents a value closer to the DRs zero, two, three, and four than the DR1, the DR5

presents the major number of attempts per packet. Lastly, the DRs zero, two, three, and

four presented a retransmission number per delivered packet between one and four.

Figure 6.7: Comparative of Packet Retransmission Attempts per Sensor with Fixed DR
Approach.

Source: Author

Figure 6.8 presents the send attempts total to the LoRaWAN ADR approach. The

Figure 6.8 Y -axis represents the packet retransmission attempts total, and the X-axis rep-

resents the sensors deployed in the system prototype evaluation to the LoRaWAN ADR

approach. Just like the Fixed DR, the LoRaWAN ADR presents two sensors that we

consider outliers, the S03 and the S02. The S03 accounted for 51,219 send attempts, rep-

resenting, on average, 19 tries to send one packet (i.e., the first try representing zero, more

additional 18 tries to the same packet). The second sensor we consider an outlier, the S02,

accounted for 9,789 retransmission attempts for 1,236 delivered packets, representing, on

average, eight retransmission tries per packet. Finally, sensors one, four, five, and six

present a retransmission total per delivered packet between one and four.

Figure 6.9 presents the total retransmission attempts per sensor to the ECAS ADR

approach. The Figure 6.9 Y -axis represents the packet retransmission attempts total, and

the X-axis represents the sensors deployed in the ECAS ADR approach evaluation. Like

the other approaches, the ECAS ADR presents two sensors we consider outliers, S01 and

S05. The S01, which presented the major retransmission attempts number, presents a total

of 20,896, representing, on average, five retransmissions per delivered packet. In contrast

to the Fixed DR and LoRaWAN ADR, five attempts may seem few; however, the sensor

that presented more retransmissions per delivered packet in the ECAS ADR was the S05,
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Figure 6.8: Comparative of Packet Retransmission Attempts per Sensor with LoRaWAN
ADR Approach.

Source: Author

which presented, on average, six retransmissions per packet. Therefore, for the average

retransmission number of the other four sensors, which stayed between one and three for

each delivered packet, we consider the six retransmission tries by the S05 and the five

retransmission tries by the S01 as outliers.

Figure 6.9: Comparative of Packet Retransmission Attempts per Sensor with ECAS ADR
Approach.

Source: Author

Figure 6.10 presents the sent and delivered packets total per approach, where the

Y -axis represents the packets’ total, and the X-axis represents the approach. According
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to Figure 6.10, the ECAS ADR sent 27,049 packets total and delivered 20,078 packets.

Out of 32,372 packets, the Fixed DR approach delivered 14,600 packets to the server.

Lastly, as Figure 6.10, the LoRaWAN ADR approach sent 34,482 packets to the server

and delivered 16,250 packets.

Figure 6.10: Comparative of Sent and Received Packets between Approaches.

Source: Author

Figure 6.11 presents the percentile score between sent and delivered packets per

approach. The Figure 6.11 Y -axis presents the PDR, and the X-axis presents the ap-

proaches. As presented at Figure 6.11, The ECAS ADR presents the highest PDR,

74.2%. With 47.1%, the LoRaWAN ADR presents the second-highest PDR, followed

by the Fixed DR with 45.1%.

Although the ECAS ADR presents the smaller number of sent packets between

the three approaches, it presents the highest delivered rate. In contrast, although the Fixed

DR and LoRaWAN ADR approaches sent more than double the received packets, both

had a lower PDR than the ECAS ADR approach. Therefore, based on results presented at

Figure 6.10 and Figure 6.11, we can verify that sending an enormous volume of packets

does not guarantee a higher delivery volume and still congests the means of communica-

tion, being able to reduce the system performance.

In the context where we tested the three approaches, the PDR presented by the

Fixed DR and LoRaWAN ADR are very similar. However, as shown at Figure 6.6, we

concluded that although the Fixed DR has delivered a significant packet number, its per-

formance varies greatly from one DR to another. Furthermore, this experiment was per-
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Figure 6.11: Percentile Score of Packet Delivered Rate per Approach.

Source: Author

formed in a reduced and controlled environment. Thus, we can not conclude that the

Fixed DR would perform similarly in a large-scale environment.

On the other hand, although more stable than the Fixed DR in this experiment,

as presented at Figure 6.6, the LoRaWAN ADR presented a significant variability in the

delivered packets number compared to the ECAS ADR. The variability reduction in the

delivered packets number in the ECAS ADR is due to its capacity to reconfigure the

transceiver module before each sends packet process, in contrast to the LoRaWAN ADR

that uses the last send setting to perform the next send and performs adaptations if not

receive ACK messages.
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7 CONCLUSION AND FUTURE WORK

The unpredictability of the battlefield context makes it necessary to implement

systems that improve the decision-making process time-effectively. The present work

proposed a context-aware monitoring system to adapt network configuration parameters to

changes in the climatic factors observed on the battlefield. A simulation and experimental

were developed as proof-of-concept to demonstrate how the proposed approach performs

under varied weather conditions.

The simulation results showed that the dynamic adaptation of network parame-

ters can make the communication process more efficient. In contrast with the Fixed DR

approach, the adaptive approach achieved an 11% increase in the total packets delivered

while simultaneously reducing the total packets sent by 12%. From these results, using

the context-aware adaptive approach can make the communication process more efficient,

presenting the potential to optimize the available resources.

In order to evaluate the proposed system in a real context, a prototype was cre-

ated. The system prototype evaluation results present a similar behavior to the simulation

results, demonstrating that improving the communication process based on environmen-

tal context information is possible. The results present a reduction in the receive packet

number variability, proving more stable than the other approaches. For real-time systems,

instability and unpredictability in the communication process represent significant chal-

lenges since the objective of these systems is the search for determinism. Thus, the work

results demonstrate that environmental information can help anticipate the network be-

havior and provide inputs to improve the network configuration decision-making process.

Knowing that the physical medium reliability is another challenge to improving

the communication process, it is necessary to take precautions for the system not to mis-

use it by flooding it with retransmissions. In this aspect, the system prototype results

demonstrate that the proposed approach occupies the physical medium for a shorter time

during the communication process in contrast to the other approaches. On average, in-

cluding or not the outliers discussed in the Chapter 6, the proposed approach performed

the minor packet retransmission number during the experiment.

Finally, like on the battlefield, energy is a limited resource in other environments,

such as sensor networks (PATEL; WON, 2017). The proposed system, as presented at

Figure 6.11, presented a packet delivered rate quite significant in contrast to the other

approaches, reaching almost a quartile higher than the second highest rate. In addition
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to the highest PDR, as discussed in Chapter 6, the proposed approach presented fewer

packet retransmission attempts than the other approaches. Therefore, although we did not

monitor energy consumption in the system prototype evaluation, based on these results,

we can infer that the proposed system consumes less energy to send and receive packets

than other approaches.

Several works report the issue of interference caused by environmental factors in

wireless network technologies (ANASTASI et al., 2004)(FEDERICI; MA; MOELLER,

2016)(RANGARAJAN; BASKARAN, 2015)(BRUZGIENE et al., 2020). Although the

LoRa technology was used to develop a proof-of-concept in this work, the proposed sys-

tem is technology agnostic. Therefore, in addition to the feasibility of implementing

ECAS in an existing sensor network, it is possible to use the system to assist in configur-

ing the parameters of various wireless network technologies.

In the system prototype, we used the prediction model to predict an RSSI and,

based on it, set a TX Power and DR that provide the most proximity between the pre-

dicted RSSI and the Measured RSSI. This approach complies with the Aggressive Ap-

proach presented at Section 4.1. However, we could use the prediction model to provide

TX Power and DR values and, based on these values, predict an RSSI and verify if the

predicted RSSI is satisfactory to guarantee that the packet will arrive at the server in the

following send.

Due to financial restrictions, the system prototype evaluation scenario was de-

ployed with minimal sensors to simultaneously evaluate the six DRs LoRa under the

same environmental conditions. According to results presented at Chapter 6, the Fixed

DR and LoRaWAN ADR presented a similar result when evaluated from a PDR perspec-

tive. However, in a large-scale scenario, the result can be different. Therefore, creating a

broad, scalable, and more complex scenario is necessary to perform a performance eval-

uation of the proposed approach with other approaches.

As future work, the plan is to improve the prediction model to predict values for

TX Power and DR, aiming to implement the conservative approach proposed in Sec-

tion 4.1. The work presented by (AIMI et al., 2023) proposes an emulation tool based

on ns-3 (RILEY; HENDERSON, 2010), a simulator used on the experiment presented at

Chapter 4, to help in evaluate LoRaWAN systems in a large-scale scenario, which is an-

other factor that must be evaluated in the proposed system. Finally, to evaluate the system

performance from an energy consumption view, we plan to deploy some battery-powered

sensors to measure the power consumption.
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APPENDIX A — RESUMO EXPANDIDO

As redes desempenham um papel essencial em várias áreas, sendo consideradas

um recurso fundamental na atual era digital(CROWCROFT; WOLISZ; SATHIASEE-

LAN, 2015). Além disso, as redes surgem como facilitadoras no desenvolvimento de apli-

cações em diversos campos, como agricultura(DOBRESCU; MEREZEANU; MOCANU,

2019), cidades inteligentes(KAMIENSKI et al., 2017) e sistemas de Comando, Controle,

Comunicações, Computadores, Inteligência, Vigilância e Reconhecimento (C4ISR)(ZHENG;

CARTER, 2015). Dessa forma, a Internet se tornou uma infraestrutura crítica na qual

quase todos os aspectos de nossas vidas dependem(FOUNDATIONS, 1997).

À medida que as tecnologias de rede avançam, surgem várias aplicações com

diferentes requisitos. Algumas aplicações podem tolerar instabilidade significativa na

rede e latência, enquanto outras necessitam de canais de comunicação mais confiáveis e

previsíveis. Por exemplo, em automação e controle de processos industriais(SURIYACHAI;

BROWN; ROEDIG, 2010), cidades inteligentes(KAMIENSKI et al., 2017), saúde(AZZAWI;

HASSAN; BAKAR, 2016) e sistemas militares críticos para missões(ZACARIAS et al.,

2017), existem aplicações com requisitos de tempo real (ou seja, o comportamento da

rede deve ser previsível e determinístico). Portanto, essas aplicações requerem uma rede

resiliente e confiável para suportá-las. No entanto, apesar dos avanços tecnológicos e da

crescente importância das redes na sociedade, é sabido que os níveis atuais de resiliência,

previsibilidade e capacidade de sobrevivência precisam ser aprimorados(STERBENZ et

al., 2013).

Para criar redes mais resilientes, algumas estratégias e estruturas desenvolvidas

para a construção de redes resilientes discutem os fatores que afetam o comportamento

correto de sistemas em rede, sendo alguns deles fatores externos à rede(STERBENZ et

al., 2010; CETINKAYA; STERBENZ, 2013). Altas temperaturas(BOANO; CATTANI;

RÖMER, 2018), chuva(BOANO et al., 2009) e vegetação(MARFIEVICI et al., 2013)

são fatores que podem afetar diretamente o desempenho e a disponibilidade das comu-

nicações. A exposição de dispositivos de comunicação a fatores climáticos e ambientais

é comum em muitos cenários, como a Internet das Coisas (IoT) e redes militares. Por-

tanto, monitorar informações de contexto que afetam o desempenho e a disponibilidade

da comunicação ajuda a explicar e antecipar o comportamento da rede.
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A.1 Contribuições da Dissertação

As redes de computadores contavam, principalmente, com indicadores de quali-

dade coletados da própria rede. Entretanto, apenas as informações coletadas da própria

rede não eram capazes de explicar alguns comportamentos detectados na rede. Este tra-

balho propôs a criação de um sistema de monitoramento ambiental que fornecesse in-

formações do contexto físico para auxiliar no monitoramento da rede, e no processo de

configuração dos dispositivos de rede. Portanto, a principal contribuição desta dissertação

é um sistema de monitoramento ambiental ciente de contexto para dar suporte na configu-

ração dos parâmetros de redes, aspirando uma rede mais resiliente. No sistema proposto, o

processo de configuração dos parâmetros de rede dos sensores é feito de forma automática

e suportado através de dados de temperatura e umidade, coletados do próprio ambiente

do sensor, por meio de técnicas de aprendizagem de máquina. Por fim, a implantação do

sistema é feita através de containers Docker, o que facilita o processo de implantação e

aumenta a escalabilidade.

A.2 Principais Resultados Alcançados

O trabalho desenvolvido propôs o uso de dados ambientais para aumentar a resil-

iência das redes. Por meio de um experimento simulado, foram feitos testes para validar a

tese de que: é possível usar os dados ambientais para suportar o processo de configuração

das redes, e através deles aumentar a taxa de entrega de pacotes. Após a simulação, foi

confirmada a tese de que era possível obter maior taxa de entrega de pacotes através da

abordagem proposta. Sendo assim, foi desenvolvido um protótipo de sistema e submetido

a um cenário real de avaliação. Os resultados do experimento mostraram que o uso da

abordagem proposta pode:

1. Reduzir a variabilidade da quantidade de pacotes entregues;

2. reduzir o número de retransmissões de pacotes;

3. e aumentar a taxa de pacotes entregues.
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A B S T R A C T
The use of IoT-related technologies is growing in several areas. Applications of environmental monitoring,logistics, smart cities are examples of applications that benefit from advances in IoT. In the military context,IoT applications can support the decision-making process by delivering information collected directly from thebattlefield to Command, Control, Communications, Computers, Intelligence, Surveillance and Reconnaissance(C4ISR) systems. Taking the benefit of the installed IoT network in the battlefield, the use of the data collectedby the IoT nodes is a way to improve resiliency and increase the survivability of networks, as well as to optimizethe use of available resources. Towards improving the communication network present on the battlefield, thiswork presents a context-aware environmental monitoring system that uses real-time battlefield informationto increase military networks’ resilience and survivability. The proposed approach is validated by a proof-of-concept experiment. The obtained results show that the implementation of this system can improve thecommunication process even when the network is exposed to unfavorable climatic factors.

1. Introduction
The discussion about the convergence of the real and cyberneticworld is not recent, and one of the paradigms with the most significantimpact in this context is the Internet of Things (IoT) [1,2]. Nowadays,IoT applications are employed to solve problems in several fields suchas agriculture [3], smart cities [4], and C4ISR battlefield systems [5],which brought the concept of Internet of Battle Things (IoBT) [6]. Inparticular, the military context involves mission-critical applicationswith real-time requirements [7], so it is necessary to rely on resilientand reliable networks to support these applications [6,8].Among the communication technologies developed to implementIoT applications, it is possible to highlight Low-Power Wide-Area Net-works (LPWAN). Attributes, such as low power consumption, low datarate, low implementation cost, and long signal range, drive the effortsto develop these technologies [9]. Although LPWAN technologies havenot been developed to support military applications, recent researchefforts seek to adapt their use to solve problems in this context [10,11].Like other widespread wireless networking technologies, LPWANs areexposed to interference-related problems due to climatic and environ-mental factors. High temperatures [12], rain [13], and vegetation [14]are factors that can directly affect the performance and availability ofcommunications.Boano et al. [12] conducted a study using Long Range (LoRa)– one of the most widespread LPWAN technologies – showing thatexposure of transmission and reception devices to high temperaturesjeopardizes network reliability. When exposed to high temperatures,

∗ Corresponding author.E-mail addresses: guilherme@ufrgs.br (G.R. Zibetti), jwickboldt@inf.ufrgs.br (J.A. Wickboldt), epfreitas@inf.ufrgs.br (E.P.d. Freitas).

devices present attenuation in the received signal strength (RSS) andreduction in packet delivery rate (PDR) and may, in extreme cases,become subject to total rupture of the communication link. Traditionalmonitoring systems commonly use metrics, such as signal noise ra-tio (SNR), RSS, and PDR, collected directly from network devices ascommunication quality indicators to improve network performance andreliability. Such metrics are undoubtedly important, but they may stillnot provide enough information to anticipate or explain performancedegradation or communication link failures.Some strategies and frameworks developed for building resilientnetworks discuss the factors that affect the correct behavior of net-worked systems [15,16]. External environmental factors can signifi-cantly impact on network operations and, therefore, must be consideredin the design of dependable communications through context-awaremonitoring mechanisms [17]. Context-aware systems paradigm refersto a system’s ability to use information collected from its surround-ing physical or virtual context to develop mechanisms to respond toevents [18]. In military networks, exposure of communication devicesto climatic and environmental factors is usual. Therefore, monitor-ing context information, which affects communication performanceand availability, helps to explain, and possibly to anticipate, networkbehavior.This paper proposes a context-aware monitoring system to improvethe resiliency and increase the survivability of military tactical net-works. A modern battlefield scenario already envisions a network ofsensors to support applications such as surveillance, reconnaissance,
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and logistics. This proposal can either rely on these sensors or suggestinstalling a few more in the battlefield objects to collect relevantinformation, which allows the prediction of a possible degradation innetwork performance or link unavailability. The main contributions ofthis work are the following:

1. The proposal of a context-aware monitoring system that – unlikecurrent proposals found on the literature – uses informationcollected from the physical environment to improve battlefieldoverall communication efficiency in terms of PDR;2. The proposal of two different approaches to dynamically adaptnetwork configuration parameters based on environmental fac-tors. In contrast with fixed configurations, both proposed ap-proaches result in higher packet reception by the system andlower packet emission by the objects in the battlefield;3. The proposed system was designed to be incorporated into mil-itary tactical networks with minimal impact on the existinginfrastructure and communication architecture;4. The proposed system is technology agnostic, nevertheless in-sights on the feasibility of implementation are provided basedon a state-of-the-art open source IoT framework and relatedtechnologies.
The remainder of this article is organized as follows. Session 2reviews related studies in the field of resilience and survivability ofnetworks, environmental impact on wireless communication technolo-gies, and systems that use the concept of context-awareness to adaptto the context. In Session 3, a battlefield scenario is introduced, and inSession 4 the proposed solution is presented. Session 5 presents insightsthat demonstrate the feasibility of implementation. Session 6 presentsa proof-of-concept experiment of the proposed solution on a simulatedenvironment and a discussion of the obtained results. Finally, Session7 presents conclusions and future work.

2. Related work
Creating frameworks and guides with best practices is present inseveral research areas; it is no different in the context of resilientnetworks. Towards resilient networks, Sterbenz et al. [19] proposed aframework consisting of strategies, metrics, and techniques to evaluateand quantify the resilience of the architecture of an already existingand a proposed network. In this framework, one of the prerequisitesis context-awareness. The authors state that, for a given network tobe resilient, it is necessary to monitor the channel’s conditions, thelink-state, and other events that may impact its correct functioning.As aforementioned, a context-aware system can adapt in responseto external events that affect its functioning. However, for this tohappen, it is necessary to monitor the surrounding environment. Someworks present techniques to collect, process, and make useful thedata collected from the context to support other systems. In a studydeveloped by Preeja and Krishnamoorthy [20], the authors highlightrelevant points in constructing a context-aware system, such as contextmodeling and organization, and the use of a middleware to simplify thedevelopment considering the heterogeneity of technologies. In a recentwork developed by Pradeep et al. [21], the authors proposed a genericcontext model and a context organization method for IoT environments.Context modeling is related to the syntax used to represent the rawdata, while the organization provides the semantics for this data andits relationships. Therefore, a system must be modeled in a way thatis generic enough to support a heterogeneous environment and wellorganized so that the collected information makes sense for the systemsthat need it.Besides gathering and processing context information, to actuallyimprove the communication process of networks, many authors relyon the adjustment of configuration parameters. Modifying the networkconfiguration parameters to increase the signal strength is alreadyexplored in several studies. The most commonly used parameter is

transmission power control using different approaches. The first ap-proach is at the network level [22,23], which is based on applyingthe same transmission power to all nodes in the network. The secondapproach is at the node level [24] by applying different transmissionpower to each node in the network. The third approach is based onneighborhood relation [25], in which nodes use a different transmis-sion power for each neighbor. A fourth approach can apply differenttransmission power at a packet-level [26]. A common limitation amongall those approaches is that the network configuration parameters wereadjusted using only the information collected from the network itself,such as Received Signal Strength Indicator (RSSI) and Link QualityIndicator (LQI). While this information is useful, currently, other factorscan be considered to determine network configuration parameters.In this work, we aim to explore, in addition to the commonly usedquality indicators, additional information collected from the physicalenvironment where the nodes are installed.The work developed by Boano et al. [12] presents the impact oftemperature variation, a possible climatic factor, on LoRa communica-tion links. The results show that higher temperatures compromise thenetwork operation and, in extreme cases, cause total link rupture. Inthe work developed by Luomala and Hakala [27], the authors presentthe climatic effects of temperature and humidity on communicationlinks using ZigBee wireless networking technology. The results of thisexperiment show the impact of these factors on communication links.The authors used the RSSI as a metric, showing its oscillation accordingto the climatic variations observed from the external environmentduring the experiment. In both studies by Boano et al. [12] and by Luo-mala and Hakala [27] modifications in configuration parameters wereexplored to assert the resilience and survivability of these networkswhen exposed to climatic factors. These studies help to emphasizehow critical the monitoring of external factors is to increase networkresiliency, although they are quite theoretical and do not integrate intoan actual network framework or solution.Towards the design of context-awareness systems with the abilityto adapt to the external environmental factors, Dobrescu et al. [3]suggests the implementation of a context-aware system for the precisionagriculture environments. The authors’ proposal aims to integrate threeemerging technologies (IoT, cloud computing, and context-awareness)to provide an irrigation system and monitor parameters related to soilproperties. In this system, the environmental changes collected by thesensors determine how the system will manage water, nutrients, andpesticides. In another work, developed by Kamienski et al. [4], theauthors propose the use of IoT-related technologies to improve theprocess of energy consumption in public buildings and universities. Inthis work, the authors suggest using presence sensors and smart plugs tocontrol room lights and monitor the energy consumption of buildings.These are examples of context-aware systems that use informationcollected from the surrounding physical environment to determine theirbehavior. Although both works use information gathered from thecontext, neither uses it to determine its functioning, but rather thefunctioning of the application they are serving.Another example that uses information collected from the contextto define what action to take is the work proposed by Rak [28]. Theauthor proposes adapting the topology of a wireless mesh networkusing the information on predicted attenuation of links based on radarmeasurements. More specifically, the author uses real echo rain maps tocalculate attenuation in communication links and modify the networktopology to improve network throughput during rainstorm periods.Differently from Dobrescu’s [3] context-aware precision agriculturesystem and the intelligent buildings of Kamienski et al. [4], in Rak’sproposal, a third-party system provides the weather maps that serveas context information. In contrast, the other systems collected contextinformation through sensors to decide the system’s action.In the context of military networks, it is possible to highlight threeworks that implement context-awareness tackling different issues. Thefirst work developed by Papakostas et al. [29] proposes an algorithm
19
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for building a backbone in military networks with energy-awareness todeal with power efficiency in the construction of the network topol-ogy. In the second work, Poularakis et al. [30] developed a systemthat uses the concept of Software Defined Network (SDN) to addresschanges in the network topology from nodes distributed across thebattlefield. The third work to be highlighted was the work developedby Mishra et al. [31]. The authors propose a context-oriented proactivedecision support framework that aims to accelerate the decision-makingprocess. The developed system uses data related to the mission, envi-ronment, assets, threats, time, workload, and other factors related tothe decision-making process. Based on the acquired data, the systemsuggests to the decision-maker some possible decisions that could betaken to solve a given problem. In addition to the works already men-tioned, other studies also address the use of context-aware applicationsto support decision-making on the battlefield [32–34]. However, as inthe works developed by Dobrescu et al. [3], and Kamienski et al. [4],the aforementioned studies in the military context use the data con-text to determine the application behavior. A step ahead of work inthis direction is presented in [35], which presents an approach thatcombines SDN and Information-Centric Networking (ICN) to supportcontext awareness in IoBT systems.The difference of the proposal presented in this current paperfrom the works mentioned above is that, although some of themused information collected from the physical environment, this infor-mation determined the application’s behavior and not the network’sbehavior. In contrast, in the work developed by Rak [28], the in-formation that determined the system’s behavior was not collecteddirectly from the system context, but provided by a third-party system.Relying on an external entity to provide information relevant to thecontext of the system can cause problems due to the fact that itmay not meet the time constraints of critical environments such asbattlefield networks. Among the studies in the military context, it ispossible highlight the works developed by Papakostas et al. [29] andPoularakis et al. [30] , which propose solutions for context-awarenetworking. However, none of these works consider the effect of en-vironmental factors on the military networks. Other works, like thedeveloped by Mishra et al. [31] and Leal et al. [35] in the militarycontext, consider context-aware applications to assist in the decision-making process of Command and Control (C2) systems, leaving out ofscope the network management itself.
3. Application scenario

A fictional scenario was created containing some of the objectsusually present in the battlefield to make the proposal clearer. Fig. 1presents this battlefield scenario divided into Control Zones (CZ), iden-tified by numbers from one to four. Each CZ has a CommunicationCenter (CC), that can be Static (SCC) or Mobile (MCC), representedby control camps and a combat vehicle with a high-power antennaattached to the top (located at CZ-2). The connections between thecontrol camps and the CZ-2 combat vehicle represent a Tactical EdgeNetwork (TEN).In addition to the TEN, the battlefield has a Sensor Network (SN).This network is responsible for transmitting the data from the sen-sors spread across the CZs to the Environment Context-Aware System(ECAS) servers located in CC of each CZ. The data traffic of the TENhas no relation to the data traffic carried out by the SN. The sensorsdistributed on the battlefield can communicate with any CC withinrange to deliver data collected from the battlefield. For instance, it ispossible to observe this type of communication in CZ-4, whose flyingdrone has a connection with the CCs of zones two and four. Therefore,it can deliver the collected data to both CCs.There are two types of sensors distributed on the battlefield,the Monitoring Sensor (MS) and the Field Object Monitoring Sensor(FOMS). MSs are distributed on the battlefield collecting informationfrom a specific location, whereas FOMSs are installed on objects moving

Fig. 1. Battlefield scenario.

across the battlefield. Both sensors can collect temperature and humid-ity information. However, FOMSs can collect additional informationsuch as vital signs, location, weaponry, and so on, from the objects towhich they are attached.The ability of MSs and FOMSs to communicate with any servermakes ECAS a distributed system. Besides receiving information frommultiple MS and FOMS, the ECASs servers distributed across the battle-field also share the information collected in their respective CZ throughthe TEN. Sharing the information collected in each CZ increases thecoverage area monitored by ECAS. Therefore, this information cansupport decision-making and mitigate problems in any CZs that havea CC.In Fig. 1, there are two icons at the top to exemplify the system’soperation, which represent the detection of climatic events related totemperature and humidity. The sensor closest to these events is the MSlocated in the upper right corner of the CZ-1. This sensor will notifythe ECAS server of its respective CZ that it will process the receivedinformation and perform the necessary actions in response to theseevents. After processing the received data, the ECAS server of the CZ-1will share the processed data with the other ECAS servers, which mayneed the data. After receiving the data, the other ECAS servers willprocess the received information to verify whether to perform an actionin their respective CZ. Thus, the environment covered by the ECAS canadapt to the climatic conditions using as inputs the data collected fromthe battlefield through the MS and FOMS sensors.
4. Proposed system architecture

Fig. 2 illustrates the system architecture. The circle, named battle-field, refers to the monitored environment. The sensors (1 to Sensor N)represent the MSs and FOMSs distributed across the battlefield. The boxwith Gateway 1 and Gateway 𝑁 represents the Gateways distributed bythe battlefield, being a Gateway for each CZ. As it is a system that actsin a distributed way, it is necessary to have a Gateway for each ECASserver distributed by the battlefield. The dashed box on the top of thefigure highlights the internal components of each sensor (i.e., the sensorarchitecture).ECAS is composed of servers that act independently and collabora-tively. The distribution of these servers across the battlefield is in thesame number of the existing CZ for a given military operation. That is,for each CZ, there is a Gateway and an ECAS server to handle the datacollected locally. The collaborative network of servers is representedin Fig. 2 within the cloud shape, indicating that the communicationamong servers flows over the TEN. In the bottom part of Fig. 2 there isa highlight with the internal components of each server (i.e., the serverarchitecture).The following flow describes how the data collected on the bat-tlefield is transmitted, processed, and shared. The SN is responsiblefor transmitting the data collected by the sensors on the battlefieldto the ECAS servers distributed across the CZs. When receiving thecollected data, an ECAS server must process and share it with the other
20
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Fig. 2. System architecture.
servers that make part of the system. This sharing takes place throughthe TEN. Therefore, the SN serves exclusively for sensory data trafficand reconfiguration of sensors distributed across the battlefield. Thedetailing of the modules that compose the ECAS servers and sensorsare presented in the following sub-sessions.
4.1. Sensor architecture

In Fig. 2, the dashed box indicated by an arrow on Sensor 1represents the internal architecture of each sensor. Each sensor has fourmodules that determine its operation. The modules are Sensor Manager,Message Manager, Communication Manager, and Data Manager.The Sensor Manager module is responsible for overseeing the oper-ating mode of the sensor as a whole. Each MS and FOMS sensor has theability to read environment data (e.g., temperature, humidity, location,vital signs) and to send this data over a SN to a gateway. The roleof managing the process of collecting, storing, sending, and receivingdata, which takes place through the components of each sensor, isperformed by the Sensor Manager module. This module manages thefrequency of data collection and local storage, as well as the frequencyof transmission (in bulk). This process follows two basic criteria, whichare defined as Periodic and Threshold-based. Periodic criteria meansthat configurable time intervals will guide the collection, local storage,and transmission of sensored data. For example, under normal condi-tions, temperature and humidity could be measured every few seconds,but transmitted only once per minute to save resources. Threshold-based criterion intends to reduce the frequency of data collection andtransmission under unsafe operating conditions. For instance, when themeasured temperature reaches a harmful threshold, it can be set forimmediate transmission instead of waiting until the next periodic cycle.The Message Manager module manages the format of the messagesent to the ECAS server. Two types of messages were created: Periodicmessages and Trigger messages. Periodic messages are related to thePeriodic criteria, while Trigger messages are related to the Threshold-based, both defined by the Sensor Manager module. Suppose the datafor a region monitored by a particular MS/FOMS sensor is outside safeoperational limits. In this case, this sensor should classify the datacontained in the message as urgent and send it immediately. On theother hand, if the data is within safe operational limits, the sensor canstore this data locally and wait for an opportune moment for sendingit, determined by the periodic criterion. Differentiating messages is away to prioritize the communication and processing resources of thesystem for the most critical messages.

Defined the frequency of data collection and transmission, the typesof messages, it remains to specify how to present the data to the appli-cation. The Data Manager module performs this function. ECAS aims toincrease the resilience of networks as well as support the applicationsof C4ISR systems. Therefore, the sensor that collects and sends relevantdata to ECAS does the same for C4ISR systems. The Periodic criteriondetermines that all sensors present in an MS/FOMS read and send thecollected data to the ECAS server at a specific time. This collectioncriterion can be useful when the sensor is in a region where operationallimits are safe; however, this is not always the case. When a sensor isin a region whose collected data is outside a safe operating threshold;the messages must contain only relevant data (i.e., data exceedingthe threshold). This approach reduces the overhead of the collectionand transmission process by prioritizing processing and communicationresources for the most relevant data. For example, a sensor in a specificregion detects that the local humidity and temperature are above thespecified threshold. The Data Manager module gathers the collecteddata, assembles a package with the relevant data for this specificcase (e.g., sensor id, collection timestamp, temperature, humidity, GPSlocation) and delivers this package to the Message Manager module.The Message Manager module classifies the message as Trigger anddelivers it to the Communication Manager module, which sends it overthe gateway to the ECAS server immediately.The Communication Manager module is responsible for managingthe communication resources of a MS/FOMS. The Sensor Managermodule specifies the criteria for collecting and sending data tothe ECAS server. Therefore, data collection and transmission workasynchronously, allowing the Communication Manager to set commu-nication resources into stand-by or power-saving mode when they arenot needed. The Message Manager module defines two types of mes-sages: Periodic and Trigger, and each type have specific requirements touse the communication resources. Periodic messages must be deliveredto the ECAS server as soon as possible, but may wait longer to accessthe medium as their delay will not significantly impact other systems.A message of type Trigger, on the other hand, contains sensitive data(i.e., data directly related to the good functioning of the system); there-fore, these messages must take priority in accessing the medium andguaranteeing earliest delivery. Therefore, the Communication Managermodule manages the communication resources to fulfill the message’srequirements to be transmitted.
4.2. ECAS server architecture

Represented in the dashed box pointed out by Server 𝑁 in Fig. 2is the ECAS server’s architecture. Each ECAS server has the samearchitecture, consisting of six processing modules and one database.
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The first module of the ECAS server architecture to be discussed isthe IoT Interface. IoT communication technologies provide specific pro-tocols to meet the needs of these networks. This module is responsiblefor interpreting the data received from the sensors and translating theminto a format consumed by ECAS and other systems that use this data.In addition to interpreting and translating sensor data, this module doesthe reverse process for messages sent from servers to sensors. Therefore,the IoT Interface module is the communication interface between IoTtechnologies and ECAS servers. The function performed by this modulesimplifies the implementation of heterogeneous IoT technologies onthe sensor side, as it centralizes the communication process betweendifferent technologies in a single module.ECAS uses data collected by sensors to increase the reliability of thenetwork. In addition to data collected for ECAS, the sensors collect datarelevant to C4ISR and other systems. Therefore, after the IoT Interfacereceives and interprets the data coming from sensors, it is necessaryto forward the collected data to the respective systems of interest. TheSelective Bridge module performs this function. It selectively distributesdata received from the IoT Interface to be either stored and consumedlocally by ECAS, as well as forwarded to external systems. This moduleworks like a bridge between the IoT network and C4ISR or othersystems, introducing only minimal overhead as data travels throughECAS. As depicted by the arrows in the ECAS Server Architecture ofFig. 2, the data coming from the IoT Interface passes through theSelective Bridge module. This module then separates data that is usefulto ECAS, which needs to be stored locally it in the Database, andforwards the rest to the respective systems of interest.Once the data has been collected and separated, it is necessaryto forward the data that is not useful to ECAS and process theones that are. Before doing this processing, ECAS needs to have in-formation from other systems available to combine with the datacollected from the sensors. Information such as RSSI, SNR, andPDR are useful for ECAS to perform its role, and the providers ofthis information are network monitoring systems. The IntegrationInterface module aims to provide a single communicate interfaceamong network monitoring systems, C4ISR systems, and ECAS servers,as represented in Fig. 2 by the arrows connecting the Integration Inter-face module and the clouds that represent external systems. The firstfunction of the Integration Interface is to distribute the data receivedfrom the Selective Bridge module to the respective systems of interestand to search other monitoring systems or C4ISR for information rele-vant to ECAS. The second function of this module is to generate alarmsfor other systems (i.e., when ECAS detects an anomaly, it can gener-ate alarms for other systems to assist in the decision-making processC4ISR systems). Finally, the Integration Interface can reconfigure theparameters of the sensors of interest of the C4ISR systems (e.g., modifythresholds of vital signs, weapons, etc.), as represented in Fig. 2 by thearrow that goes from the Integration Interface module to the SensorManager module (discussed later). This last function enables ECAS toserve as a central point for dynamic reconfiguration of parameters inall sensors in the battlefield, regardless of whether that parameter isrelevant to ECAS or external systems.The three modules described so far are mainly focused on gatheringinformation, either from the sensors in the IoT network or from externalsources, and selectively storing the gathered information in a localDatabase. The Data Processing module is responsible for querying thedatabase for context information received from the IoT network (peri-odic and trigger messages), combining this data with information fromother monitoring systems (e.g., LQI), and compute potential actionsthat could be taken to adjust the network according to the currentlyassessed situation. Some possible outputs of this processing are: gen-erating alarms for C4ISR systems (through the Integration Interface),reconfiguration of the parameters of one or a set of sensors (throughthe Sensor Manager), updating the quality indicators in the Database,as well as storing the processed data for later use as a dataset in theprocess of reasoning, which aims to anticipate the behavior of thenetwork.

As mentioned above, two types of sensors may be collectingdata in the field, called MS and FOMS. An MS/FOMScollects data (e.g., temperature, humidity, vital signs,weaponry) for the ECAS and other C4ISR systems. Each systemis responsible for determining the thresholds and time intervalsfor reading measurements. The Sensor Manager module aims atabstracting the differences between possibly heterogeneous MS/FOMSin modifying the configuration parameters. For example, if a C4ISRsystem needs to modify the critical threshold values of a parametersuch as vital signs, this system communicates the parametersthrough the Integration Interface to the Sensor Manager module,which assembles and sends a package in the format expected bythe sensor. The same process applies to ECAS itself. Suppose that agiven context situation makes the Data Processing module compute adecision that requires changing the sensor’s temperature or humiditythresholds. In this case, the Data Processing module instructs theSensor Manager module to set the new configuration parameters inthe sensors. The Sensor Manager, in turn, relies on the IoT Interface tocommunicate with the sensors in the battlefield (represented in Fig. 2by the arrow that connects the Sensor Manager and IoT Interfacemodules).After collecting, distributing, processing, and storing locally theoutputs of the previously described modules inside an ECAS serverinstance, there is still the need to verify if these outputs can be use-ful for other ECAS servers distributed on the battlefield. The outputgenerated by a specific server from one CZ might be useful for serversfrom another CZs, but it might not be either. The function of checkingwhich ECAS server may need each piece of data, and sharing this datais performed by the Intelligent Sync module. As already mentioned,the ECAS system relies on a set of servers distributed throughout thebattlefield collecting, processing, and performing actions on the devicesof their respective CZs. Due to the scarcity of resources availableon the battlefield, misusing these resources can compromise networkreliability. Therefore, the task of synchronizing data across servers onthe battlefield should not overwhelm available network resources. TheIntelligent Sync module verifies the outputs generated by the Data Pro-cessing module and decides based on context information, such as thelocation data of other ECAS servers and sensors, whether informationshould be shared or not. If the generated output is considered usefulto another CZ, Intelligent Sync sends it over the TEN to this specificserver. For example, the server located at CZ-1 may generate an outputpertinent to the server located at CZ-2 (e.g., rain detected at CZ-1 andis moving towards CZ-2). Since the information related to this eventis pertinent that the server located in CZ-2, this information should besent to it as soon as possible. Nevertheless, there is no need to forwardthe same data to the servers in CZs 3 and 4 since the phenomenon isnot likely to affect those.
5. Implementation feasibility

As previously explained, the system proposed in this work aims toincrease the reliability and survivability of networks exposed to harshenvironmental and climatic factors on the battlefield. To illustrate thefeasibility of the proposed system architecture, this session presentspossible implementation choices for some of the components presentedin Fig. 2.FIWARE is an example of framework that aims to accelerate thedevelopment of IoT-related smart solutions [36], which could be usedto handle both data collection and issuing commands between sensorsand ECAS servers. This framework provides a Context Broker (CB)component whose function is to manage context information so thatother systems can consume it [37]. The data processed by the CB cancome from several sources, including external systems or battlefieldsensors. Through an IoT Agent component, the CB can collect contextinformation, process it and make it available to ECAS. The CB can man-age data collected from the context and send commands from the ECAS
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Fig. 3. System architecture ‘‘Powered by FIWARE’’.
to sensors on the battlefield through the IoT Agent. There are ready-to-use implementations of IoT Agents based on JSON and Ultralightencoding, transporting data over AMQP, HTTP, and MQTT [38]. Allinteractions between the CB, IoT Agents, and ECAS components cantake place through an open and standardized RESTful API called NextGeneration Service Interface (NGSI) [37].FIWARE’s NGSI API defines a data model and two interfaces for theprocess of exchanging context data. The main elements of the NGSIdata model are entities, attributes, and metadata. An entity in FIWARErepresents an object, which can be physical or virtual. This entity hasattributes and metadata related to it [39]. Considering ECAS elementswith FIWARE, an entity can represent an MS sensor, a FOMS sensor,a CZ, a CC. This entity has a unique ID and a Type (e.g., ID: Sensor-01, Type: MS; or Zone-01, Type: Control Zone). As attributes, a sensorentity could have Local Temperature, Local Humidity, Location. A CZentity could have the location, vegetation as attributes. FIWARE entitiescan have relationships with each other. Therefore, it is possible to statethat Sensor-01, which is of the MS type, is located in CZ-01 (i.e., it isrelated to CZ-1). Thus, if Sensor-01 collects and sends data, the ECASserver will know that Sensor-01 is in CZ-01.On top of the FIWARE framework it is possible to implementseveral components from ECAS architecture. For example, an IoT Agentreceives data collected by sensors through a Gateway and transmitcommands from ECAS servers to sensors through a Gateway. Sensorsin a FIWARE-based solution can represent a sensor or an actuator. Asensor can report the state of the world around it, while an actuator canchange the state of the system by responding to control signals comingfrom the CB [40]. Therefore, with the FIWARE framework, it is possibleto implement the four modules present in the sensor architecture sincethe properties of an actuator include the possibility to set the sensorconfiguration parameters based on commands received from a CB.The ECAS server IoT Interface module can be represented by the IoTAgent. In addition to the IoT Agent, FIWARE provides a MonitoringGEri that aims to incorporate monitoring systems with the CB [41].Thus, it is possible to use FIWARE to implement two other ECASmodules, Selective Bridge and Integration Interface. Since FIWARE canset configuration parameters of the sensors, it also enables the SensorManager module’s implementation on the ECAS server’s side. Anyplatform or solution built on top of FIWARE has only one mandatorycomponent, a FIWARE Context Broker Generic Enabler [42]. Further-more, since this solution has this Context Broker, it is named ‘‘Poweredby FIWARE’’. Since this section suggests implementing ECAS using aCB, Fig. 3 shows how ECAS would be developed on top of the FIWAREframework.The modules implemented by FIWARE are highlighted in Fig. 3inside a box called ‘‘Powered by FIWARE’’. This box shows the threesoftware components that make up the ECAS server, an IoT Agent,

Monitoring GEri, and the CB. These components perform the functionsof the Sensor Manager, Selective Bridge, Integration Interface, andIoT Interface modules. An NGSI interface handles the communicationprocess between the ECAS modules and the modules implemented byFIWARE.Fig. 3 represents the communication of sensors with the Gatewayusing LoRa, but other LPWAN technologies such as NB-IoT, LTE-M,and Weightless can be used for this communication. Likewise, thecommunication between the Gateway and the IoT Agent can use anyof the supported transport protocols. Fig. 3 can represent differentIoT Agent implementations. For example, it is possible to have anUltralight-based IoT Agent in one area, while the other area mighthave a JSON-based IoT Agent, both running over the HTTP transportprotocol. Examples of other supported transport protocols are AMQPand MQTT; in which case, it would be necessary to deploy an additionalmessage broker that is not represented in Fig. 3. Among the ECASservers, there is an interface called Intelligent Sync Interface, and thisinterface is responsible for synchronizing the data stored in each serverand distributing it to the servers that may need this data.According to the needs of each ECAS server, the CB processes andclassifies the data collected from the context. Therefore, to implementthe Intelligent Sync module it is possible to use artificial intelligencetechniques to determine what should be shared and with which servers.The Intelligent Sync module is responsible for distributing the datato other ECAS servers on the battlefield. Instead of replicating everypiece of data in all servers, some data distribution techniques alreadyused in other works could enable the development of this module.Liu et al. [43] propose a distributed mechanism that works offlineand online to determine which data center to place data based onread/write requests. The Intelligent Sync module can benefit from thescalability and distributed architecture introduced by this mechanism.In another work, Liu et al. [44] proposed a framework called DataBot,which uses techniques such as neural networks (NN) and reinforce-ment learning (RL) to create data placement policies for a systemwith distributed data centers. The data that needs to be shared byECAS servers involves information collected from the physical context.Therefore, implementing artificial intelligence and machine learning(ML) techniques to assist in the intelligent distribution of data canincrease the system’s efficiency.
6. Experiments and results

To demonstrate the efficiency of the proposed system, simulationshave been performed as a proof-of-concept. The network simulator usedwas the ‘‘ns-3 - discrete-event network simulator’’. This simulator offers aLoRaWAN module, which allows the simulation of a sensor networkbased on LoRa technology. Also, the NYUSIM simulator [45] was
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Fig. 4. Scenario of the experiment.

employed to calculate the attenuation in the wireless communicationlinks by varying weather factors, as explained in detail in the followingsections.
6.1. Experimental setup

The implemented ECAS architecture uses LPWAN technology tocommunicate sensors distributed on the battlefield with servers. Inthe simulation developed as a proof-of-concept, the chosen LPWANcommunication technology was LoRa. LoRa is a proprietary spreadspectrum modulation technique that is derivative of chirp spreadspectrum modulation (CSS); this technique has been used in militaryapplications because of its long-range coverage and interference ro-bustness [46]. Although LoRa’s characteristics make it suitable forthe operation of the proposed system, factors such as support forapplications with real-time requirements [47,48], interoperability withcommand and tactical control systems [11] were also considered forthe choice of this technology.LoRa radio has four configuration parameters: carrier frequency,spreading factor (SF), bandwidth, and coding rate. Setting theseparameters determines signal robustness, power consumption, andtransmission range [49]. An important feature of LoRa that was ex-plored in this simulation was the Data Rate (DR). The DR consists of thecombination of two LoRa configuration parameters: the bandwidth andthe spreading factor. The highest DR in LoRa communication providesa greater volume of data transmitted over shorter distances. Althoughthe amount of data transmitted is less in the lower DR, the signalstrength is greater, allowing communication between Sensor and Gate-way over long distances and unfavorable weather conditions. Thesefactors are important to consider regarding the application scenariounder concern.An experiment with the following parameters was carried out. ALoRa gateway operating on three channels of 868 MHz, one channelfor each sensor, was installed at 15 meters height. Three sensors witha fixed location (without mobility) at 2,000, 4,000, and 6,000 metersaway from the gateway, and at 1.7 meters height. Each round of theexperiment represented 24 hours of simulation and each node sent apacket to the gateway periodically every 60 seconds. Fig. 4 illustratesthe scenario of the experiment just described.At each round of the experiment, the DR of the sensors weremodified. For each DR, an attenuation representing 1 mm/h of rainwas applied to the signal, then run one round. Therefore, 151 roundsof the experiment were executed for each DR. Starting, for each DR, in0 mm/h of rain, which represented a channel free of attenuation dueto rain, and ending with 150 mm/h, representing a heavy attenuationscenario.In the first stage of the experiment, the same DR was configured inthe three sensors, ranging from DR-0 to DR-5. Being DR-5 the highestpacket rate and the lowest reach, and the DR-0 the lowest packet rateand greater reach of signal. Table 1 presents the combinations of SFand bandwidth for the DRs applied during the experiment. The DR-5 represents the configuration with the ability to transmit the most

Table 1Data rates of the experiment.DR SF Bandwidth
5 7 125 kHz4 8 125 kHz3 9 125 kHz2 10 125 kHz1 11 125 kHz0 12 125 kHz

massive volume of data. While the DR-0 represents a more robustsignal to attenuation, therefore it reaches greater distances. Althoughthe robustness of the signal experienced by DR-0 is better than theother DRs, the volume of data transmitted by it is lower than the higherDRs. Therefore, applying the appropriate DR to the sensors distributedacross the battlefield, considering the physical and environmental con-text, increases the network’s reliability by offering a communicationinfrastructure adaptable to the context.In the second stage of the experiment, the goal was to observehow ECAS acts in the monitored environment. In this approach, ECAScollects the battlefield information and adapts the DR of each sensorto the best DR according to the observed weather conditions. Thisadaptation is made using two approaches called: Conservative andAggressive. In the Conservative approach, ECAS receives the rain ratein mm/h from each sensor, calculates the attenuation of this factor inthe communication link, and, if necessary, reconfigures the DR of agiven sensor to increase signal robustness or improve transmission rate.In this approach, the system modifies the sensor’s DR before reachinga threshold. In contrast, in the Aggressive approach, ECAS expects agiven sensor to decrease in the PDR, and only then it reconfigures thatsensor’s DR.The Conservative approach has been configured to reduce the DRof the sensor by one, which can be affected by attenuation, 5 mm/h ofrain before the attenuation causes any impact on the PDR. Therefore,before any sensor has a reduction in PDR, its DR is reduced to increasesignal robustness, although the packet sending rate also reduces. In theAggressive approach, the highest DR is used until a reduction in PDRfrom a given sensor is observed. Only then adjustments are made to theDR of the respective sensor. This approach allows better use of higherdata rates in scenarios with small climate variation.
6.2. Results

Fig. 5 shows the results of the first stage of the experiment, in whicha fixed DR on the three sensors were set. The 𝑌 -axis of Fig. 5 representsthe received packets by the gateway per round of the experiment; the
𝑋-axis represents the increase of rain in mm/h that goes from 0 mm/hto 150 mm/h. For better visualization of the results, the DR-3 and DR-4have been hidden. However, the information of these DRs can be foundin Table 2, which shows the number of packets sent, received, lost, andPDR in percentage for each DR applied in the experiment. During theexperiment, it was observed that the packet sending rate experiencedby the three sensors from DR-5 to DR-2 was the same, 1500 packagesper experimental round. While for DR-1 and DR-0, all sensors suffereda fall in the packet sending rate. It reached approximately 1380 packetssent per round with DR-1 and 690 with DR-0 per sensor.It is possible to observe in Table 2 that, because the packet sent rateexperienced by the DRs from 5 to 2 is the same, for the parametersapplied to the experiment, the use of DR-5 does not present the bestperformance compared to DR-4, DR-3, and DR-2. At the beginning ofthe experiment, sensors 1 and 2, located at 2,000 and 4,000 metersaway from the gateway, connect from 0 mm/h to 5 mm/h of rain. Atthe same time, the third sensor, located at 6,000 m, has no connectionsince the beginning of the experiment. From 5 mm/h on, sensor 2 losesconnection to gateway due to the attenuation caused by the increasein rain rate. For DR-2, whose packet sent rate is the same as that

24



G.R. Zibetti, J.A. Wickboldt and E.P.d. Freitas Computer Communications 189 (2022) 18–27

Fig. 5. Delivered packets per data rate.
Table 2Sent, received, lost packets and PDR% per data rate.DR Sent Received Lost PDR%

5 139,500 49,500 90,000 35%4 139,500 57,000 82,500 41%3 139,500 66,000 73,500 47%2 139,500 78,000 61,500 56%1 128,216 86,851 41,365 68%0 64,139 48,959 15,180 76%

experienced by DR-5 and the signal is more robust, at the beginning ofthe experiment, all nodes have a connection to the gateway, reachinga PDR of 1,500 per node (4,500 in total). This PDR is experienced upto 5 mm/h of rain, when the PDR drops to 3,000 packets per round,1,500 packets of each of sensors 1 and 2, and remains up to 90 mm/hof rain when the second node loses connection to the gateway.DR-0 and DR-1 achieved a better PDR, although the number ofpackets sent is lower than higher DRs. In DR-1, the packet sent rateper node approaches the 1,380 packets, while in DR-0, the rate dropsto approximately 690. Fig. 5 shows that the DR that performed betterin contrast to the others was DR-1. In DR-1, the packets sent rate comesnear 1,500 packets, which is experienced by the higher DRs, and thesignal’s robustness makes all three sensors connect with gateway athigher rainfall rates. Using DR-1, the furthest sensor can connect withthe gateway up to 25 mm/h of rain. Using DR-2 and above, this sensor’sconnection does not exceed 5 mm/h of rain. Sensor 2 can connect tothe gateway up to 125 mm/h of rain with DR-1, contrasting with the90 mm/h of the DR-2 and lower rainfall rates in the higher DRs. Inthe DR-0, which represents the most robust signal, but with the lowestpacket sent rate, the farthest node had a connection with gateway upto 40 mm/h of rain when it loses connection. At this DR configurationsensors 1 and 2 remain connected to the gateway up to 150 mm/h ofrain.Fig. 6 presents the results of the experiment considering a scenariowith the implementation of the ECAS. The DRs adapted in this scenario,consider the rain rate and sensor’s distance to the gateway. The 𝑌 -axisin the chart of Fig. 6 represents the received packets, while the 𝑋-axisrepresents the rain rate in mm/h. For both the Aggressive adaptiveapproach and the Conservative adaptive approach, the results obtainedwere higher than fixed DRs.In the Aggressive approach, each loss detection, the sensor DR wasreduced by one to increase signal robustness and improve the gatewayconnection. This approach allows the use of DR with a higher rate stillconsidering the climatic conditions at the time of transmission. TheConservative approach behaves differently. When a given rain level isobserved, the DR of the sensor is decremented by one 5 mm/h of rainbefore the signal can be affected. Therefore, the sensor should not loseconnection to the gateway whatsoever. However, suppose the rain doesnot exceed this threshold of 5 mm/h. In that case, the sensor will havestopped using the DR with a higher packet sending rate until the systemsees a reduction in the rain rate, which would allow an increase in DRconsidering the new rain scenario.

Fig. 6. Delivered packets adaptive aggressive X conservative approach.

In Fig. 6, the dotted line represents the Aggressive approach. Atthe beginning of the experiment, this approach presents some receivedpacket lower than the Conservative approach. This behavior occurs be-cause the Aggressive approach tries to use the largest possible DR fromthe beginning of the experiment, then starts the experiment with lossesuntil it finds the ideal DR. From the 10 mm/h of rain, the Aggressiveapproach achieves the same number of packet received as the Con-servative approach. During the experiment, every now and then, theAggressive approach achieves a lower number of packet received thanthe Conservative approach; this is due to the method used to determinewhen to adjust the DR in the Aggressive approach. At 120 mm/h, theAggressive approach performs better than the Conservative approach.It was expected that this would happen at some moment. While theConservative approach prevents losses, the Aggressive approach useslosses as a factor in determining when to adjust the DR. At thismoment of the experiment, the loss occurred in the 124 mm/h of rain,which ensured a number of packet received higher for the Aggressiveapproach in the range of 120 mm/h to 124 mm/h of rain.The experiment, which served as a proof-of-concept to exemplifythe functioning of the ECAS, adopted the premise that the rate ofrain only increases. Thus, the experiment started with the rain rateat 0 mm/h and ended in 150 mm/h. This premise demonstrates whatthe system’s behavior would be if adopted for the battlefield scenariowhere the rain only increases. However, in a real scenario, rain ratesdo not increase linearly. The rain can increase, stabilize, or even reducebefore stopping. It is not possible to determine when one of these eventswill occur. Thus, two approaches have been proposed to demonstratethe behavior for the system considering the performance and reliabilityrequirements.Fig. 7 presents a comparison of the experiment performed withfixed DR and the Aggressive and Conservative approaches of the ECAS.On the 𝑌 -axis of Fig. 7, the Total Packets Received plus the TotalPackets Sent is displayed. Each bar represents a setting applied inthe experiment. By adopting any of the approaches offered by ECAS,it is possible to obtain a higher PDR than fixed DR approaches. ThePDR experienced by DR-1 and DR-2 is one that is closer to the PDRexperienced by the approaches offered in the ECAS. Table 3 presentsthe employed approach, the number of packets sent, and the PDRfor each experiment round. Approaches using ECAS offer a packetsending rate that approximates the approaches with the best fixed DRperformance. However, the amount of received packets is much higherwhen ECAS is in place to monitor and adapt to the environment.
7. Conclusion

The unpredictability of the battlefield context makes it necessaryto implement systems that improve the decision-making process time-effectively. The present work proposed a context-aware monitoringsystem to adapt network configuration parameters to changes in theclimatic factors observed on the battlefield. A simulation was devel-oped as a proof-of-concept to demonstrate how the proposed approachperforms under varied weather conditions.
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Fig. 7. Total packets received plus sent per approach — Fixed Data Rate, AdaptiveAggressive and Conservative.
Table 3Result per experiment setup.Approach Packets sent PDR%

Fixed DR-5 139500 35%Fixed DR-4 139500 41%Fixed DR-3 139500 47%Fixed DR-2 139500 56%Fixed DR-1 128216 68%Fixed DR-0 64139 76%ECAS-Aggressive 113309 85%ECAS-Conservative 112231 87%

The simulation results showed that the dynamic adaptation of net-work parameters can make the communication process more efficient.Comparing the best results of the fixed and adaptive approaches, itwas achieved an 11% increase in the total packets delivered, whilesimultaneously reducing the total packets sent by 12%. From theseresults, it is possible to infer that the use of the adaptive approach,in addition to making the communication process more efficient, alsohas a potential to reduce resource/energy consumption.Several works report the issue of interference caused by envi-ronmental factors in wireless network technologies [50,51][52,53].Although the LoRa technology was used to develop a proof-of-conceptin this work, the proposed system is technology agnostic. Therefore, inaddition to the feasibility of implementing ECAS in an existing sensornetwork, it is possible to use the system to assist in configuring theparameters of various wireless network technologies.Issues related to security such as confidentiality, integrity, andauthenticity, despite their importance in military networks, were leftoutside the scope of this work. However, the technologies used inthis work already address these issues in other layers that can beimplemented to provide security for the proposed system [54].As future work, the plan is to implement ECAS on existing IoTplatforms like FIWARE, as presented in Session 5. Another factor tobe evaluated in the system is the impact of temperature on signalquality. The ECAS should adapt the network configuration parametersanalyzing multiple climatic factors, besides the rainfall attenuationconsidered in this work. Finally, ECAS will be implement using real-world devices to validate in practice the system’s efficiency in terms ofresilience, network survivability, as well as energy consumption.
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