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ABSTRACT

Plagiarism is one of the most serious forms of asad misconduct. It is defined as
“the use of another person's written work withookreowledging the source”. As a
countermeasure to this problem, there are sevestiiads that attempt to automatically
detect plagiarism between documents. In this cantieds work proposes a new method
for Cross-Language Plagiarism Analysis. The metloas at detecting external
plagiarism cases, i.e., it tries to detect the iplégpd passages in the suspicious
documents (the documents to be investigated) axid d¢brresponding text fragments in
the source documents (the original documents). cboraplish this task, we propose a
plagiarism detection method composed by five mdiasps: language normalization,
retrieval of candidate documents, classifier tragniplagiarism analysis, and post-
processing. Since the method is designed to detess-language plagiarism, we used a
language guesser to identify the language of tlements and an automatic translation
tool to translate all the documents in the colatinto a common language (so they can
be analyzed in a uniform way). After language ndization, we applied a
classification algorithm in order to build a modilat is able to differentiate a
plagiarized text passage from a non-plagiarized @ree the classifier is trained, the
suspicious documents can be analyzed. An informatedrieval system is used to
retrieve, based on passages extracted from eapltieus document, the passages from
the original documents that are more likely to e dource of plagiarism. Only after the
candidate passages are retrieved, the plagiarishysas is performed. Finally, a post-
processing technique is applied in the reportedltesn order to join the contiguous
plagiarized passages. We evaluated our method usiree freely available test
collections. Two of them were created for the PAbmpetitions (PAN'09 and
PAN’10), which are international competitions oragihrism detection. Since only a
small percentage of these two collections contaaneds-language plagiarism cases, we
also created an artificial test collection espégidlesigned to contain this kind of
offense. We named the test collection ECLaPA (Eamo@ross-Language Plagiarism
Analysis). The results achieved while analyzingséheollections showed that the
proposed method is a viable approach to the taskosk-language plagiarism analysis.

Keywords: Plagiarism, cross-language plagiarism detectiagiptism test collections.



Deteccédo de Plagio Multilingue

RESUMO

Plagio € um dos delitos mais graves no meio acam@ridefinido como “o uso do
trabalho de uma pessoa sem a devida referéncratzaito original”. Em contrapartida
a esse problema, existem diversos métodos quertetdgiectar automaticamente plagio
entre documentos. Nesse contexto, esse traballpderum novo método para Analise
de Plagio Multilingue. O objetivo do método é daecasos de plagio em documentos
suspeitos baseado em uma colecdo de documentgsoditinais. Para realizar essa
tarefa, € proposto um método de deteccdo de plégmposto por cinco fases
principais: normalizagcdo do idioma, recuperacdo dbcumentos candidatos,
treinamento do classificador, anadlise de plagiGg-p@cessamento. Uma vez que o
método é projetado para detectar plagio entre dentom escritos em idiomas
diferentes, n0s usamos ufanguage guessepara identificar o idioma de cada
documento e um tradutor automatico para tradudwgas documentos para um idioma
comum (para que eles possam ser analisados de ussmanmforma). Apds a
normalizagdo, nés aplicamos um algoritmo de cliasgi#io com o objetivo de construir
um modelo que consiga diferenciar entre um tredhgigdo e um trecho nao plagiado.
Apos a fase de treinamento, os documentos suspeitiesn ser analisados. Um sistema
de recuperacdo é usado para buscar, baseado éwsteedraidos de cada documento
suspeito, os trechos dos documentos originais §aengis propensos de terem sido
utilizados como fonte de plagio. Somente apds eshtrs candidatos terem sido
retornados, a analise de plagio é realizada. BRgprniina técnica de pos-processamento é
aplicada nos resultados da deteccdo a fim de jw#arechos plagiados que estédo
proximos um dos outros. NOs avaliamos o métoddgarido trés cole¢bes de testes
disponiveis. Duas delas foram criadas para as dogdps PAN (PAN'09 e PAN'10),
que sdo competicbes internacionais de deteccaddgm pComo apenas um pequeno
percentual dos casos de plagio dessas cole¢cOemudtdingue, nods criamos uma
colecdo com casos de plagio multilingue artificid&ssa colecdo foi chamada de
ECLaPA (Europarl Cross-Language Plagiarism Analy$ls resultados alcancados ao
analisar as trés colecdes de testes mostraram métonlo proposto é uma alternativa
viavel para a tarefa de deteccéo de plagio mugtién

Palavras-chave:Plagio, deteccao de plagio multilingue, colec@etedte de plagio.
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1 INTRODUCTION

1.1 Motivation and Goals

Plagiarism is one of the most serious forms of asad misconduct. It is defined as
“the use of another person's written work withowkreowledging the source”.
According to (MAURER; KAPPE; ZAKA, 2006), there aseveral types of plagiarism.
It can range from simply copying another’s work didor-word to paraphrasing the
text in order to disguise the offense.

A study by (MCCABE, 2005) with over 80,000 studemsthe US and Canada
found that 36% of undergraduate students and 24gsaafuate students admit to have
copied or paraphrased sentences from the Interiteowt referencing them. Amongst
the several methods for plagiarism commonly in ficac (MAURER; KAPPE; ZAKA,
2006) mention cross-language content translatibe. duthors also surveyed plagiarism
detection systems and found that none of the alailols support search for cross-
language plagiarism. The increasing availabilitteftual content in many languages,
and the evolution of automatic translation can piddly make this type of plagiarism
more common. Cross-language plagiarism can be ssemn advanced form of
paraphrasing since every single word might haven veplaced by a synonym (in the
other language). Furthermore, word order might hehanged. These facts make cross
language plagiarism harder to detect.

Cross-language plagiarism, as acknowledged by (RQ03A0), can also involve
self-plagiarism, i.e., the act of translating saliblished work without referencing the
original. This offense usually aims at increasihg humber of publications. As stated
by (LATHROP; FOSS, 2000), another common scendrior@ss-language plagiarism
happens when a student downloads a paper, trasmglatsing an automatic translation
tool, corrects some translation errors and preseasstheir own work.

The aim of this work is to propose and evaluatew method foICross-Language
Plagiarism AnalysiCLPA). The main difference of our method when paned to the
existing ones is that we applied a classificatitgoathm to build a model that can
distinguish between a plagiarized and a non-plagidrtext passage. Note that there are
two different areas of plagiarism analysis. Oneaatknown as external plagiarism
analysis, uses a reference collection to find tlagigrized passages. The other area,
known as intrinsic plagiarism analysis, tries tdede plagiarism without a reference
collection, usually by considering differences he twriting style of the suspicious
document (MALYUTOV, 2006, STEIN; EISSEN, 2007). this work, we focus on
external plagiarism analysis. Thus, our task igétect the plagiarized passages in the
suspicious documents (i.e., the documents to bestigated) and their corresponding
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text fragments in the source documents (i.e., & riéference collection) even if the
documents are in different languages.

1.2 Overview

The proposed method is divided into five main pbasanguage normalization,
retrieval of candidate documents, classifier tragniplagiarism analysis, and result post-
processing. Since our method aims at detectinggriagh between documents written
in different languages, we used an automatic tadiosl tool to translate the suspicious
and the source documents into a single common &g&in order to analyze them in a
uniform way. After the normalization phase, we uaetassification algorithm to build
a model to enable the method to learn how to djsigh between a plagiarized and a
non-plagiarized text passage. To accomplish tlsl, taee selected a pre-defined set of
features to be considered during the training pbétiee method.

Once the classification model is built, we usedrdarmation Retrieval (IR) system
to retrieve, based on the text passages extraobed the suspicious documents, the
documents that are more likely to be the sourgaagjiarism offenses. The idea behind
the retrieval phase is that it would not be feastblperform a detailed analysis between
the suspicious document and the entire referentdection. Only after retrieving a
small subset of the reference collection, plagmarenalysis is performed. Finally, the
detection results are post-processed to join coatig plagiarized passages.

Since this is a new area of research, the expetseported in the literature were
done over small test collections which most oftthees were assembled by the authors.
With the goal of resolving this problem, in 200Betf" International Competition on
Plagiarism Detection (PAN-2009, 2009) took plate (PAN'09 competition). The aim
was to provide a common basis for the evaluatiomplafjiarism detection systems.
Thus, in order to validate the proposed method,assessed its performance while
detecting the plagiarism cases in the test cotlastof the PAN competition. However,
as there are only a few studies in the area ofsdegjuage plagiarism analysis, the
corpus created for the competition contained ondynall percentage of cross-language
plagiarism cases. Besides, none of the particigagmoups tried to detect this type of
plagiarism offense during the competition. Therefom the absence of a corpus
especially designed to evaluate cross-languageiaplsiy methods, we created an
artificial plagiarism corpus called ECLaPA (Eurdp&ross-Language Plagiarism
Analysis). The corpus is based on the EuroparllRa@orpus (KOEHN, 2005), which
is a collection of documents generated from thecgedings of the European
Parliament. We conducted two different experimenith this corpus; the first one
considers only monolingual plagiarism cases, wilile second one considers only
cross-language plagiarism cases. The results shthaéthe cross-language experiment
achieved 86% of the performance of the monolinpaskline.

1.3 Contributions
In summary, the main contributions of this work:are

» Definition of a new CLPA method as well as its esion against freely
available plagiarism corpora.
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The employment of a classification algorithm toléhuta model that is able to

distinguish between a plagiarized and a non-plagdrtext passage (we do not
know of any experiments applying classification aaithms to the external

plagiarism analysis task).

Creation of a plagiarism test collection especialfsigned to contain cross-
language plagiarism cases, which provides a cominasis of comparison for
cross-language plagiarism methods.

1.4 Organization of the text

This dissertation is divided into 6 chapters. Ins tchapter, we presented the
motivations that led us to propose the method de=gthroughout this dissertation. We
also presented the goals as well as an overvietheoproposed method. Finally, we
enumerated the main contributions of this work. Témainder of the text is organized
as follows:

Chapter 2 presents an overview of the three masasaof research that are
related to this work: monolingual plagiarism detmtt cross-language
information retrieval, and cross-language plagnaranalysis.

Chapter 3 describes in detail how the proposed adettorks, i.e., it explains
each one of its five phases: language normalizatietrieval of candidate
documents, feature selection and classifier trginplagiarism analysis, and
result post-processing.

Chapter 4 presents the artificial cross-languaggiatism test collection created
in order to evaluate the proposed method.

Chapter 5 describes the resources used duringxfferiments. It also presents
the evaluation metrics employed as well as theltesachieved during the
evaluation of the method.

Chapter 6 summarizes our main contributions, ptesanlist of published
papers, and shows our final conclusions as well discussion of future work.
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2 RELATED WORK

This chapter presents a literature review dividdd the three areas that are closely
related to this dissertation. First, we discuss ofiogual plagiarism detection, then
cross-language information retrieval, and finallypss-language plagiarism analysis,
which is the focus of this work.

2.1 Monolingual Plagiarism Detection

Research on document processing has recently devotae attention to the
problem of detecting plagiarism. The standard nethmr monolingual plagiarism
analysis involves comparing chunks from suspiciand source documents. The most
popular approach, according to (STEIN; EISSEN, 20@6to use the MD5 hashing
algorithm (RIVEST, 1992) to calculate a hash sigrat(called fingerprint) for each
chunk. Identical chunks will have the same fingerpiNote that since plagiarized texts
are not likely to be identical to its source, a amichange in the plagiarized text will
avoid its detection. Although very simple, this eggrh has several drawbacks (it is
computationally expensive and requires large sworegpacity). To overcome these
problems, the authors proposed a new hashing meohncalled fuzzy fingerprints
(STEIN; EISSEN, 2006). The idea behind fuzzy fiqgerts is to generate the same
hash signature for lexically similar chunks. Thizakles the usage of larger chunks,
which tends to decrease both retrieval time anddbeired disk space.

The work by (BARRON-CEDENO; ROSSO, 2009) propodes division of the
suspicious documents into sentences, which are $péh into word n-grams. The
source documents are also split into word n-grarhen, an exhaustive comparison is
performed between the n-grams of each suspicioniersee and the n-grams of each
source document. To decide whether the suspicieni®isce is plagiarized, the authors
applied the containment measure to compare thesmonding sets. The experiments
showed that the best results are achieved whemy isigrams (better recall) and tri-
grams (better precision). In (BARRON-CEDENO; ROSSBENEDI, 2009), the
authors applied the Kullback-Leibler distance tduee the number of documents that
must be compared against the suspicious documdrd. rmain difference to our
approach is that they build feature vectors forhemaference document and compare
these vectors against the vector of the suspicameiment. The top ten reference
documents with the lowest distance with respectth® vector of the suspicious
document are selected to the plagiarism analysisgh

The method proposed in (GROZEA; GEHL; POPESCU, 2008nner of the
PAN"09 competition (PAN-2009, 2009), computes arixaif string kernel values in
order to find the similarity between suspicious awdirce documents. An exhaustive
pairwise comparison is necessary between eachesama each suspicious document.
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After that, for each source document, the suspgcancuments are ranked in decreasing
order of similarity and only the first 51 one ampkfor further investigation. Finally, to
identify the text passages that were plagiarizedpa&rwise sequence matching
technique, called encoplot, is used.

In (KASPRZAK; BRANDEJS; RIPAC, 2009), the authors used overlapping
sequences of five words to create an inverted irtdak maps the 5-word chunk hash
value to the list of source documents in which ¢henk appears. Once the inverted
index is created, each suspicious document is &gililg the same strategy and the hash
values of its 5-word chunks is looked up in theemgd index. Documents that shared
more than 20 chunks were considered similar. A&krthe common chunks are
identified, a merging algorithm is applied to com#bithe chunks that appear near each
other in the suspicious and in the source documiéns method achieved the second
highest score in the PAN"09 competition.

It is important to notice that methods for monoliagplagiarism detection cannot be
directly applied to CLPA because the terms in tip&ious and source text segments
will not match. Even if the plagiarized text is exact translation of the original, word
order will change.

2.2 Cross-Language Information Retrieval

CLPA is related to Cross-Language Information Retl (CLIR), in which a query
in one natural language is matched against docwsrierdnother language. The main
problem of CLIR is knowing how to map concepts le#w languages
(GREFENSTETTE, 1998), whereas the problem of CLBAmiore difficult as it is
necessary to match a segment of text in one lamgt@a@ segment of text of equal
content in another language. The sizes of theseeag can vary from one sentence to
hundreds of pages (i.e., whole books).

There are three traditional approaches for CLIRcWhare used to bring the query
into the language of the documenty: rhachine translation (MT) systems, where the
query is automatically translated to a specifienglaage (FUJII; ISHIKAWA, 2004);
(if) multilingual thesauri or dictionaries, where theery terms are replaced by the
terms found in the thesaurus or dictionary (GE¥YSNIG, 1999); andi{i) throughout
the analysis of parallel or comparable corpora, rehéerm equivalences are
automatically extracted (ORENGO; HUYCK, 2002). CLdBproaches grow in and out
of preference throughout the years. While machéaglable dictionaries were popular in
the late 90’s (HULL; GREFENSTETTE, 1996), receniiy-based systems are the
most employed strategy. For the evaluation camp@igaF 2009 (PETERS; FERRO,
2009), seven out of ten bilingual approaches us&dsistems to bring the queries and
the documents into the same language.

2.3 Cross-Language Plagiarism Analysis

Interest on CLPA is recent and it is growing quycl®o far, only a few studies have
dealt with CLPA. The work by (BARRON-CEDENO, et,&008) relies on a statistical
bilingual dictionary created from parallel corp@iad on an algorithm for bilingual text
alignment. The authors report experiments on aecttin composed of 5 original
fragments which were used to generate plagiarizesions. The results of the
experiments showed that the similarity between ohiginal documents and their
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plagiarized versions was much higher than the anityl between non-plagiarized
documents. However, experiments with larger cabest must be conducted in order to
check the real efficiency of the method.

MLPlag (CESKA; TOMAN; JEZEK, 2008) is a CLPA methdohsed on the
analysis of word positions. EuroWordNet is usedrémsform words into a language
independent representation. The authors built twidtilmgual corpora: JRC-EU and
Fairy-tale. The first corpus is composed of 400dmanly selected European Union
legislative texts containing 200 reports written Bnglish and the same number of
corresponding reports written in Czech. The seawmrgus represents a smaller set of
text documents with a simplified language. Thisposris composed of 54 documents,
27 English and 27 corresponding translations inc6z&dhe method showed good
results. However, the authors stated that the ipbeteness of the EuroWordNet may
lead to difficulties during cross-language plagiari detection, especially when
handling less common languages.

Other studies propose multilingual retrieval apphes that can help detect
document plagiarism across languages. The worlPRULIQUEN; STEINBERGER,;
IGNAT, 2003) proposes a system that identifiesdi@ions and very similar documents
among a large number of candidates. The contertseaflocuments are represented as
vectors of terms from a multilingual thesaurus. $heilarity measure for documents is
the same, independent from the document langudgeaidthors report experiments that
search for Spanish and French translations of Emglocuments, using several parallel
corpora ranging from 795 to 1130 text pairs andcd@ag in a search space of up to
1640 documents. The result of the experiments stiathat the system can detect
translations with over 96% precision.

The work by (POTTHAST, 2007) introduces a new nfingual retrieval model
called Cross-Language Explicit Semantic Analysik-ESA) for the analysis of cross-
language similarity. The authors report experimemtsa multilingual parallel corpus
(JRC-Acquis) and a multilingual comparable corpWik{pedia). Recently, in
(POTTHAST, et al., 2010a) the authors compare CE-ESother methods and report
that character n-grams achieves a better performat@wvever, character n-grams will
not be suitable for languages with unrelated syntax
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3 AMETHOD FOR CROSS-LANGUAGE PLAGIARISM
ANALYSIS

Given a reference corpu3 of original documents and a corpD$ of suspicious
documents, our proposed method aims at detectipgssages’ 7D’ which have been
plagiarized from a passage//D. To accomplish this task, a classification modgel i
built, based on a training collectid’, in order to let a classifier decides whether a
suspicious passageis plagiarized or not from a passagd\ote that both the original
and the suspicious documents can be written irgaugn language.

As mentioned before, monolingual plagiarism analysiethods cannot be directly
applied to CLPA. Thus, the method proposed hees tid overcome this problem by
using an automatic translation tool to have bospmiious and source documents in the
same language. Only after the translation procesfone, the plagiarism analysis is
performed. It is important to notice that even & used an excellent translation tool, we
will probably have some content loss during thiageh

In order to accomplish the task defined above vep@se a method divided into five
main phases, which are briefly described below:

(1) Language Normalizatiarat this phase, both the suspiciols)(and the source
documentsD) are translated into a common language.

(2) Retrieval of Candidate Documenist this phase, passages extracted from the
suspicious document®Y) are used to find out which of the source docusent
(D) are more likely to be the source of plagiarisnfieindes. This is a very
important phase since it would not be feasible édfqggm a detailed analysis
between the suspicious documents and the enteeerefe collection.

(3) Feature Selection and Classifier Trainingt this phase, using the training
collectionD” (composed of suspicious and source documents)e-algimed
set of features is selected in order to build fassification model. Based on the
classifier built the method is able to decide wketh suspicious passageis
plagiarized or not.

(4) Plagiarism Analysisat this phase, each passagextracted from the suspicious
documents is compared against its respective seanfidate documents in
order to evaluate whether the suspicious passagefact, plagiarized.

(5) Result Post-Processingt this phase, we join contiguous plagiarizedspges
into a single one in order to report a plagiarisifiersse as a whole instead of
several small plagiarized passages.
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These five phases as well as their inputs and taigme depicted in Figure 3.1 and
explained in more detail in the next sections fthases are numbered from one to five).

Suspicious I Criginal I
Documents Documents
(n

Language
MNarmalization

MNorm. Susp. MNaorm. Crig. I
Documents Documents

far each

Training I
Corpus

Feature Selection
(3) +
Classifier Training

Suspicious
Document

Retriewval

Candidate
Documents

Classification
MWodel

L 4
Plagiarism
Analysis

Preliminary ) Final
»(5 2 >
Result 9)| Fost-Frocessing 7 Result

Figure 3.1: The five main phases of the proposetthoae

3.1 Language Normalization

Since the method is designed to handle documentsemvrin several different
languages, at this phase, we have to translatdabements oD andD’ into a single
common language in order to analyze them in a umifway. We chose English as the
default language, since it is the most commonlydus@eguage on the Interrieand
translation resources to and from English are neagly found (e.g., it is easier to find
a translator from Finnish into English than fronmiish into Portuguese). Furthermore,
according to (KOEHN, 2005), English is amongstehsiest languages to translate into
since it has few inflectional forms.

In order to translate the non-English documentiéncollection into English we use
an automatic translation tool. However, before glating the documents, we first have
to identify the language in which each documenthe collection was written. To
accomplish this task, we use a language guesser.

Since there is no perfect language guesser, weem®ited the method below to
define the language of each document:

! http://www.internetworldstats.com/stats7.htm



19

(1) Extract a randomly chosen chunk of approximatel§0l8ontiguous characters
from the document;

(2) Submit the extracted chunk to the language guesser;
(3) Store the given language;
(4) Repeat the steps (1) to (3) ten times;

(5) If the guesser gives as output the same languageefeen times or more,
assume that the document was written in that laggu@therwise, assume that
the document was written in an unknown language;

(6) If the selected language is English (the defaufigleage) or an unknown
language, we do not mark the document for tramsiati

Note that instead of simply assuming that the laggugiven as output by the
guesser was the right one, we decided to applhé¢oeistic above. The reason we did
that is because we encountered some problems métlahguage guesser. Thus, with
the method described above, we mitigate two providimdocuments may have small
passages written in a language other than its faaguage;i() documents may have
passages containing only numbers (e.g., tables).

Once we detect the language of all the documentiseirtollection, we can proceed
to the translation of the non-English documentsislimportant to notice that the
documents whose language could not be detectetbaiselected for translation. Figure
3.2 illustrates the steps necessary to obtainah@alized collection.

Suspicious I Criginal I
Documents Documents

‘ Language Guesser
English English Portuguese French German Spanish English Unknown
Document 1| | Document 2| [ Document 3| | Document 4 Document 5| [ Document 6| | Document 7| | Document 8
‘ Altomatic Translation

English English English English English English English Unknown
Daocument 1| | Document 2 | | Document 3| | Document 4 Document | | Document B | | Document 7| | Document 8

MNorm. Susp I Marm. Crig.
Docurments Documents

Figure 3.2: Language normalization phase.
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After the documents are normalized, (i.e., traeslab English), we have for each
non-English document its respective parallel Emgtiscument.

3.2 Retrieval of Candidate Documents

The main goal of this phase is to select, basedawh suspicious document of,
the documents in the reference collect@rthat are more likely to be the source of
plagiarism offenses (these selected documents,aftere are called candidate
documents). Therefore, after the candidates doctsar retrieved, only a very small
part of the corpus needs to be analyzed. Notetthsitis one of the most important
phases of the proposed method since it would ndeasible to perform a plagiarism
analysis between the suspicious document and ttiee @eference collection. As a
result, to find out the candidate documents amdhtha documents in the reference
collection, we use an Information Retrieval system.

To reduce the amount of text that must be analgzethg the plagiarism analysis
phase we divide the source documents into sevebaloccuments, each one composed
of a single passage of the source document (astddpn Figure 3.3). The rationale
behind this is that after the documents are regdeit is not necessary to have a detailed
analysis against the entire contents of the catelisiaurce document, only against the
content of the subdocuments retrieved.

SubDoc 1.1

SubDoc 1.2

Document 1 .
. SubDoc 1.i
SubDoc 2.1
SubDoc 2.2
Source Document 2
Documents L — .
SubDoc 2.
SubDoc m.1
Document m
'\ L _— SubDoc m.2

SubDoc m.k

Figure 3.3: Source documents division.

The unit used to split the documents is the papdgrahus, the number of
subdocuments each document generates is diretdtlgdeo the number of paragraphs
the document has. It is important to mention hae¢ tve must split the documents in
their original language in order to keep the rdtdet and length of the passages. Thus,
as shown in Figure 3.4, only after they are spétaan get the English translations from
the normalized source documents. Note that onlysthelocuments that are not already
written in the default language need to pass thrahig process.
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English
SubCoc 1.1

French
SubDoc 1.1

English
SubDoc 2.1

English
SubCoc 2.1

MNorm. Orig. I
Documents

English
SubDoc 5.1

Garman
SubDoc 5.1

English
SubDoc m.1

Figure 3.4: Translating the subdocuments.

Foruguese
SubCoc m.1

After splitting all the source documents and tratisg the subdocuments, the
reference collection can be indexed by the IR systdn example of an original
document before and after being split is showniguife 3.5.

Original document

"So it was in old times," said Djemboulat, with mike, "when our old men trusted more |to
prayer, and God oftener listened to them; but nowy,friends, there is a better hope—yaqur
valour! Our omens are in the scabbards of our sii@ss (sabres,) and we must show that we
are not ashamed of them. Harkye, Ammaléat," he nagat, twisting his mustache, "I will npt
conceal from you that the affair may be warm. | égust heard that Colonel K---- has
collected his division; but where he is, or how sn&noops he has, nobody knows."

"Glory is a good bird, when she lays a golden dmd;he that returns with his toréks (straps
behind the saddle) empty, is ashamed to appearebbife wife. Winter is near, and we must
provide our households at the expense of the Rusdiaat we may feast our friends and alljes.
Choose your station, Ammalat Bek. Do you prefeadwance in front to carry off the flocks, pr
will you remain with me in the rear? | and the Alsévill march at a foot's pace to restrain the
pursuers."

Document after being split

<DOC><DOCNO>source-document00003.txt:9156:537</DQGN

"So it was in old times," said Djemboulat, with mike, "when our old men trusted more |to
prayer, and God oftener listened to them; but nowy,friends, there is a better hope—yaqur
valour! Our omens are in the scabbards of our dii@ss (sabres,) and we must show that we
are not ashamed of them. Harkye, Ammaléat," he naat, twisting his mustache, "I will npt
conceal from you that the affair may be warm. | égust heard that Colonel K---- has
collected his division; but where he is, or how sn&noops he has, nobody knows."</DOC>

<DOC><DOCNO>source-document00003.txt:9888:489</DQGCN

"Glory is a good bird, when she lays a golden dng;he that returns with his toroks (straps
behind the saddle) empty, is ashamed to appearebbie wife. Winter is near, and we must
provide our households at the expense of the Russdidat we may feast our friends and allies.
Choose your station, Ammalat Bek. Do you prefadwance in front to carry off the flocks, pr
will you remain with me in the rear? | and the Atgévill march at a foot's pace to restrain the
pursuers."</DOC>

Figure 3.5: Example of a document before and akarg split.
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Note that we adopted the TREC file format, whiclthe format used in the Text
Retrieval Conference (TREC, 2007), to store theudwnts after they have been
divided. The reason for adopting this format ist ttnst search engine tools available
can handle this type of file. Therefore, each pgessd the original document becomes a
TREC document itself, which is referred to as adewliment of the original document.
Each TREC document created is composed by two tyfpesormation:

e The document identifier (DOCNQthe identifier will be used by the IR system
to identify the document (e.g., when building thek in response to a query). It
is formed by the original document number, and difiset and length (in
characters) of the passage in the original docunfentinstance, looking at the
first document of Figure 3.5 we have, respectividgurce-document00003.txt”
as the original document name, “9156” as the passéiget, and “537” as the
passage length;

e The document content (DQGhe content will be used to build the index and t
be compared against the suspicious documents;

As mentioned before, after each document of thecsooollection is divided and
translated to the default language, the collecttan be indexed. It is important to
mention that during the indexing process the uséduis the word. The reason word n-
grams are not used is that the word order may @haftgr the normalization process
(since the text that is being indexed may be oagid from any language). During the
indexing process, we use two IR techniques: stopwemoval and stemming. These
techniques are explained below:

» Stopword Removathis technique aims at discarding words that do carry
significant meaning. Usually these words are vegguent in the documents,
therefore, they have low discriminating power. Epées of words that are
considered stopwords are: articlethe( a, an), prepositions dt, by, a9,
conjunctions &nd or, both), etc. The stopword removal technique can reduce
the index size considerably (~40%). Figure 3.6 shawassage before and after
this technique is applied.

Original text passage

The G8 and G20 summits in Toronto are expectedgdi billion in costs. But forme
White House aides say that even with the heftyepriice meetings more than pay for
themselves in both tangible and intangible ways.

-

Text passage after applying stopword removal

g8 g20 summits toronto expected top $1 billion sosthite house aides say hefty
price, meetings pay tangible intangible ways.

Figure 3.6: Text passage after applying stopwonaoral.

e Stemmingthis technique aims at reducing the inflectedenived words to their
stem. Thus, a user that runs a query on “fishinglil also get documents about
“fish” and “fisher”. Note that the stem does notedeto be a valid word,
however, it is necessary that related words mafhéosame stem. Figure 3.7
shows a passage before and after this technicagpited. Stemming also helps
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to reduce the index size. Note that lemmatizatmuidt also be used, however, it
is more computationally expensive and its impleragoi is more complex than
the stemming technique.

Original text passage

=

The G8 and G20 summits in Toronto are expectedg@i billion in costs. But forme
White House aides say that even with the heftyepiiice meetings more than pay for
themselves in both tangible and intangible ways.

Text passage after applying stemming

(1%

the g8 and g20 summit in toronto ar expect to tbfiion in costs. but former whit
hous aid sai that even with the hefti price, theetmeore than pai for themselv in bath
tangibl and intang ways.

Figure 3.7: Text passage after applying stemming.

As said before, we combine these two techniquedewinidexing the source
collection. Figure 3.8 shows an example of theltegutext that is actually used by the
IR system (after applying both techniques descrddsale) to build the index. Note the
difference in length between the original text pagsand the text that is actually
indexed.

Original text passage

The G8 and G20 summits in Toronto are expecte@dpo$tl billion in costs. But
former White House aides say that even with théyhafice, the meetings more than
pay for themselves in both tangible and intangitdg's.

Text passage after applying stopword removal and sinming

g8 g20 summit toronto expect top $1 billion costhite hous aid sai hefti price,
meet pai tangibl intang ways.

Figure 3.8: Text passage after combining stopwendaval and stemming.

Once the reference collection is indexed, the systeready to receive queries to
retrieve the candidate subdocuments. Thus, for eacpicious document, we also
divide it into passages. Note that, as we do withdource documents, the suspicious
documents must also be split in their original laage to keep the real offset and length
of the passage. Only after they are split we cantlge English translations from the
normalized suspicious documents, as shown in Figi®e

Passage 1.1

Suspicious
Document 1 —p|Passage 1.2

Passage 1.n

Maormalized
Passage 1.1
Maormalized
Passage 1.2

Maormalized
Passage 1.n

Marm. Susp.
Documents

r

h 4

Figure 3.9: Suspicious document division.
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As depicted in Figure 3.9, the normalized passagegshe ones used to query the
index. Therefore, for each normalized text pasqage paragraph) in the suspicious
document, we query the index to get the candidabelacuments with the highest
similarity scores. These are the subdocuments thighhighest probability of having
been used as source of the plagiarism offenses.

Note that we use the same techniques applied dthrengndexing process (stopword
removal and stemming) before submitting the passadbe IR system. However, we
also use a term extraction technique in order &planly the most discriminating terms
of the passage. Thus, we only use the terms isdleeted passage which have an IDF
(Inverse Document Frequency) (MANNING; RAGHAVAN; SOTZE, 2008) greater
than a certain threshold. The IDF measure assido® gcore to terms that occur very
frequently in the collection, i.e., terms that havdéow discriminating power. On the
other hand, it assigns a high score to terms tbairaarely in the collection, i.e., terms
that have a high discriminating power. The formuolaalculate the IDF value for a term
t is given in Equation 3.1, whehltis the number of documents in the collection and
is the number of documents that contain the terNote that to calculate the IDF value
of a termt only the source documents (i.e., the documendy iare considered.

N
IDF,= log—
nt

Equation 3.1: Inverse Document Frequency.

As a result of applying this term extraction tecjud, the time spent in this phase
decreases significantly, since we only pass tdRh&ystem the terms that have the most
discriminating power. Thus, since the majority lo¢ discarded terms did not carry any
significant meaning (for the sake of retrieval)e ttR system does not waste time
looking up the index for terms that will not helpcate the most relevant candidate
subdocuments. An example of a passage after weedpglrm extraction is shown in
Figure 3.10. Note that from the 40 terms in thespge we only passed to the IR system
the 8 terms that have an IDF value greater thapitieefined threshold.

Suspicious text passage

=

The G8 and G20 summits in Toronto are expectedgdi billion in costs. But forme
White House aides say that even with the heftyepiice meetings more than pay for
themselves in both tangible and intangible ways.

Text passage after applying stopword removal and stnming

g8 g20 summit toronto expect top $1 billion costkite hous aid sai hefti price, meet
pai tangibl intang ways.

Text passage after applying term extraction

g8 g20 toronto billion hou hefti tangibl intang

Figure 3.10: Text passage after applying term ektma.

At the end of this phase, we have a list of at n@stcandidate subdocuments for
each passage in the suspicious document. It is riano to notice that these
subdocuments might belong to different source dasum Figure 3.11 depicts the
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overall retrieval process described in this sectaote that the second passage of the
suspicious document is being used to query thexintte response, the IR system
returns a list of the ten candidate subdocumentwrdier of estimated relevance. The
subdocuments retrieved are then passed to theapkgi analysis phase, which is
described in Section 3.4. In the next section féature selection and classifier training

phase is described.
Suspicious Morm. Orig. I
Dacument Docurments

\\F@ Pass@ L@ SubDoc 1.1 |SubDoc 1.2 + =+ [SubDoc1.n

SubDoc 11| |SubDoc 1.2 --- [SubDocin
SubCocm.1] |SubDocm.2| - .. [SubDocm.n
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¥

Retrieval
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<: ]

Relevance

Y (-0
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Figure 3.11: Overall retrieval process.

3.3 Feature Selection and Classifier Training

The main goal of this phase is to build a classifaln model that can learn how to
differentiate between a plagiarized and a non-plagd text passage. To accomplish
this, a training collectio®” composed of suspicious and source documents @ lise
is important to notice that the use of classifmatalgorithms is very common in the
area of intrinsic plagiarism analysis (ARGAMON; LBEWAN, 2005, KOPPEL,;
SCHLER, 2004), however, we do not know of any redeapplying them to the
external plagiarism analysis task.
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Classification algorithms have been successfullgliag to solve problems like
medical diagnoses, weather forecast, fraud deteaic. According to (JIAWEI, 2005),
classification is a form of data analysis that aah&xtracting models that can describe
important data classes. Classification algorithnescamposed by two steps. During the
first step (the training phase), the classificatialgorithm builds a classifier by
analyzing a set of training instances along witkirtlassociated class labels. A training
instance, X, is an n-dimensional feature vect¥r = (X;, X, ..., %) where each
dimension xcontains the values of the training instancegHat feature. Besides, along
with each training instance, a predefined clasgllatust be provided. In the second
step, the classifier built is used for classifioatiHowever, before using the classifier,
its predictive accuracy must be estimated in otd@heck how well it predicts the class
label of a set of test instances. If the class#iecturacy is considered acceptable, it can
be used to classify instances where the class iso@known.

In order to build the classification model, we ffilmve to select a set of features to
be considered during the training of the classifieis important to remember that the
goal of the classifier is to decide whether or asuspicious passage is plagiarized from
a candidate subdocument. Therefore, each time giapkm analysis is performed
between a suspicious passage and one of its camdiddocuments, we only have two
pieces of text to extract information from. Aftense preliminary tests, we decided to
take into account the following features:

 The cosine similarity between the suspicious passagd the candidate
subdocumentthe main reason for using this measure is thataitder of the
terms does not affect its final similarity scoréid'is very important since the
text passages compared may be originated fronreiffédanguages or may have
been be obfuscated to confuse the plagiarism aetect

» The similarity score assigned by the IR systerhéatindidate subdocumettie
higher the score, the higher the chances of aaiagi offense.

e The position of the candidate subdocument in the rgenerated by the IR
system in response to the suspicious passage useguery the candidate
subdocuments that are actually plagiarized tenukto the top positions of the
rank.

* The length (in characters) of the suspicious anel ¢andidate subdocument
passages of similar sizes get higher similarityessthan passages with different
sizes. However, even if there is some significaiffebnce, it does not
necessarily mean that the suspicious passage dobave some plagiarized text
from the candidate subdocument. Therefore, if weagaedium similarity score,
but there is some significant difference in lengdtween the passages, there is
still a possibility of a plagiarism offense.

Note that these features are the ones that preséinée best results during the
preliminary experiments. However, it does not mwsat other features can not be used
as well.

Once the features are selected, we are able tothaiclassifier. To accomplish this
task, we must have some examples of plagiarisrneéfe to give as input to the
classification algorithm. Ideally, we should us@lreases of plagiarism, but since it
would be very difficult to assemble a plagiarismlexion of real world cases, we
decided to use an artificial plagiarism corpus. Toepus consists of two different
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collections: one with suspicious documents and with source documents. The

plagiarism cases are all properly annotated, fiog.each document in the suspicious
collection, we are able to identify the location edch plagiarized passage and its
respective location in the source document. Basethese plagiarism annotations we
can provide the necessary information in orderamtthe classifier.

To generate the training instances to give as itpuhe classifier we select some
random suspicious documents from the collection. daxh suspicious document, we
proceed exactly as described in Section 3.2. Asalt, each passage of each suspicious
document generates a list of the top ten candislaibedlocuments. Therefore, based on
each pair $uspicious passage, candidate subdocunemt can extract the information
necessary to create the training instances, i€ ¢am compute the similarity score, we
can get the score assigned by the IR system asasethe rank of the candidate
subdocument, and we can find out the length of Ba#picious passage and candidate
subdocument. Besides, for each pairgpicious passage, candidate subdocumerm
must inform if the suspicious passage is, in fgdggiarized from the candidate
subdocument. To do this, we simply check out tlagigkism annotations provided with
the corpus. As soon as we generate the trainirigrings, we can train the classifier and
then, proceed to the plagiarism analysis phase.

3.4 Plagiarism Analysis

Once the classification model is built, we needreate the test instances (extracted
from D’) in order to allow the trained classifier decideether the suspicious document
has, in fact, plagiarized passages from one or miottee source documents.

As described in Section 3.2, each suspicious dontimmesplit into several passages
(one for each paragraph). Each one of the susgigiagsages is submitted to the IR
system. Thus, for each passage submitted we hdist af the top ten candidate
subdocuments which are more likely to be the soafgdagiarism. After that, for each
suspicious passage and candidate subdocumert we are able to create the test
instance with the following information:

* The cosine similarity betwegmn andc;;

» The similarity score assigned by the IR systenthHercandidate subdocumemt
* The position of the candidate subdocunim the IR system rank;

* The length ofy;

* The length of;;

Once the instance is created, the trained class€i@ble to decide whether the
suspicious passage is, in fact, plagiarized from the candidate suhoentc. The
plagiarism analysis phase is depicted in Figurg.3.1
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Figure 3.12: Plagiarism analysis phase.

3.5 Result Post-Processing

The goal of this phase is to join the contiguowarized passages detected by the
method in order to decrease its final granulariégre. The granularity score is a
measure that assesses whether the plagiarism methods a plagiarized passage as a
whole or as several small plagiarized passagesxample of a result file before the
post-processing technique is shown in Figure 3.13.

<Puml version="1.0" encoding="UTF-2"7>
“document reference="Adx">
<feature name="detected-plagiarizm"
this_offset="1000" this_length="500"
soutce_teference="Hbat"
gource_offset="3000" source_length=":00"
e
<feature name="detected-plagiarism"
this_offset="1500" this_length="300"
soutce_teferenice="H.t"
source_offset="3500" source_length="300"
I
<fdocument>

Figure 3.13: Example of a result file before thetgarocessing technique.

Figure 3.13 represents the results of the plagnarealysis of the suspicious
documentA. The method detected two plagiarized passages$ PBlaigiarized from
documenB. The first plagiarized passage starts at the ?@d@racter of the suspicious
documentA and it has a length of 500 characters. This passas plagiarized from
documentB. The corresponding source passage starts at 0@ 8baracter of source
documentB and it also has length of 500 characters. It ssiide to see that the second
detection indicates that there is a plagiarizedspge located right after the one
described in the previous detection. Thereforeteaws of reporting two plagiarized
passages in documeAt we can combine these two detections into a siogke The
result file after the post-processing is showniguFe 3.14.
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<Y xml wersion="1.0" encoding="UTF-8"7>
<document reference="Adxi">
=feature name="detected-plagiarism"
this_offset="1000" this_length="800"
soutce_teference="B.ixt"

soutce_offset="3000" source length="%00"
=

</ document=

Figure 3.14: Example of a result file after applythe post-processing technique.

Note that the final result file with the detectianfsthe suspicious documeAtnow

contains only one plagiarized passage, leadingbietter granularity score (this measure
is explained in more detail in Section 5.3.3).

In order to combine the contiguous detected passage use the following
heuristics:

(1) Organize the detections in groups divided by theurs® document
(source_referencattribute);

(2) For each group, sort them in order of appearand@ansuspicious document
(i.e., ascending order of thieis_offsetttribute);

(3) Combine adjacent detections that are at most agfired number of characters
(in both suspicious and source document) distamt feach other;

(4) Keep only one detection (the one with the largesgih in the source document)
per plagiarized passage, i.e., do not report mioa@ bne possible source of
plagiarism for the same passage in the suspiciocasrdent.
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4 ECLAPA TEST COLLECTION

One of the main problems in the evaluation of CL&Atems is the absence of an
adequate test collection. Thus, due to the lackesburces to enable comparison
between different cross-language plagiarism detedechniques, we decided to create
an artificial cross-language plagiarism corpus val@gate the proposed method. Note
that in the evaluation chapter we also used théeatans created for the PAN
competitions. However, these collections are netsie for cross-language plagiarism
analysis and only a small percentage of the casesrass-lingual. This is one of the
reasons why none of the groups participating inRA&’'09 competition tried to detect
this type of plagiarism offense. We do not knovaifyroup tried to detect the cross-
language plagiarism cases in the PAN’10 competisote its lab reports were not
published yet. Another advantage of the test caleadescribed here is that it has an
analogous monolingual version which enables a doemparison of mono and cross-
language plagiarism detection.

In order to create the test collection with artdlccross-language plagiarism cases,
we used the documents of the Europarl Parallel @of(KOEHN, 2005), which is a
collection of parallel documents composed of prdoegs of the European Parliament.
It contains documents for each of the former 1licwiif languages of the European
Union, which means that there are 10 parallel aargor each language. Although it
was first conceivetb aid research in statistical machine translatibhas been used to
evaluate methods like word sense disambiguatidorrimation extraction, and several
other natural language problems.

To build the collection described here, we used English-Portuguese and the
English-French language-pairs to simulate crosgtlage plagiarism offenses among
these three languages. We named the test colldeGhaPA (Europarl Cross-Language
Plagiarism  Analysis) and it can be freely downlahde from
http://www.inf.ufrgs.br/~viviane/eclapa.html.

The ECLaPA test collection is composed of two compamne containing only
monolingual plagiarism cases and the other comtgiminly multilingual plagiarism
cases. Both corpora contain exactly the same plagiacases. The documents in the
monolingual corpus are all written in English. hetmultilingual corpus the suspicious
documents are all written in English, but the seumocuments are written in
Portuguese or in French. Thus, in order to simupdégiarism cases between these
languages, we made a script that randomly seleassages from a Portuguese or
French document, locates the equivalent Englistsguges, and inserts them in an
English document. Details on the ECLaPA test cabbecare shown in Table 4.1.
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) Documents In
-- #Docs| Size i
English | Portuguese| French
M0n0|ingua| SUSpICIOUS 300 89MB 300 0 O
Corpus Source 348 | 102MB 348 0 0
Corpus Source 348 | 115MB O 174 174

From the 300 suspicious documents in each corfi®.db not contain plagiarism
cases. Also, from the 348 source documents in eagdus, 100 were not used as source
of plagiarism (in the multilingual corpus, 50 Pguese documents and 50 French
documents). Each corpus has a total of 2169 plagiacases, from which about 30%
are short passages (less than 1500 characters)a@Dftedium passages (from 1501 to
5000 characters), and 10% are large passages §o9h to 15000 characters). Each
suspicious document can have up to five differentces of plagiarism, and from each
source, it can have up to 15 plagiarized passdgethe following subsections the
necessary steps to create the test collectionem@ided in more detail.

4.1 Pre-Processing

The first step in the creation of the plagiarisrst teollection was to normalize the
two language pairs used: the English-Portuguegseapdi the English-French pair. This
normalization was necessary since there were sdffieeethices between the documents
in each language-pair, i.e., some documents wedkepvasent in one of the language-
pairs. Therefore, these documents had to be disdaiichis ensures that each language
pair has the exactly same number of documentsr Alitcarding the documents we
ended up with 648 parallel documents (one for daoguage).

We also pre-processed the remaining documentsitanate some unnecessary
meta-information that were present inside the danim(like the “CHAPTER” and the
“SPEAKER” tags). An example of a document beford after being pre-processed is
shown in Figure 4.1. Note that part of the sentenaere omitted due to space
constraints. After all the documents were pre-pgsed we could proceed to the
creation of the plagiarism corpus, which is desatiin the next section.
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Document before being pre-processed

<CHAPTER ID=1>

Resumption of the session

<SPEAKER ID=1 NAME="President">

| declare resumed the session of the EuropearaReatit adjourned [...] period.
<P>

Although, as you will have seen, the dreaded 'mililem bug [...] dreadful.
You have requested a debate on this subject indhese of the next [...] part-session.

>

In the meantime, | should like to observe a minsig@lence, as a [...] European Unio
Please rise, then, for this minute' s silence.
<pP>

(The House rose and observed a minute' s silence)

Document after being pre-processed

Resumption of the session

| declare resumed the session of the EuropearaReatit adjourned [...] period.
Although, as you will have seen, the dreaded 'mililem bug [...] dreadful.

You have requested a debate on this subject indhse of the next [...] part-session.
In the meantime, | should like to observe a minsitglence, as a [...] European Unio

>

Please rise, then, for this minute' s silence.
(The House rose and observed a minute' s silence)

Figure 4.1: Document before and after being pregssed.

4.2 Simulating Plagiarism Offenses

Once the set of documents to simulate the crogpitge plagiarism offenses was
defined, we divided it into two different groupstetdocuments that will be used as
source of plagiarism (the source documents) andddweiments that will be used to
insert the plagiarized passages (the suspiciousndeats). Therefore, from the 648
documents available, we randomly selected 300 taskd as suspicious documents and
348 to be used as source documents. All the swespicdocuments are written in
English, while half of the source documents arettemi in Portuguese and half are
written in French. From the 300 suspicious docusiet@0 will not contain plagiarism
cases, 100 will contain plagiarized passages frooughents written in Portuguese, and
100 will contain plagiarized passages from docushenitten in French. Furthermore,
from the 348 source documents, 100 documents waraesed as source of plagiarism
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(50 documents from each language). Figure 4.2 shbesstructure of the corpus as
described above.

ECLaPA — Multilingual Corpus

Suspicious Documents Source Documents

English Documents Portuguese Documents

Used as source
'____,_—-——-—'"" of plagiarism (124)

Plagiarized from L
Portuguese (100) Not used as source
of plagiarism (50)

Plagiarized from

French (100) \\-\H French Documents
~_|
— \“‘*1 Used as source
Not Plagiarized (100) of plagiarism (124)

Not used as source
of plagiarism (50)

Figure 4.2: Structure of the multilingual corpus.

Thus, to simulate the cross-language plagiarisnessafor each one of the 200
suspicious documents that must contain plagiarisses, we applied the following
heuristic:

(1) Randomly select the source documents that will Beduto extract the
plagiarized passages. Note that each suspicioustd can have plagiarized
passages from up to five different source documehdéble 4.2 shows the
statistics on how many source documents were usedyspicious document in
the corpus.

Table 4.2: Number of source documents per susEaocument.

# Source Documents per Corpus Statistic
Suspicious Document
1 30%
2 30%
3 20%
4 10%
5 10%

(2) For each source document selected, we picked amamdimber of passages to
be inserted in the suspicious document. Table HoBvs the statistics on how
many passages were selected per source docunteeteorpus.



34

Table 4.3: Number of passages selected per soootergbnt.

# Passages per Source Corpus Statistic
Document
1-2 20%
3-7 65%
8-10 10%
11-15 5%

(3) For each passage, we randomly defined its lengthcliaracters). Table 4.4
shows the statistic about the length of the plazparpassages in the corpus.

Table 4.4: Length of the plagiarized passages.

Length (in characters) Corpus
Statistic

Short 500 - 1500 30%
Medium 1501 - 5000 60%
Large 5001 - 15000 10%

(4) Once the passage length is defined, we selectdomaipiece of text from the
source document with the defined length. Note tiwaen the passage is
selected, we also have to store the offset (inadters) of the passage in the
source document. This information is important lnseawe have to provide the
plagiarism annotations after the collection is txda

(5) After the passage is extracted from the source rdeat; we inserted it in a
random position of the suspicious document. Here,algo have to store the
offset where the plagiarized passage was insentéukei suspicious document. It
Is important to notice that the suspicious documentritten in English, while
the source document from where the passage wasactedr is written in
Portuguese or French. Thus, before inserting thesuspicious document, we
have to get its English translation from its respecparallel English document.

(6) Finally, when all the plagiarized passages areriedein the suspicious
document, we create the corresponding file with tkquired plagiarism
annotations. The annotations are in the same fodefmed during the PAN
competition (PAN-2009, 2009). This format is delsed in the evaluation
chapter.

After the cross-language plagiarism corpus wasteteave decided to create an
equivalent monolingual plagiarism corpus in oraeptovide a baseline for comparison.
The corpus was created exactly as the multilingogbus described above. However,
we replaced the source documents of the multilihgogus (written in Portuguese and
French) with their respective parallel English doemts. Therefore, we created a
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monolingual corpus that contains exactly the sanagigrism cases present in the
multilingual corpus. The structure of the monoliagoorpus is shown in Figure 4.3.

ECLaPA — Monolingual Corpus

Suspicious Documents Source Documents

English Documents English Documents

Used as source

L+ of plagiarism (124) Pgﬂf;!jgéze
Plagiarized from ,.// documents of the
English (100) Not used as source mutifingual corpus
of plagiarism (50)
pemelioumenis Plagiarized from
of the mutilingual R ™~
corpus English (100) \\ English Documents
~
L. ™~ Usedassource
ey of plagiarsm (124 | | | "zt

muitilingual corpus

Not used as source
of plagiarism (50)

Figure 4.3: Structure of the monolingual corpus.

Note that in Figure 4.3 we kept the same strudnam Figure 4.2 to emphasize that
the documents used in each corpus were the sameridifference is that the source
documents are also written in English in the maorlal corpus.

An example of a multilingual plagiarized passagd &s equivalent monolingual
plagiarized passage are shown in Figure 4.4. Tkteuederlined is the one that was
plagiarized.

Suspicious passage (the same for both multilinguahd monolingual corpus)

How, though, is the Union to be enlarged if we @b do the job properly now, i.e¢
before enlargement takes place?

)

After the Barrot affair, | know there is a greatsule to stop discussing any
difficulties there may be with this Commission bgiven that | got that one right,
would like to think that Mr Borrell will take theetter that | hand-delivered to him| a
couple of weeks ago rather more seriously.

There are very grave doubts about the hearing afrftissioner Kallas, who, as you
know, is in charge of the anti-fraud drive withiretEuropean Union.

He gave an incorrect date, there was a mistraaslafi a guestion and, in my view,
he gave some very misleading information to thidi&aent.

| have written to Mr Kallas asking for some corregiswers, and Mr Borrel
received a copy of that letter.

We consider it to be indispensable and urgentlydedeand hope that it actually
comes up with the goods that will enable us toycaut enlargement of the European
Union in the not too distant future.

[..]
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Multilingual Source Passage

Monsieur le Président, je regrette que M. Bom&ksure pas la présidence.

Apres |'affaire Barrot, je sais gu'il existe un poad désir de cesser de débattre
toute difficulté concernant la nouvelle Commissiomgis, comme je ne me trompe |
cette fois-ci, [aime a penser que M. Borrell prenglus au sérieux la lettre que je
ai remise en mains propres il y a deux semaines.

De sérieux doutes entourent I'audition du commissEallas, qui, comme vous
savez, est chargé de la lutte antifraude dansdieiuropéenne.

Il a fourni une date incorrecte, une question angsf traduite et, a mon sens, i
fourni des informations trompeuses a cette Assesnblé

J'ai adressé un courrier a M. Kallas lui demanddat fournir des réponse
correctes, dont M. Borrell a regu une copie.

~

Par votre entremise, je demande donc a M. Borrellvdiller a ce que nou
obtenions des réponses correctes du commissaitesKg&n effet, si M. Borrell n’agi
pas de la sorte, la réputation de ce Parlementeetethisemble de la procédu
d’audition tombera encore plus en discrédit.

[..]
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Monolingual Source Passage

Mr President, | am sorry that Mr Borrell is nottive Chair.

After the Barrot affair, | know there is a greatsume to stop discussing ar
difficulties there may be with this Commission bgiyen that | got that one right,
would like to think that Mr Borrell will take theetter that | hand-delivered to him
couple of weeks ago rather more seriously.

There are very grave doubts about the hearing affigsioner Kallas, who, as yq
know, is in charge of the anti-fraud drive withiretEuropean Union.

He gave an incorrect date, there was a mistraaslafi a question and, in my vie
he gave some very misleading information to thidi&aent.

| have written to Mr Kallas asking for some corregiswers, and Mr Borre
received a copy of that letter.

So, through you, | am asking Mr Borrell to ensurattwe get some correct answ
from Commissioner Kallas, for, if Mr Borrell doestrdo that, then this Parliament a
the whole hearings process will fall further inisrdpute.

u

ors
nd

[..]

Figure 4.4: Example of a plagiarized passage.

As shown in Figure 4.4, we did not do any kind efttobfuscation (to disguise the
plagiarism cases) in the monolingual plagiarizedspges. We decided to do this way

because since the monolingual corpus is supposedetaused as a baseline,

the

plagiarism detection in this corpus tends to bearamrcurate if there is no obfuscation
introduced in the plagiarized passages. Also,iway we can measure more precisely

the performance loss due to the normalization pba#ee proposed method.
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5 EVALUATION

In this chapter we provided an evaluation of theppsed approach for cross-
language plagiarism analysis described in Chaptéfe8begin by presenting, in Section
5.1, the PAN competition which aims at evaluatinggparism detection systems. In
Section 5.2, all resources used in the experimmmtsiescribed. Section 5.3 introduces
the evaluation measures that are used to analgeetults which are presented in
Section 5.4.

5.1 PAN Competition

As stated before, the area of plagiarism analyatksd a common evaluation
framework to enable a fair comparison between tfierdnt existent techniques. Since
this is a new area of research, the experimentstexpin the literature were done over
small test collections which most of the times wassembled by the authors. With the
goal of solving this problem, in 2009, th& ternational Competition on Plagiarism
Detection (PAN-2009, 2009) took place (the PAN’G@mpetition). The aim was to
provide a common basis for the evaluation of plagjia detection systems.

The PAN'09 competition was divided into two tasksgternal plagiarism detection
and intrinsic plagiarism detection. However, as tioered before, the proposed method
is designed to detect only external plagiarism €afbus, we participated only in one
of the tasks.

During the competition the organizers releasedamitrg corpus (for each task) to
allow the competitors to get familiar with the coetifon format. In the training corpus,
all plagiarism cases were annotated. Thus, theitigiicorpus was also used to tune up
the plagiarism detectors of the participating goup our case, we were only interested
in the corpus of the external plagiarism detectiask, which is a large-scale corpus
containing artificial plagiarism offenses. The fictal plagiarism cases were created
using text obfuscation techniques like shuffling rd& replacing a word by its
synonym, text translation, etc. Note that cross{lege plagiarism cases were also
present in the corpus, however, the focus was onofimgual plagiarism and none of
the methods used during the competition were dedigm detect this type of offense.

After some time, the PAN’'09 organizers releasedabmpetition corpus (with no
plagiarism annotation available), which had the eastructure and format of the
training corpus. The competitors applied their @agm detection methods over the
competition corpus and submitted their results.t®¢ end of the competition, the
organizers also released the annotated files otdmepetition corpus along with the
competition results.
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We ended up in the seventh place in the compet{aarong ten groups). However,
due to time constraints, we were not able to amallzthe documents in the collection
since our method was not in its final version. F@tance, we were not using the term
extraction technique (described in Section 3.2)ictwHed our plagiarism detector to
take too long analyzing each suspicious documembtifer fact that contributed to our
low score was that we were not using any kind dftypoocessing technique in the
detection results.

Since several groups participated in the PAN’09 getition, it turned to be a very
good way to promote the area of plagiarism analys&lso enabled the researchers to
compare the performance of their methods agaigr @tpproaches. Thus, considering
the success of the previous competition, in 20b@, second edition of the PAN
competition took place.

The PAN'10 competition (PAN-2010, 2010) had the eagoals of the previous
competition. However, there was an important défee from the previous edition: the
organizers decided to create only one corpus fdh libe external and intrinsic
plagiarism analysis tasks. Thus, since our methas mot designed to detect intrinsic
plagiarism cases, we could only detect the extepfadiarism cases of the corpus
(which correspond to about 70% of the cases). il@ortant to notice that, to the best
of our knowledge, there is no method capable oédetg both types of plagiarism
cases. For instance, in the PAN'09 competitiony amle group participated in the two
available tasks (applying a different method fachetask). We do not have this kind of
information about the PAN'10 competition since tkab reports have not been
published yet. Another important difference frone threvious competition was the
introduction of hand-made simulated plagiarism sase

In the PAN’10 competition, we also ended up in $kgenth place (among eighteen
groups). However, since we analyzed the whole cthis time, we achieved a much
higher score than in the previous edition.

In the next sections we describe the results aelievhile analyzing the corpus of
both competitions as well as the results achievedewanalyzing the ECLaPA test
collection. Besides, to check in what situatiores phoposed method performs better, we
conducted an in-depth analysis of our detectionltes

5.2 Resources

In this section we describe all resources usecthduhe evaluation of the proposed
method.

5.2.1 Test Collections
During the evaluation of the method, we used tlliferent plagiarism corpora:

(1) The ECLaPA Test Collectiorihe artificial cross-language plagiarism corpus
described in Chapter 3 which was created to evalieg proposed method. As
mentioned before, it contains suspicious documevwrigen in English and
source documents written in Portuguese and Fremar. the sake of
comparison, an equivalent parallel monolingual lagm corpus is also
available with both the suspicious and source decuswritten in English.
Further information about the corpus can be seé&hapter 4.
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(2) The PAN’09 competition corpusthe corpus used during the PAN'09

3)

competition. Note that this corpus is not spedi@iccross-language plagiarism
cases. In fact, most of them are monolingual. H@arethe usage of this corpus
makes it possible to compare the performance optbposed method against

other approaches. Information about the competitiarpus is shown in Table
5.1.

Table 5.1: Characteristics of the PAN'09 Competit@orpus.

] Documents In
- #Docs| Size

English | German | Spanish
Source
7215 | 1,15GB 6764 305 146
Documents
Suspicious
7214 | 1,43GB 7124 0 0
Documents

According to Table 5.1, the suspicious documentés ar written in English,
while the reference collection is composed of doeots written in English,
German, and Spanish. As reported in (POTTHAST|.e2@09), the corpus has
a total of 36,475 plagiarism cases. It is also irtggd to mention that only half
of the suspicious documents contain, in fact, jplagin cases. The length of the
plagiarism cases ranges from 50 to 5000 words. 6D#e documents have 1-
10 pages, 35% have 11-100 pages, and 15% haveODDlpages.

The PAN'10 competition corpughe corpus used during the PAN’10
competition. This corpus is also not specific tossrlanguage plagiarism cases.
It has almost the same features as in the PAN ®Puso However, besides

artificial plagiarism cases, it also contains siatedl cases, i.e., hand-made (but

not real) plagiarism cases. Information about th@etition corpus is shown in
Table 5.2.

Table 5.2: Characteristics of the PAN"10 Competi@orpus.

. Documents In
- #Docs| Size i i
English | German | Spanish
Source
11148 1,64GB| 10483 476 189
Documents
Suspicious
15925| 3,16GB| 15925 0 0
Documents

According to Table 5.2, the suspicious documentés ar written in English,
while the reference collection is composed of doeots written in English,
German, and Spanish. As reported in (POTTHAST ,l.et2810b), the corpus
has a total of 68,558 plagiarism cases. It is atg@ortant to mention that only
half of the suspicious documents contain, in fpletgiarism cases. The length of
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the plagiarism cases ranges from 50 to 5000 wé&i@k of the documents have
1-10 pages, 35% have 11-100 pages, and 15% hav&0D@lpages.

The three corpora described above contain all tlagigrism cases annotated,
making it possible for us to check whether we adlyedetected a plagiarized passage.
Since during the assembling of the ECLaPA testectithn we adopted the same
annotation format used during the PAN competitione, could easily work with all
corpora in a uniform way. An example of the annotaprovided with all three corpora
is shown in Figure 5.1.

<?xml version="1.0" encoding="UTF-8"?>

<document reference="suspicious-documentO0001.txt">

<feature
name={"artificial-plagiarism", "simulated-plagiam"}
translation={"true", "false"}
obfuscation={"none", "low", "high"}
this_offset="1269"
this_length="3430"
source_reference="source-document07076.txt"
source_offset="422"
source_length="3450"

/>

</document>

Figure 5.1: Annotation provided with the corpora.

As shown in Figure 5.1, the annotations providezliarthe XML format. There is
one XML file for each suspicious document. Insidelefile it is possible to identify the
name of the document that the file refers to (tglothereferenceattribute). For each
plagiarized passage inside the suspicious docurttegre is ondeature element with
the following attributes:

« name indicates whether the plagiarized passage wasrged by an automatic
process drtificial-plagiarism) or by hand gimulated-plagiarisn Note that
simulated plagiarism was only present in the PANS@€pus.

e translation indicates whether the plagiarized passage wagigoized from a
document written in the same language or not. Ith lbe PAN competition
corpora this type of plagiarism was generated usingautomatic translation
tool. In contrast, in the ECLaPA corpus, the tratishs were extracted from the
parallel documents available.

» obfuscationindicates in what extent the plagiarized textspge was obfuscated
by the plagiarist, ranging fromoneto high. The higher is the obfuscation level,
the more difficult it is to detect the plagiarizpdssage. It is important to notice
that when the plagiarized passage is extracted modocument written in a
different languagetianslation="true” ), the obfuscation level is always set to
none

» this_offset indicates the starting position (in character§)tlee plagiarized
passage inside the suspicious document.

« this_length indicates the length (in characters) of the [@eged passage inside
the suspicious document.
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» source_referencendicates the name of the document that was asexburce of
the plagiarism offense.

» source_offsetindicates the starting position (in characterxhe plagiarized
passage inside the source document.

» source_lengthindicates the length (in characters) of the @laged passage
inside the source document.

Note that the definition described above referthoexternal plagiarism cases. As
said before, in the PAN’10 corpus there were atgonisic plagiarism cases. For these
cases, the only difference in the XML annotatiothist the attributesource_reference
source_offsetandsource_lengtlare omitted.

As the description of the plagiarism cases, thed®n results are also defined in
the XML format. The structure of the file is verymdar to the structure presented
above. Figure 5.2 shows an example of a file Withdetection results.

<?xml version="1.0" encoding="UTF-8"?>
<document reference="suspicious-documentO0001.txt">
<feature
name="detected-plagiarism"
this_offset="1269"
this_length="3430"
source_reference="source-document07076.txt"
source_offset="422"
source_length="3450"
/>
</document>

Figure 5.2: Detection result of a suspicious doaume

As shown in Figure 5.2, there is one XML file foaoh suspicious document
analyzed. Inside each file it is possible to idgrtie name of the document that the file
refers to (through theeferenceattribute). For each plagiarized passage detettietk is
onefeatureelement with the following attributes:

* name indicates a detection in the suspicious document.

« this_offsetindicates the starting position (in charactefsjhe detected passage
inside the suspicious document.

» this_lengthindicates the length (in characters) of the detépassage inside the
suspicious document.

e source_referencandicates the name of the document that was asexburce of
the plagiarism offense.

» source_offsetindicates the starting position (in character§)tlee detected
passage inside the source document.

e source_lengthindicates the length (in characters) of the detépassage inside
the source document.
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5.2.2 Other Resources

5.2.2.1 Information Retrieval System

As mentioned in Section 3.2, we use an IR systeorder to retrieve, based on the
passages extracted from the suspicious documéetsubdocuments in the reference
collection that are more likely to be used as sewftplagiarism. To accomplish this
task, we used the Terrier (Terabyte Retriever)rmfdion Retrieval Platform (OUNIS,
et al., 2005) as our IR system.

Terrier is an open source search engine developébhigersity of Glasgow. It is
written in Java and it provides various indexingl ajuerying APIs, allowing us to
easily integrate it with our method.

According to (OUNIS, et al., 2006), Terrier aimspabviding a test-bed framework
for driving research and facilitating experimergatin IR. Thus, it was designed as a
tool to evaluate, test, and compare models andsjdmad to build systems for large-
scale IR. It implements several IR methods andriecies enabling us to evaluate our
method under different configurations.

In the experiments described in this chapter, wedube TF-IDF (term frequency
times inverse document frequency) weighting scheHA&WEI, 2005) as well as stop-
word removal (a list of 733 words included in therffer platform) and stemming
(Porter Stemmer (PORTER, 1997)), which are alllataée in the Terrier platform. Note
that other IR systems could be used as well.

5.2.2.2 Data Mining Software

As described in Section 3.3, we use a classifinasilgorithm in order to build a
classification model that is able to distinguishiween a plagiarized and a non-
plagiarized text passage. To accomplish this tas&, used the Weka (Waikato
Environment for Knowledge Analysis) Data Mining Sadire (WEKA, 2009).

Weka is an open source data mining software deedlap University of Waikato. It
is written in Java and, as Terrier, it also prosid® API that can be easily integrated
with our method.

According to (FRANK, et al., 2005), Weka was oraig developed aiming at
processing agricultural data, motivated by the irfgpwe of this application area in
New Zeland. However, its machine learning methoalgehgrown so quickly that the
workbench is now commonly used in all forms of dataing applications (e.g.,
bioinformatics). The Weka workbench is an organizetlection of machine learning
algorithms and data pre-processing tools. The warkb includes methods for all the
standard data mining problems: regression, classifin, clustering, association rule
mining, and attribute selection.

For the experiments described in this chapter,estetl several of its classification
algorithms, including BayesNet, J48, NaiveBayesgd adaBoostM1l. These tests
showed that the J48 classification algorithm (QUAWL, 1993) had the best results.
Thus this is the algorithm used to build the classof the proposed method.

5.2.2.3 Language Guesser

During the first step of the language normalizafvase (described in Section 3.1),
we must identify the language in which each documaes written in order to translate
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them all to English. To accomplish this task, wedian open source Java ARihich
provides an interface to several functionalitiesail@mble on Google Translator
(GOOGLE-TRANSLATOR, 2009).

5.2.2.4 Automatic Translation Tool

In the second step of the language normalizatias@ldescribed in Section 3.1),
we translate all the non-English documents of thieection to English. In order to do
that, we used the LEC Power Translator 12 (LEC,82@3 our automatic translation
tool. The reason why we decided to use this trémsia that, instead of translating each
document at a time, it was the only one that emhb$eto translate an entire directory of
documents. This is an important feature since wenaloknow of any translator that
provides an API to be called by other systemss itriportant to notice that we could
also use the Google Translator Java API. Howewg@ngut to translate a large amount
of data through the Internet can be very time comsg.

5.3 Evaluation Metrics

In order to evaluate the proposed method we emgltlye same evaluation metrics
used in both PAN competitions (refer to (POTTHA®T al., 2010b, POTTHAST, et
al., 2009) for further information on them): recaiecision, and granularity. Figure 5.3
below is used as an example to help explain theieeefds it is possible to see, there
are three plagiarized passages to be deteste&,,(ands;). However, the plagiarism
detector reported four detections, (2, r3, andr,). In the next subsections we describe
how to calculate each metric based on the exanmoleexd in Figure 5.3.

s1 sZ 53

Character Position| 0| 1|2 | 3[4[5]|6| 78] 9]10{1112{13|14|15[16]17|18|19|20
Plagiarized Passages
D etections

' _z [N — y J . J
r 12 3 4

Bl riagiarized Characters [l Detected Characters

Original Characters

Figure 5.3: Plagiarized passages and their resjgedétections.

5.3.1 Recall

Let s be a plagiarized passage (i.e., a contiguous sequ# plagiarized characters)
from documend, and letS be the set of all plagiarized passages. Recalsunea the
number of plagiarized characters that are actuddlgcted by the plagiarism detector.
According to the example in Figure 5.3, it is pbsito see that the plagiarism detector
detected all three plagiarized passagessf, ands;). However, not all the plagiarized
characters were detected. The formula to calcula¢e recall measure is given in
Equation 5.1, whers is a plagiarized passage from theSef all plagiarized passages.

2 http://code.google.com/p/google-api-translatefava
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18 [#Detected_chars_of _s,j
Recall = —Z
Sh= s|

Equation 5.1: Recall.
Applying this measure to the example shown in FeguB we have:
Recall = 1/3 * (4/5 + 4/5 + 3/3) = 1/3 * (0.8 + 0t8..0) = 1/3 * 2.6 = 0.86

5.3.2 Precision

Let r be a detection (i.e., a contiguous sequence dcfilplesplagiarized characters)
found by the plagiarism detector, and Rtbe the set of all detections. Precision
measures the number of characters detected thaicarally plagiarized. According to
the example in Figure 5.3, it is possible to sed the plagiarism detector detected all
three plagiarized passages &, ands;). However, not all the detected characters were,
in fact, plagiarized. The formula to calculate grecision measure is given in Equation
5.2, where; denotes a detection from the Beof all detections.

18 [# Plagiarized _ chars_ of _rij

R il

Equation 5.2: Precision.

Precision =

Applying this measure to the example showed in feigu3 we have:

Precision = 1/4 * (4/5 + 2/3 + 2/5 + 3/3) = 1/40:8 + 0.67 + 0.4 + 1.0) = 1/4 * 2.87
=0.72

5.3.3 Granularity

The granularity score is a measure that assessethevhthe plagiarism method
reports a plagiarized passage as a whole or asateweall plagiarized passages. In the
example showed in Figure 5.3 it is possible to tbe, although there are only three
plagiarized passages to be detected, the plagiaesector reported four detections. An
ideal plagiarism detector should report only onteckgon per plagiarized passage. The
formula to calculate the granularity measure iegin Equation 5.3, wher$s is the
subset ofS for which detections exist ifR. It is important no notice that to be
considered correct, a detectiormust report at least one correct character in bwogh
plagiarized and the source passage of its correlspga

KX
Granularity—‘ ‘Z(#Detectlons of _s _in R)

Equation 5.3: Granularity.
Applying this measure to the example showed in f&gu3 we have:
Granularity =1/3*(1+2+1)=1/3*4=1.33
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5.3.4 Overall Score

The overall score is a measure that combines rgmatision, and granularity to
provide an absolute ordering between the perforemint the different methods. This
measure was created mainly to facilitate the avaadf the PAN competition rank. The
formula to calculate the overall score is giverEguation 5.4, wher€ is the harmonic
mean of precision and recall. Note that the lobarifunction is applied to decrease the
impact of the granularity score in the overall gcor

_F
log,(1+G)

Equation 5.4: Overall Score.

Overall Score =

Applying this measure to the example showed in f@gu3 we have:
F=(2*0.86*0.72)/(0.86 + 0.72) =1.24 /] 1.58.78
Overall Score =0.78 / log2(1 + 1.33) = 0.78 / 1=20.64

5.4 Experimental Results

In this section we present the results achieveer ahalyzing the test collections
described earlier. As mentioned before, in ordeartalyze each test collection, we used
the Terrier Information Retrieval Platform (OUNI&, al., 2005) as our IR system. In
particular, we used the TF-IDF weighting schemeavalt as stop-word removal (a list
of 733 words included in the Terrier platform) astemming (Porter Stemmer
(PORTER, 1997)). To build the classifier, we uskd Weka Data Mining Software
(WEKA, 2009). More specifically, we applied the J4fassification algorithm
(QUINLAN, 1993). Our task is to detect all the pkiged passages in the suspicious
documents and their corresponding text passagethensource documents. The
documents were divided into several subdocumerftydéranslation in order to keep
the original offset and length of each paragrapthéoriginal document. As mentioned
in Section 3.1, during the language normalizatidrage, we have to identify the
language of each suspicious and source documeaotder to translate them all to
English. To accomplish this task, we used the LEE@édt Translator 12 (LEC, 2008) as
our translation tool and the Google Translator (@RB-TRANSLATOR, 2009) as
our language guesser. It is important to noticéithall of the available test collections,
the multilingual documents are only present in théerence collection and all the
suspicious documents are written in English. Thus, only applied the language
normalization phase in the reference collectioraafh corpus.

The next section describes the parameters of thieath@long with their respective
values that were used during the experiments. énrémaining sections, the results
achieved during the analysis of each test colladci® presented.

5.4.1 Detection Parameters

During the employment of the method, some parameterst be defined. Below we
present these parameters and the respective whkltesere used to produce the results
showed throughout this section. Note that the wlpeesented below were all
originated from exhaustive preliminary tests. Italso important to mention that the
change of any of these values is a tradeoff betwesunlt quality and processing time.
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e Subdocument lengthdefines the minimum length, in characters, that a
subdocument must have in order to be indexed byIRhsystem. After some
preliminary tests, we decided to index only thedaduments with length greater
than 250 characters. The definition of this kindextriction aims at speeding up
the retrieval process, since the IR system willend@wer subdocuments to
lookup in the index.

e Subdocuments retrieved per suspicious pasdagelR system retrieves at most
10 candidate subdocuments for each suspicious gmssabmitted. This
restriction is also defined to speed up retrieVale rationale behind this is that
the candidate subdocuments that are actually plagchtend to be in the top
positions of the IR rank.

« IDF threshold instead of using all the terms of the suspicipassage to query
the index, we discarded the terms which had anval&e lower than 2.41. This
is one of the most important parameters of the atktkince if we consider all
the terms of the suspicious passage, the time spethe retrieval phase
increases significantly. Besides, only the ternat #re actually relevant tend to
remain, leading to almost no performance loss duRis restriction.

* IR score threshotddefines the minimum score that a subdocument negstive
(by the IR system) in order to be considered dutimg plagiarism analysis
phase. After some preliminary tests, we decidediscard the subdocuments
that received a score lower than 11. Note thatghrameter depends on the IR
system used as well as the weighting scheme. Adioned before, in the
experiments presented here, we used the Terrisysiem as well as the TF-IDF
weighting scheme.

* Merge threshold defines the maximum distance, in characters, tinai
plagiarized passages must be from each other ier dodbe merged during the
post-processing phase. In the experiments descrite¥d we merged the
contiguous plagiarized passages that were at n@¥i 8haracters distant from
each other.

The parameters described above are summarizedla $:
Table 5.3: Method Parameters.

Retrieval Parameters

Subdocument length (in characters)250

Subdocuments retrieved per suspicious passagi)
IDF threshold 2.41
IR score threshold 11

Post-Processing Parameters
Merge threshold (in charactefs)3000
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5.4.2 ECLaPA — Experimental Results

In this section we present the results achievedr ahalyzing the ECLaPA test
collection. Note that this test collection provid®go corpora: one containing only
monolingual plagiarism cases and the other oneagaunyg only cross-language
plagiarism cases. Thus, we analyzed each corpasately.

Once all the documents in the reference collectwaie divided into subdocuments
and translated into English, we indexed them. fation about the indexes is shown in
Table 5.4.

Table 5.4: ECLaPA - Information about the indexes.
Monolingual | Multilingual

# Subdocuments Indexed 134,406 143,861

# Terms 8,379,357 8,786,678

# Unique Terms 37,262 45,370

Size (MB) 38 41

Note that it was not necessary to apply the languagymalization phase in the
monolingual corpus since all the documents wereadly written in English. After the
reference collections were indexed, we were ablstdaa analyzing each one of their
suspicious documents.

In order to build the classification model, a trag collection with the same
characteristics as the test collection was credtbd.training instances were randomly
selected from the suspicious documents. For eashigous document the top ten
candidate subdocuments were retrieved. Based oh pat [suspicious passage
candidate subdocumégnive extracted the information necessary to créaetraining
instances. Given that the training collection alemes with the plagiarism annotations,
we could easily check if the training instances evpositive or negative examples of
plagiarism. After extracting the necessary infoiorat we generated the ARRF
(Attribute-Relation File Format) file containingehraining instances according to the
Weka file format (an example of this file is shoimrthe Appendix A). After generating
the training instances, we applied the J48 algaritb build the classification model.
Once the classifier is trained, we analyzed eadpisious document of the test
collections in order to find the plagiarized passag

We compared the performance of the method whertitegethe plagiarism cases of
the multilingual corpus against its performance mhetecting the plagiarism cases of
the monolingual corpus. Since both corpora conthan same plagiarism cases, we
believe this experiment can provide us an ideaowsf Wwvell our method handles cross-
language plagiarism. The final results of the expent are shown in Table 5.5.

According to Table 5.5, the cross-language expearimechieved 86% of the
performance (final score) of the monolingual bameeliThis is comparable with the state
of the art in CLIR. It is also possible to see tiat recall was the most affected measure
when dealing with cross-language plagiarism. Wiebaitie the 22% drop in recall to the
loss of information incurred by the translation ggss. As a result, the similarity score
assigned by the IR system decreased, leading te susdocuments being discarded
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during the retrieval phase. Our post-processing atewed for perfect granularity in
both settings.

Table 5.5: ECLaPA - Experimental Results.

Monolingual | Multilingual % of
Monolingual
Recall 0.8648 0.6760 78.16%
Precision 0.5515 0.5118 92.80%
F-Measure 0.6735 0.5825 86.48%
Granularity 1.0000 1.0000 100%
Final Score 0.6735 0.5825 86.48%

To analyze in which situations the method perfolreger, we investigated to what
extent the length of the plagiarized passage a&ffdw results. Table 5.6 shows the
results of the analysis. We divided the plagiaripedsages according to their textual
length (in characters): short (less than 1500 dbars), medium (from 1501 to 5000
characters), and large (from 5001 to 15000 charsgcte

Table 5.6: ECLaPA - Detailed Analysis.

Monolingual Multilingual
Short Medium Large Short Medium Large
Detected 435 1289 239 242 1190 239
Total 607 1323 239 607 1323 239
% 71 97 100 39 90 100

According to Table 5.6, when considering only thenalingual plagiarism cases,
our method detected 90% of the passages (1963jorAthe multilingual plagiarism
cases, the method detected 77% (1671) of the pessAg expected, the length of the
plagiarized passage affects the results considerébe larger the passage the easier the
detection. All large plagiarized passages wereatiedein both mono and multilingual
settings. However, only 39% of short passagesamthltilingual corpus were detected.
We compared the detection of plagiarism from doause Portuguese and in French.
The results were almost identical (overall scor8.6R and 0.61 respectively). The time
spent by the method to analyze the test colleci®msbown in Section 5.4.5.

5.4.3 PAN’09 — Experimental Results

In this section we present the results achievedr athalyzing the PAN'09 test
collection. It is important to mention that the ukts presented here are not the official
results we got during the competition. As stateftee due to time constraints, we were
not able to analyze all the documents of the ctiiacat the time of the competition.
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To analyze the suspicious documents of the PANWapetition, we proceeded the
same way described in the previous section. Thy difference is that we analyzed a
different corpus. Thus, after we have all the doents in the reference collection
divided into subdocuments and translated into Bhglwe indexed the collection.
Information about the resulting index is shown able 5.7.

Table 5.7: PAN'09 - Information about the index.
# Subdocuments Indexed 1,296,971
# Terms | 81,991,405
# Unique Terms 640,426
Size (MB) 436

To train the classifier, we used the training carpof the competition. To
accomplish this, we selected 50 suspicious docwsrenbe used to create the training
instances. Then, we generated the ARRF file coimigithe training instances. After,
we applied the J48 algorithm to build the clasatiien model. Once the classifier is
trained, we proceeded to the analysis of each @osisi document of the competition
corpus.

Since none of the participating groups of the PANCOmpetition tried to detect the
cross-language plagiarism cases of the competiti@niried to compare our method
against its monolingual version. We know that iBisiot the ideal test scenario, since
the documents used in the two experiments areheosdme. However, we believe this
experiment can provide us an idea of how well owthod handles cross-language
plagiarism when compared to its overall performamd¢een analyzing monolingual
plagiarism cases. Therefore, in order to evaluageperformance of the method when
analyzing documents containing cross-language qui@gn, we decided to perform two
different experiments. The first experiment consdenly the documents that contain
monolingual plagiarism offenses, i.e., documentgtevr in English which have text
passages plagiarized from other documents alsaewriin English. The second
experiment considers only the documents that contabss-language plagiarism
offenses, i.e., documents written in English whiglve text passages plagiarized from
documents written in German and/or Spanish. Thal fiesults of the experiments are
shown in Table 5.8.

According to Table 5.8, the cross-language experimechieved 73% of the
performance (final score) of the monolingual baseliThe recall and the precision of
the cross-language experiment achieved, respegtive®% and 89% of their
monolingual counterparts. This shows that recalk W most affected part of the
method when dealing with cross-language plagiarisinle precision had only 11%
performance loss.

To analyze in which situations the method perfotveter, we investigated how
well it handles text obfuscation and in what letred length of the plagiarized passage
affects its overall performance. Table 5.9 shovesresults of the analysis. Due to the
plagiarism annotation in the suspicious documents, could identify whether a
plagiarized text passage was obfuscated (and tohwixtent). We also divided the
plagiarized passages according to its textual ke(igtcharacters): short (less than 1500
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characters), medium (from 1501 to 5000 charactem)l large (greater than 5000

characters).
Table 5.8: PAN'09 - Experimental results.
Monolingual | Multilingual
Recall 0.6066 0.3580
Precision 0.6326 0.5684
F-Measure 0.6194 0.4393
Granularity 1.0453 1.0000
Final Score 0.6000 0.4393
Table 5.9: PAN'09 - Detailed analysis.
Short Plagiarized Passages
- Monolingual Multilingual
Obfusc. Detect. Total % Detect. Total %
None 676 3191 21 91 915 10
Low 536 3190 16
High 416 3025 13
Medium Plagiarized Passages
- Monolingual Multilingual
Obfusc. Detect. Total % Detect. Total %
None 2960 3757 78 442 578 76
Low 2389 3704 64
High 2044 3758 54
Large Plagiarized Passages
- Monolingual Multilingual
Obfusc. Detect. Total % Detect. Total %
None 7022 7097 99 177 192 92
Low 6839 6934 98
High 89 134 66

According to Table 5.9, when considering only thenalingual plagiarism cases,
our method detected 22,971 passages out of 340 §6%). When considering
multilingual plagiarism cases, the method dete@tHdl passages out of 1685 (i.e., 42%).
It is also possible to see that, as expected et bf text obfuscation affects the results
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considerably, especially when handling short passaBegarding the textual length of
the plagiarized passage, the larger is the pasgtegeasier is the detection (when
analyzing large plagiarized passages with no kihdegt obfuscation, the method
detected 99% of the plagiarized passages). Itsis @brth mentioning that in this test
collection, in the case of the multilingual plagzad passages, there are much more
short passages than medium and large ones. Dudidofact, the percentage of
multilingual passages detected was affected coraitle Note that multilingual
plagiarism cases did not suffer any kind of texfusbation, but again, the text
translation itself can be considered as a kindowf level text obfuscation. The time
spent by the method to analyze the test colleci@mown in Section 5.4.5.

5.4.4 PAN’10 — Experimental Results

In this section we present the results achievedr afhalyzing the PAN’10 test
collection. Note that the results presented hezetse official results we got during the
competition. It is also worth mentioning that drifatly from the previous two test
collections analyzed this one also contains inicipdagiarism cases. Therefore, since
our method was designed to detect only externaiglsm analysis cases, the recall
measure ended up getting negatively affected.

In order to analyze the competition corpus, we eeded the same way described in
the previous two sections. Information about theeiis shown in Table 5.10.

Table 5.10: PAN’10 - Information about the index.
# Subdocuments Indexed 1,861,401
# Terms | 124,049,701
# Unique Terms 788,901
Size (MB) 623

As in the PAN'09 competition, we used the provideining corpus in order to
build the classification model. Table 5.11 shows @erall result in the competition as
well as the result of the analysis when considednly the external plagiarism cases.
Note that since the competition corpus had botkreal and intrinsic plagiarism cases
mixed up, the recall value ended up getting afftdmce the applied method was
designed to detect only external plagiarism cases.

Table 5.11: PAN 10 - Experimental results.

Competition | Only External
Cases
Recall 0.4036 0.4966
Precision 0.7242 0.7242
F-Measure 0.5183 0.5892
Granularity 1.0024 1.0017
Final Score 0.5175 0.5881
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With the final score of 0.5175 our group got theesgh place in the competition.
Table 5.12 shows an in-depth analysis of the resMite provide an overall analysis
considering the results of the competition and Wso analyze our results while
detecting only the external plagiarism cases (wisdhe focus of the applied method).
To analyze in which situations the method perfobeter, we investigated how well it
handles text obfuscation and in what level the tlerrd the plagiarized passage affects
its overall performance. We divided the plagiaripadsages according to their textual
lengths: short (less than 1500 characters), meditom 1501 to 5000 characters), and
large (greater than 5000 characters).

Table 5.12: PAN 10 - Detailed analysis.

Short Plagiarized Passages

- Competition Only External
Obfuscation Detected Total % Detected Total %
None 78 9395 0.83 78 4088 1.90
Low 63 3798 1.65 63 3798 1.65
High 37 3729 0.99 37 3729 0.99
Translated 194 2417 8.02 194 1754 11.06
Simulated 211 2362 8.93 211 2362 8.93
Medium Plagiarized Passages
- Competition Only External
Obfuscation Detected Total % Detected Total %
None 2509 9907 25.32 2509 5911 42.44
Low 1832 4722 38.79 1832 4722 38.79
High 1415 4752 29.77 1415 4752 29.77
Translated 980 2358 41.56 980 1851 52.94
Simulated 268 624 42.94 268 624 42.94
Large Plagiarized Passages
- Competition Only External
Obfuscation Detected Total % Detected Total %
None 6755 8733 77.35 6755 678% 99.55
Low 6343 6363 99.68 6343 6363 99.68
High 6171 6275 98.34 6171 627% 98.34
Translated 2630 3123 84.21 2630 2709 97.08
Simulated 0 0 100.00 0 0 100.00

According to Table 5.12, during the competition thethod detected 29,486 out of
68,558 plagiarized passages (i.e., 43%). When iiggdhe intrinsic plagiarism cases,
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the method detected 29,486 out of 55,723 plagidnmssages (i.e., 53%). It is possible
to see that the method performed poorly while detgshort plagiarized passages. This
is partially explained by our decision of indexiaogly the subdocuments with length
greater than 250 characters (to speed up retrieVable 5.12 also shows that, other
than translation, the intrinsic plagiarism caseabs bt suffered any kind of obfuscation.
While detecting medium plagiarized passages, thi@mmeance of the method decreased
as the level of obfuscation increased (none to )higthis worth noticing that the
translated and the simulated plagiarized passagesat seem to have a negative
impact in the performance of the method, sincepireentage of the passages detected
is not lower than for the other types of obfusaati&inally, when detecting large
plagiarized passages the method detected almost #iem, regardless of the type of
obfuscation (note that that were no large simulglediarized passage). The time spent
by the method to analyze the test collection issshim Section 5.4.5.

5.4.5 Processing Time Analysis

In this section we present information about theetspent by the method to analyze
each test collection.

Table 5.13: Processing Time Analysis.

ECLaPA - ECLaPA - PAN'09 | PAN’10
Monolingual Multilingual
Number of 300 300 7214 11148
Suspicious
Documents
Number of 348 348 7215 15925
Source Documents
Total Analysis 1 hour and 50 1 hour and 53 ~ 88 ~ 230
Time minutes minutes hours hours
Average Time / 22,2 seconds 22,6 seconds 44 52
Suspicious Document seconds| seconds
KB Analyzed / 828KB 806KB 273KB 236KB
Minute
Suspicious Document 303KB 303KB 204KB 206KB
Average Size

According to Table 5.13, it is possible to see Homg the method took to analyze
the suspicious documents of each test collectioote Nhat the main factor that
influences the time spent during the analysis ésnimber of source documents. This is
due to the fact that the IR system takes more thmeretrieve the candidate
subdocuments as the number of source documentases. This fact is clearly visible
when looking at the amount of kilobytes analyzedmaute in each collection. During
the analysis of the ECLaPA test collections thehmetprocessed approximately three
times more data than when analyzing the collectadrise PAN competitions.
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It is also important to notice that the time spéuating the translation of the non-
English documents is not considered in Table 5SH8wever, note that the source
documents only need to be translated once (befmandexing process). During the
experiments the translation tool translated aro(depending on the language of the
document) 85 kilobytes of text per minute.
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6 CONCLUSIONS

This work proposes and evaluates a method for CLOP. evaluation experiments
show that it is a viable approach to the task oksflanguage plagiarism analysis. The
proposed method employs techniques and strateglem tfrom different areas of
research like monolingual plagiarism analysis, sfl@sguage information retrieval, and
data mining.

The cross-language plagiarism analysis method gexp@s language independent,
capable of handling documents written in severdfedint languages. The only
resources necessary to accomplish this are a lgagyeesser, an automatic translation
tool that is able to translate from one languagenther, and an appropriate stemming
algorithm to be used in the documents translatetthéodefault language (English was
chosen as the default language in this work).

The method is divided into five main phases, whany phase can be easily
modified in order to test other different strategi@¢he main difference of our method
compared to the existing ones is that we used ssifilzation algorithm in order to
decide whether a text passage is plagiarized orTiwothe best of our knowledge, there
IS no research in the area of external plagiarisi@ysis that employs this kind of
strategy.

We evaluated our method using three freely availadst collections. Two of them
were created for the PAN competitions (PAN'09 andNRO), which is an
International Competition on Plagiarism Detectiblowever, only a small percentage
of these two collections contained cross-langualggigrism cases. Therefore, we
decided to create an artificial test collectionexsally designed to contain this kind of
offense. We named the test collection ECLaPA. Sihcan be freely downloaded, it
enables a fair comparison between different crasgtiage plagiarism methods.

During the experiments, we evaluated in what swagtthe method performs better.
As expected, the length of the plagiarized passdigets the results considerably. The
larger the passage the easier the detectionalsaspossible to see that the level of text
obfuscation affects the results considerably, eaflgavhen handling short passages.
The method performed poorly while detecting shéagjarized passages, especially in
the PAN’10 competition corpus. This is partiallypéained by our decision of indexing
only the subdocuments with length greater than d&@&racters (to speed up retrieval).
Finally, when detecting large plagiarized passdagesnethod detected more than 90%
of them (in all test collections), regardless & thpe of obfuscation.

6.1 Contributions
Here is a list of the main contributions of thisnko
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e The definition of a new cross-language plagiarisralygsis method that employs
a classification algorithm to build a model thailsle to distinguish between a
plagiarized and a non-plagiarized text passages &pproach was not used to
tackle the problem of external plagiarism analgsigar.

» The evaluation of the method against three plagartest collections. This
enables future methods to be compared against ours.

e The creation of a plagiarism test collection esgigcdesigned to contain cross-
language plagiarism cases. This collection carrdsyf downloaded and used to
assess the performance of future methods.

6.2 Published Papers
This dissertation has resulted in two publishedepsip

1. Pereira, R.C., V.P. Moreira, and R. Galante, A Napproach for Cross-
Language Plagiarism Analysis, in Proceedings ofGhEF 2010 Conference on
Multilingual and Multimodal Information Access Ewaltion, M. Agosti, et al.,
Editors. 2010, Springer: Padua, Italy.

2. Pereira, R.C., V.P. Moreira, and R. Galante, UFR®3®2010: Detecting
External Plagiarism, in Proceedings of the PAN 2QHb on Uncovering
Plagiarism, Authorship, and Social Software Misude Agosti, et al., Editors.
2010, Springer: Padua, Italy.

6.3 Future Work

Although we achieved good results during the expenits conducted, there are still
some points that can be improved. One of themeag#rformance of the method while
detecting short plagiarized passages. This lowop@iince is partially due to the fact
that we restricted the length of the passages euley the IR system (in order to speed
up retrieval). Thus, if we could in some way impedhe time spent during the analysis
of each suspicious document (like analyzing eadpisious passage in a different
computer), this length restriction may be avoided.

Another interesting point is to try to find otheatures to be used during the training
phase of the method. Thus, the classifier built lkdwave more information to decide
whether the suspicious passage is plagiarizedtor no

Finally, it would also be very interesting to tds performance of the method while
detecting plagiarism between documents written nrelated languages, like English
versus Chinese and/or Japanese. Many real plagiadases happen between these pairs
of languages.
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APPENDIX A - EXAMPLE OF THE WEKA ARRF FILE

We present here an example of the ARRF file cremt@dder to be used during the
training phase of the proposed method. This fileged as input to the classification
algorithm. The ARREF file below contains ten tramimstances, where five of them
represent information of a plagiarized passagethedther five represent information
of a non-plagiarized passage.

@relation plagiarism-cases

@attribute length_A real
@attribute length_B real
@attribute rank real

@attribute score real

@attribute similarity real

@attribute isPlagiarism {true, false}

@data
432,422,1,28.6984,0.4923,true
474,365,1,32.1514,0.4074,true
400,383,1,37.1284,0.4674,true
449,264,1,25.7244,0.2551,true
463,349,1,22.6944,0.4190,true
422,251,3,12.7824,0.1690,false
422,328,4,14.5399,0.1322 false
514,296,1,15.5506,0.0787,false
514,413,2,14.4376,0.1487 false
514,335,3,11.3420,0.2144 false
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According to the ARRF file above, it is possibledee the declaration of the five
features used during the training phase:

« (@attribute length_A: represents the length of thepiious passage;
* (@attribute length_B: represents the length of tedate subdocument;

* (@attribute rank: represents the position of thedwhie subdocument in the IR
system rank;

* (@attribute score: represents the score assignételiR system to the candidate
subdocument;

» (@attribute similarity: represents the cosine sirtifabetween the suspicious
passage and the candidate subdocument;

It is also possible to see the definition of thatfiee that represents the class that
must be predicted:

* (@attribute isPlagiarism: indicates whether the d&aresents a plagiarized
instance or a non-plagiarized one;

Note that after the @data keyword, the trainingainses are listed. Note that the
value of each feature is separated by comma. Fampbe, the first training instance
contains the following information:

* The length of the suspicious passage is 432 clasact

* The length of the candidate subdocument is 422achers;

* The candidate subdocument was in the first posdfdhe IR system rank;
* The IR system assigned a score of 28.6984 to thdidate subdocument;

 The cosine similarity between the suspicious passagd the candidate
subdocument is 0.4923;

e This is an instance that represents a true plagmiacase;
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APPENDIX B - CONTRIBUICOES

Este trabalho prop8e e avalia um novo método padéige de Plagio Multilingue.
O objetivo do método € detectar casos de plagi@d@umentos suspeitos baseado em
uma colecdo de documentos ditos originais (essfat& conhecida como analise de
plagio externo). A principal diferenca do trabalpimposto em relacdo aos métodos
existentes € a aplicacdo de um algoritmo de cleag#o para construir um modelo
capaz de distinguir entre um trecho de texto pthg@um trecho de texto ndo plagiado.

Uma vez que o método tem por objetivo detectariplégtre documentos escritos
em idiomas diferentes, uma ferramenta de tradugémreitica € utilizada para traduzir
0s documentos suspeitos e 0s documentos origiaagsym mesmo idioma (de forma
que seja possivel analiza-los de forma uniformg)dsAa fase de normalizacdo, um
algoritmo de classificacdo € utilizado para coristum modelo capaz de diferenciar
entre um trecho plagiado e um nao plagiado. Pa&a@ ism conjunto ddéeaturesé
selecionado para ser utilizado durante o treinaondot classificador. Ao término do
treinamento, um sistema de Recuperacao de Infomsaédutilizado para recuperar,
baseado nos trechos extraidos dos documentos tessmes documentos originais com
maior chance de terem sido utilizados como fontplégio. Apenas ap0s a recuperacao
desses documentos, uma analise detalhada de plagadizada. Ao final, o resultado é
pos-processado a fim de combinar trechos plagieaiai$guos.

Levando em consideracdo os passos descritos acimetodo proposto pode ser
subdividido em cinco fases principais:

(1) Normalizagéo do Idiomanesta fase, tanto os documentos suspeitos goanto
documentos originais séo traduzidos para um medioma.

(2) Recuperagcdo dos Documentos Candidatossta fase, trechos extraidos dos
documentos suspeitos sao utilizados para desapltis documentos originais
sdo 0s mais provaveis de terem sido utilizados dome de plagio. Esta fase é
muito importante jA que nao seria viavel uma aeatietalhada entre os
documentos suspeitos e todos os documentos ogginai

(3) Selecdo de Features e Treinamento do Classificadesta fase, usando uma
colecdo de treinamento, um conjunto pré-definidéedeuresé selecionado para
construir o modelo de classificacdo. Baseado nesifieador construido o
método é capaz de decidir se um trecho suspelag@égo ou nao.

(4) Analise de Plagionesta fase, cada trecho extraido dos documeunspeitos €
comparado com seu conjunto de documentos candidafios de avaliar se o
trecho suspeito €, de fato, plagiado.
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(5) Po6s-Processamento do Resultadesta fase, os trechos plagiados contiguos sao
combinados em um unico trecho com o objetivo dertapum trecho plagiado
como um todo ao invés de diversos trechos plagipegsenos.

Considerando o método descrito, assim como 0s ¢ageoessarios para sua
validacéo, as principais contribui¢cdes deste trabaéo:

» A definicAo de um novo método para analise de plégiltingue que emprega
um algoritmo de classificagdo para construir um ehmctapaz de distinguir
entre uma trecho de texto plagiado e um trechoegt® thdo plagiado. Essa
abordagem néo tinha sido utilizada na analise &gigpkxterno até o momento.

* A avaliagdo do meétodo utilizando trés colegbes ektes disponiveis. Isso
possibilita que a performance de novos métodosapsss comparada com a
performance do método descrito nesse trabalho.

» A criacao de uma colecéo de teste especialmenttraaia para conter casos de
plagio multilingue. Essa colecdo possibilita um aondie comparacdo entre
diferentes métodos de analise de plagio multilingue



