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ABSTRACT

The transport equation has a wide range of applications, including neu-

tron transport and heat transfer, among others. Due to its high number of dimen-

sions in the phase space and its integro-differential structure, the numerical simu-

lation of this equation tends to be difficult and with high computational complex-

ity, necessitating efficient and low-cost computational methods. This dissertation

advances the field by applying the Nyström method, combined with a singularity-

subtraction technique, to two-dimensional fixed-source neutron transport problems.

Unlike previous studies, this work introduces novel analytical and computational

strategies, including domain subregioning, the clipping distance technique, and the

manipulation of the Bickley-Naylor function. Such techniques play a crucial role

in optimizing computational processes by identifying and eliminating redundant

or non-essential calculations, increasing accuracy and efficiency. The methodology

demonstrates significant improvements in solving two-dimensional homogeneous and

heterogeneous medium problems with isotropic scattering. By addressing several

benchmark problems and showing the method’s potential for broader applications,

this research contributes a valuable computational tool to transport theory, offering

perspectives for dealing with more complex scenarios in the future.

xiv



RESUMO

A equação de transporte apresenta uma ampla gama de aplicações, in-

cluindo o transporte de nêutrons e a transferência de calor, entre outras. Devido

ao seu elevado número de dimensões no espaço de fase e à sua estrutura integro-

diferencial, simulações numéricas desta equação tendem a ser dif́ıceis e com alta

complexidade computacional, necessitando métodos computacionais eficientes e de

baixo custo computacional. Esta tese avança no campo aplicando o método de

Nyström, combinado com a técnica de subtração de singularidade, em problemas de

transporte de nêutrons bidimensionais com fonte fixa. Diferentemente de estudos

anteriores, este trabalho introduz estratégias anaĺıticas e computacionais inovadoras,

incluindo a subdivisão do domı́nio, a Clipping Technique e a manipulação e simpli-

ficação da função de Bickley-Naylor. Tais técnicas desempenham um papel crucial

na otimização dos processos computacionais ao identificar e eliminar cálculos redun-

dantes ou não essenciais, aumentando a precisão e a eficiência computacional. A

metodologia demonstra melhorias significativas na resolução de problemas em meios

homogêneos e heterogêneos bidimensionais com espalhamento isotrópico. Ao abor-

dar vários problemas de referência e mostrar o potencial do método para aplicações

mais amplas, esta pesquisa contribui com uma ferramenta computacional valiosa

para a teoria do transporte, oferecendo perspectivas para lidar com cenários mais

complexos no futuro.
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1 INTRODUCTION

Formulated initially for the study of the kinetic theory of gases in 1872

by Ludwig Boltzmann [28], the transport equation has been used in a wide range of

applications over the years. Some of them are neutron transport [63], heat transfer

[77], radiation in gas turbines [31], astronomy [76], fluorescence tomography [47] and

photon and electron radiotherapy [81]. Therefore, due to its importance and wide

applicability, the search for accurate and quick results has been the focus of interest

of many research groups.

As highlighted by Duderstand and Martin in their work [48], several

mathematical methodologies have been employed in an effort to derive analytical

solutions for transport phenomena across diverse geometrical settings. However,

the inherent complexity and specificity of real-world engineering challenges often

surpass the applicability of such analytical solutions due to their reliance on overly

simplified configurations [70]. Thus, this complexity has led the research commu-

nity to pivot towards the adoption of numerical methods. These computational

techniques have opened new avenues for addressing and solving complex problems

that were previously deemed intractable through analytical approaches [70]. More

recently, as a way of increasing accuracy and performance, hybrid techniques that

mix mathematical and numerical treatments have been applied.

The difficulty in solving the neutron transport equation is due, in part,

to the high number of variables in the phase space and to its integro-differential

structure [8, 16, 24, 70]. Although the advancement of technology allows faster and

more robust computers to be produced, alone this is not enough to solve more

realistic problems. It requires a mix of analytical and numerical techniques, along

with the use of computational tools and software, to fully address and analyze the

variety of issues we encounter. This combination ensures we can tackle both the

theoretical aspects and the practical complexities of real-world problems effectively.
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Therefore, several numerical methods have been developed by different authors and

research groups with the aim of solving this difficulty. Lists of these methods are

presented in [1, 10,16,48].

The modeling of the process of neutron transport generally follows

two different approaches: the probabilistic approach or the deterministic approach

[31, 70]. Among the probabilistic methods, which, their name refers, seek to solve

transport problems from a more probabilistic point of view, for instance, Monte

Carlo methods [36,77,95].

Among the deterministic methods, is the discrete ordinates method

(SN) [1, 32, 70], which consists in discretizing the angular variable and solving a

system of ordinary differential equations. This classic approach has been general-

ized and improved, as described by Barichello and Siewert [22] and Abreu [41]. In

addition, it is a method that has already been consolidated among researchers and

has produced results with high precision and efficiency. Still, in the deterministic

methods, stand out the nodal methods [18,23,67], integral methods [3,10,13,72,90],

SPN [64], LTSN [57, 87], and FN methods [52, 56, 93], each with their own particu-

larities.

It should be noted that the discrete ordinates or discrete-ordinates-like

methods display computational anomalies, called “ray effects”, originating from the

discretization of the angular variables [10, 33, 65]. On the other hand, the integral

methods are known for mitigating ray effects and producing more precise numerical

results [11,88]. This is due to the fact that discrete-ordinates-like methods are based

on expanding the integral of the transport equation in discrete directions, “rays”,

while integral methods are based on using the integral formulation of the transport

equation. This way, there is no need to discretize the angular variable, but rather to

calculate the integral numerically. However, they may produce complex algorithms

with an elevated computational cost [89].

3



Integral methods have been shown to be effective in treating transport

problems in Cartesian and Cylindrical geometry [6, 13, 29, 30, 89]. However, when

compared to other deterministic methods, the number of research works related to

particle transport is still scarce and the literature contains only a limited number of

works with high-precision results.

As mentioned earlier, transport problems were explored using a vari-

ety of methods. Regarding one-dimensional (1-D) problems, high precision bench-

marks for problems in a homogeneous slab case were obtained with the use of

LTSN method [102], Diamond Difference method (DD) [79] and Spectral Green’s

Function [14]. Further, Dalmolin [40] and Lazzari [68, 69] applied the Nyström

method [80] to the same problems, obtaining the same results with good numeri-

cal precision. Recently, Lazzari [68,69] applied the same technique to heterogeneous

problem, comparing the results obtained with those presented by Garcia and Siewert

(FN method) [53], Schulz (DD) [91] and Prolo and Rodrigues (ADO) [85] showing

that the Nyström method can be an option as a way to solve problems with more

general characteristics, covering a wider range of situations.

The two-dimensional problem was studied by Loyalka and Tsai who

published, in 1975 and 1976, a series of works on the methods used to solve the

neutron transport equation at that time [73,101]. In parts II and III, they applied the

Nyström method to the two-dimensional heterogeneous problem with and without

reflective boundaries.

The Nyström method is a well-established approach for the solution

of integral equations that consists of replacing the integral operator in a Fredholm

equation of the second kind by a quadrature numerical scheme and producing a

linear system to be solved. In such works, numerical results were presented and

they concluded that this approach is valid due to the fact that it avoids the ray

effect, as well as highlighting the possibility of expanding this method to reflect

boundary conditions, multigroup problems, and non-orthogonal geometry. In recent

4



decades, this approach has been studied again by some research groups, which have

applied it to different problems [13,58,72,78,89].

Other problems in two-dimensional multi-region domains were addressed

by Azmy in 1988 [15], who used nodal methods to solve three problems where the

number of heterogeneous regions varies from 2 to 4 in domains of different formats

and characteristics. Later, Mello and Barros [42] and Barichello [19] studied the

same problems using an exponential spectral nodal method and ADO method, re-

spectively. These articles presented more accurate results and advanced the study

of these problems, presenting different approaches to such situations.

For three-dimensional (3-D) rectangular problems, Ramankutty and

Crosbie [86] applied a modified discrete-ordinate method to solve the three-dimensional

rectangular enclosure, which contains an absorbing, emitting and isotropically scat-

tering medium. Furthermore, the authors presented a list of works that had been

studied up to that time. Showing the methods that were used for each situation, as

well as presenting the open problems for the field.

Still, in three-dimensional problems, Altac and Tekkamaz presented

benchmarks for a cubic medium with absorbing and isotropically scattering homo-

geneous medium using integral methods [6,7]. Hu and Li [60] solved the same prob-

lem using the product integral method, in which the integrand function is replaced

by piecewise interpolation polynomial [39, 96]. Anli and Gungor [12] studied two

problems in X-Y-Z-cartesian geometry, the first one with a homogeneous medium

with isotropic scattering. The second one with two different media and anisotropic

scattering, using Spectral Green’s Function - Constant nodal method (SGF-CN).

Multi-layered works in the 3-D rectangular domain were developed by

Altac and Tekkalmaz, using integral methods combined with the subtraction of sin-

gularity technique, solving the radiative transfer problem in absorbing, emitting and

isotropically two-layered segregated scattering [9]. A three-layer non-homogeneous
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medium case was solved by Tan and Hsu [98], using the discrete rectangular vol-

ume (DRV), which is a variation of the general quadrature method [97], and YIX

methods [59].

Recently, Azevedo et al. [13] and Sauter et al. [89] used the Nyström

Method combined with the singularity-subtraction technique to solve different classes

of two-dimensional problems in X-Y geometry of neutron transport. Although other

articles used similar methodologies, in those articles different geometries were ad-

dressed as well as semi-reflective boundary conditions were introduced. A situation

that had not yet been studied previously. Problems in cylindrical coordinates were

also investigated using the same method. Bublitz et al. solved transport problems

in axisymmetric infinite cylinder [29] and in finite cylinder [30].

In addition to demonstrating that the Nyström Method can be promis-

ing, these works show us the need for appropriate mathematical and computational

refinements to obtain stable and more accurate numerical results. For example,

combine such methods with the use of numerical libraries, code parallelization, as

well as numerical substitutions and geometric coordinate changes.

Therefore, this work aims to expand this methodology to more general

problems, as well as study mathematical and computational refinements that can be

used to obtain efficient and accurate results. More precisely, this work’s intention

is to study transport problems in two-dimensional in X-Y-cartesian geometry using

the Nyström method with the singularity-subtraction technique and computational

refinements. In particular, this research presents the study in a nonmultiplying

rectangular domain, with multiple regions with different characteristics, i.e., ho-

mogeneous and heterogeneous regions, isotropic scattering problems, and isotropic

internal source. In addition, the boundary conditions are reflective on two sides

of the domain. The results are set side by side with the results available in the

literature.
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1.1 Objectives

Since the formulation of the transport equation, several works have been

developed seeking accurate results with low computational cost. The objective of

this work is to present the mathematical formulation, as well as the numerical results

obtained using the Nyström method with the singularity-subtraction technique to

solve the two-dimensional multi-region problem under different domain conditions,

such as in homogeneous or heterogeneous media with isotropic scattering.

The main objective of this work is to advance the pre-existent theory of

transport, giving continuity to the works already done by professors Fabio Souto de

Azevedo and Esequia Sauter, mainly continuing the work developed in [13] and [89],

applying the already developed method studied by them to a more general problem.

The main goals are listed below:

1. Present the computational difficulties and complexities in simulating

the transport equation due to its multidimensional phase space and

integro-differential nature.

2. Apply the Nyström method, along with a singularity-subtraction tech-

nique, to solve the two-dimensional fixed-source neutron transport prob-

lems.

3. Develop and incorporate strategies, such as domain subregioning, the

clipping distance technique, and the manipulation of the Bickley-Naylor

function, to simplify the computational process by removing unnec-

essary calculations and improving the overall solution’s precision and

efficiency.

4. Demonstrate the effectiveness of the methodology in solving two-dimen-

sional problems involving homogeneous and heterogeneous media with

isotropic scattering, highlighting significant advances.
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5. Evaluate the performance and versatility of the proposed method by

solving several benchmark problems, thus establishing the basis for its

applicability to a wider range of transport problems.

1.2 Organization of the Work

This work is divided into six chapters. Here, in the first chapter, a

brief introduction to transport problems was presented as a way of motivating the

development of this work, as well as its objectives.

The second chapter presents the linear Boltzmann equation in its integral-

differential format. The same chapter presents the methods developed and used by

several researchers over the years. Among these methods, we briefly describe the

probabilistic and deterministic approaches. And, given that this work uses the lat-

ter approach, the subsection 2.1.2.1 describes in more detail the Nyström method,

which was used here.

The mathematical formulation developed considering the monoener-

getic steady-state problem in a nonmultiplying medium with isotropic scattering

and isotropic source is presented in Chapter 3. This chapter is followed by Chapter

4, which describes the analytical and numerical techniques that were used together

with the Nyström method and the singularity subtraction technique, as well as, the

details of the computational implementation.

Finally, Chapter 5 presents the studied problems, as well as numerical

results for the scalar flux for each one of them. Furthermore, computational details

and comparisons with data available in the literature are provided. In the last

chapter, considerations are made including perspectives on future work.
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2 THE PARTICLE TRANSPORT EQUATION

The transport equation was first introduced by Ludwig Boltzmann in

1872, in the kinetic theory of gases [28]. Its applications vary from the production

of electric energy to even medical applications, therefore, several numerical, and

computational studies involve this equation.

Such equation provides a quantitative description of the spatial, direc-

tional, energy, and temporal distribution of the particles in material media [24].

Hence, the unknown is a distribution function that depicts the temporal evolution

of the particle distribution. In the most general cases, seven independent variables

are required to describe the distribution of particles: three spatial coordinates, two

angles specifying the particle direction of travel, particle energy, and time [70].

In the case of uncharged particles, e.g., neutrons and photons, the trans-

port process is self-diffusion, i.e., a process in which the particles of interest diffuse

through a host or background medium, interacting randomly by way of collision

with the microscopic structure of the medium. For instance, diffusion of neutrons

through matter, in which the neutrons interact with the nuclei of the host material;

the penetration of light through an atmosphere, which involves the interaction of

photons with gas atoms or molecules.

In such a situation, the Boltzmann equation reduces to a linear trans-

port equation (or linear Boltzmann equation) [24,48,74]. It describes the relationship

between the mechanisms of loss and gain of particles in any given volume of a phase

space. Hence, it can be deduced from a particle balance performed in the phase space

of the problem. Properties and the derivation of the Boltzmann equation are not

going to be presented here. A complete study of its properties and formulation can

be found in the works of Pomraning [83], Bell and Glasstone [24], Duderstadt [48]

and Ganapol [51].
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Several derivations of the neutron transport equation exist, each one

with a particular mathematical property facilitating a class of solutions. Among

them are integral, even/odd parity, slowing down kernel, multiple collision, invariant

embedding, singular integral, Green’s function, and pseudo flux [51]. For example,

the multiple collision form is appropriate for highly absorbing media. The Green’s

function representation is best suited for highly heterogeneous 1-D plane media in

the multigroup approximation. [51].

In order to state the mathematical formulation for the neutron trans-

port equation, the following assumptions are made:

� Particles may be considered as points;

� Particles travel in straight lines between point collisions;

� Particle-particle interactions may be neglected;

� Collisions may be considered instantaneous;

� The material properties are assumed to be isotropic.

� The properties of nuclei and the compositions of materials are assumed

to be known and time-independent;

� Only the expected or mean value of the particle density distribution is

considered;

Over those assumptions at any time t, we use six variables to specify

the position of any particle in phase space: three position variables denoted by the

vector x, the kinetic energy E, and a unit vector Ω, which indicates the direction in

which the particle is traveling. With these variables we can define the distribution

function n(x,Ω, E, t), such that n(x,Ω, E, t)dV dΩdE is the number of particles in a

differential volume element dV about x traveling in the cone of directions dΩ about

Ω with energies between E and E + dE at time t.
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Also, it is conventional in linear transport theory to introduce the an-

gular flux, given by Ψ(x,Ω, E, t) = vn(x,Ω, E, t) where v is the particle speed. The

angular flux is particularly useful since it serves as a starting point for the calculation

of neutron reaction rates, flux moments, and other important quantities character-

izing the behaviour of neutrons in a medium. For most purposes, the direction that

the particles are traveling is irrelevant in calculating reaction rates. Thus, the scalar

flux is defined as the integral of the angular flux over all directions [70], i.e.,

Φ(x, E, t) =

∫
Ψ(x,Ω, E, t)dΩ. (2.1)

It represents the number of neutrons crossing through some arbitrary cross-sectional

unit area in all directions per unit of energy and time.

The time-dependent neutron transport equation (without delayed neu-

tron precursors), also called the linear Boltzmann equation, in its integro-differential

format, can be written as

1

v

∂Ψ(x,Ω, E, t)

∂t︸ ︷︷ ︸
(1)

+ Ω · ∇Ψ(x,Ω, E, t)︸ ︷︷ ︸
(2)

+σt(x, E)Ψ(x,Ω, E, t)︸ ︷︷ ︸
(3)

=

∫ ∞

0

∫
4π

σs(x,Ω
′ → Ω, E ′ → E)Ψ(x,Ω′, E ′, t)dΩ′dE ′︸ ︷︷ ︸

(4)

+
χp(E)

4π

∫ ∞

0

∫
4π

ν(E ′)σf (x, E
′)Ψ(x,Ω′, E ′, t)dΩ′︸ ︷︷ ︸

(5)

+S(x,Ω, E, t)︸ ︷︷ ︸
(6)

(2.2)

where χp(E) is the fission spectrum, that is, the average number of neutrons pro-

duced from fission that are born with energy in [E,E + dE], ν(E ′) is the average

number of neutrons released by fission induced by a neutron of energy E ′. σt(x, E)

and σf (x, E) are the macroscopic total cross section and the macroscopic fission

cross section, respectively. And, σs(x,Ω
′ → Ω, E ′ → E) is the the macroscopic

double differential scattering cross section.
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The term macroscopic arises from the recognition that it character-

izes the probability of neutron interaction in a macroscopic chunk of material (the

target), whereas the microscopic cross section characterizes the probability of inter-

action with only a single nucleus. Also, the macroscopic cross section is the product

of the microscopic cross section and the number density characterizing the material.

Hence, the macroscopic total cross section characterizes the probability of any in-

teraction with the material and the macroscopic differential scattering cross section

represents the probability of scattering from direction Ω′ and energy E ′ to direction

range ∆Ω and energy range ∆E [51].

The term (1) in Eq. (2.2) represents the time rate of change of particles

over the six dimensional “cube” of dimension dV, dΩ, dE. Terms (2) and (3) are loss

terms, that is, they mean particles that are been subtracted from the system. The

first represents the net leakage rate and the second the collision rate. The remaining

terms are related to the gain of particles. The first one, term (4), is linked with the

rate at which neutrons scatter into the cube. The fifth term is associated with

prompt fission neutrons that are produced in the cube, and the last term is the

source of particles.

A simplifying assumption that is often made is to ignore energy de-

pendence altogether, giving the so-called one-speed or monoenergetic form of the

transport equation. For this, it is considered that all neutrons can be characterized

by a single speed v or kinetic energy E = 1
2
mv2. Hence, there is no longer any

dependence on energy variable [24]. The steady-state case represents the situation

where there is no more rate of change of particles, i.e., leading to a stable condition

with no time dependence in the particle distribution. Thus, the term (1) is removed

from the equation.

A common assumption is that the macroscopic cross sections and/or

the source term do not exhibit angular dependence. In such instances, it’s described
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as isotropic when direction plays no role and anisotropic when there’s a directional

relation.

Therefore, considering the monoenergetic steady-state problem in a

nonmultiplying medium with anisotropic scattering and anisotropic source, the Boltz-

mann equation can be written as

Ω · ∇Ψ(x,Ω) + σt(x)Ψ(x,Ω) =

∫
S2

σs(x,Ω
′ · Ω)Ψ(x,Ω′) dΩ′ + S(x,Ω), (2.3)

where Ψ(x,Ω) stands for the angular flux of neutrons in a volume element dV , dΩ

is the incremental solid angle, x = (x1, x2, x3) is the position vector, Ω ∈ S2, S2 is

the two-dimensional unit sphere in R3, that is, Ω = (Ω1,Ω2,Ω3), Ω
2
1 + Ω2

2 + Ω2
3 = 1

where Ω is the direction of travel of the particles,

To solve the transport equation, the flux distribution entering across

the surface that surrounds V must be known. Therefore, boundary conditions must

be defined. However, such conditions depend on the problem being studied. Among

the boundary conditions, there is vacuum boundary condition, i.e., when the par-

ticles cross the boundary they no longer influence the domain. Albedo boundary

conditions, i.e., the incoming flux on a boundary is set equal to a known isotropic

albedo, times the outgoing flux on the same boundary in the direction corresponding

to spectral reflection. And reflective boundary condition, i.e., all particles passing

out of V over a surface increment return to V .

2.1 Solution Methods to the Transport Equation

The roots of the transport theory go back more than a century to

the Boltzmann equation, first formulated for the study of the kinetic theory of

gases [28]. However, much of the early development of this theory was stimulated

by astrophysical studies of radiant energy transfer in stellar or planetary atmospheres

[49].
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It was only with the advent of nuclear chain reactors in the 40s that

the interest in solving neutral particle transport problems in the broad range of

geometrical configurations found in nuclear reactors and radiation shielding appli-

cations aroused the interest of researchers. As a result, several analytical methods

for the solution of transport problems have been pursued since the 1940s [70]. Some

of these methods were described in reactor theory texts, and are also references for

new studies to date, for instance, [31,48,70,77].

In addition to the advancement of the mathematical community in the

search for analytical solutions, there was a rapid advance in computational process-

ing power. Which provided a change in the community, from problems with only

analytical solutions to the search for numerical solutions. Thus, it moved from prob-

lems that were limited to very idealized geometric configurations to more realistic

and applied problems using computational methods and trying to make the most

of the available computational power, in an attempt to produce the most accurate

solutions that reproduce the reality of the problems [31].

These numerical methods enable the replication of multiregion and

multi-dimensional transport challenges commonly encountered in analyzing nuclear

reactors, radiation shields, and other applications. Those methods are the history of

two different approaches, commonly called stochastic and deterministic. Stochastic

or Monte Carlo methods are based on a probabilistic interpretation of the trans-

port process and do not need the Boltzmann transport equation [63]. In contrast,

deterministic methods are based on discretizing the transport equation in each of

its independent variables, resulting in an algebraic system of equations, and then

solving this algebraic system [31].

Both methodologies were viewed as being incompatible and have been

developed independently because each approach has an advantage in certain prob-

lems. Thus, both methods have survived and matured. However, during the past

10 years, it has become fairly widely understood that hybrid methods, i.e., methods
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that combine aspects of both techniques, can be used to enhance the strengths and

overcome the weaknesses of the individual approaches. Although hybrid methods

are in the early stages of their development and implementation, when compared

with other classical methods, they have already demonstrated that they can yield

major improvements in efficiency and accuracy for complex problems [31].

The following subsections present aspects involving both methods, show-

ing the pros and cons as well as how those methods deal with problems with different

characteristics.

2.1.1 Probabilistic Methods

As stated above, stochastic methods do not need the Boltzmann trans-

port equation. Instead, they rely only on the detailed physics of interactions be-

tween individual neutrons and nuclei. In its simplest form, the Monte Carlo method

consists of simulating a finite number of particle histories through the use of a

pseudo-random number generator [70]. In each particle history, random numbers

are generated and used to sample appropriate probability distributions for scattering

angles, track length distances between collisions, and so on.

For instance, consider a fixed source problem in a nonmultiplying medium

with only capture and elastic scattering. Assuming that the problem is time-

independent, each history begins by sampling the source distribution to determine

the particle’s initial energy, position, and direction. After stochastically determining

the number of mean free paths the particle will travel before colliding, the material

region and point of collision are determined. By sampling cross section data, it is

determined with which nuclide the particle has collided and whether the collision is

a capture or a scattering reaction. If it is captured, the history is terminated, but if

it is scattering, the distribution of scattering angles must be sampled to give a new

direction. Then, in the case of elastic scattering, a new energy is determined by the
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conservation of energy and momentum. With the energy, position, and direction

after the collision thus specified the foregoing procedure is repeated for successive

collisions until the particle is absorbed or escapes from the system [70].

However, because the number of simulated particles, typically O(107), is

usually much smaller than the number of physical particles, approx. O(1015), Monte

Carlo simulations usually have orders of magnitude more statistical noise than the

actual physical process. This is an issue when such methods are used to estimate

rare events, like the response rate in a detector located far from a source [31].

In contrast, if the geometry of the problem and its cross sections are

known, then the results of the Monte Carlo simulation contain only statistical errors.

Therefore, by processing a sufficient number of Monte Carlo particles, it is possible

to reduce the probable statistical error below any specified level [31].

Monte Carlo methods are widely used because they are relatively easy

to implement, their ability to treat complex geometry with great fidelity, and their

ability to solve problems accurately with cross-sectional data that can have ex-

tremely complex energy dependence. However, Monte Carlo simulations can be

costly, both to set up and to run. For instance, to decrease the statistical error by a

factor of 10, it is necessary to increase the number of simulated particles by a factor

of 100 so it is computationally expensive [31].

Stochastic methods can be extended in a relatively straightforward

manner to complex three-dimensional configurations. On the other hand, they are

less efficient when the detailed distribution of a dependent variable, such as spatial

profiles of flux or power is required. The reason for this is that the flux or other

quantities are normally not calculated at a point. Rather the average of it is esti-

mated from the number of collisions, particle track lengths, or some other quantity

in some incremental volume ∆V∆Ω∆E of phase space. Hence, if one is looking for

a detailed spatial distribution of the scalar flux, the domain of the problem would
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have to be divided into many small ∆V and the flux estimated in each of these

cells. However, as the ∆V are taken smaller to improve the spatial resolution of the

results, the fraction of the number of particle histories contributing to the flux in

any one cell decreases rapidly [70].

Therefore, as mentioned previously, the stochastic methods present a

great advantage for being able to simulate complex problems in different geome-

tries. However, they also have some problems, such as the difficulties in providing a

detailed description of the flux and the high processing time.

2.1.2 Deterministic Methods

Unlike probabilistic methods that seek to simulate the history of several

particles and do not require an equation, deterministic methods are based on dis-

cretizing the Boltzmann equation in some of its independent variables, and solving

the resulting system of algebraic equations [31].

Several methods have been developed for the discretization of the Boltz-

mann equation over independent variables. For time-dependent problems, the most

common method for discretizing the time variable is the implicit, or backward Euler

method, due to its simplicity and robustness [106].

Of all the independent variables in the transport equation, the energy

variable E is the most problematic. The reason for this is that typically, the material

cross sections, and hence the particle flux itself, have an extraordinarily complex

energy dependence. For instance, if the energy grid should be chosen for which the

solution varies in energy from one grid point to the next by no more than about

15%, then for typical problems, millions of grid points in the energy variable would

be required [31].
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However, the multigroup method has been developed to deal with this

difficulty. This method requires specifying a set of multigroup cross sections, whose

values are determined by calculating integrals over the energy of the flux and the flux

times the cross section. The best specification of a multigroup cross section depends

on the given problem. Also determining accurate problem-dependent multigroup

cross sections is the most challenging and time-consuming aspect of deterministic

calculations. [31].

Among deterministic methodologies are discrete ordinates method, (or

SN) which is based on discretizing the angular variable and solving a system of

ordinary differential equations. Such discretization is made by approximating the

integral term in Eq. (2.3) by a numerical quadrature. However, this discretiza-

tion involves two main challenges: a good choice of discrete directions, for instance,

Gauss-Legendre e Gauss-Chebyshev quadrature [50], and an accurate treatment of

the spatial variable. After the angular discretization, a system of ordinary differ-

ential equations is created and must be solved. Several approaches can be used

for this, for example, Diamond Difference [15], Spectral Green Function [44], Arbi-

trarily High Order Transport [23], Finite Element Method [62], and Finite Volume

Methods [77].

However, discrete ordinates or discrete-ordinates like methods display

computational anomalies called ray effects. This is due to the discretization of the

angular variables along a few discrete characteristics, i.e., rays. So the solutions

contain spatial ripples that are not accounted for the physics of the problem [10,48].

This difficulty arises in problems that tend to have very different characteristics,

like those with very little if any scattering, and localized sources [70]. Therefore, it

was the subject of several researches at the beginning of the development of discrete

ordinate methods [65,66].

Due to this difficulty, some methods were developed, among them the

method proposed by Barrichello and Siewert, called Analytical Discrete Ordinates
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(ADO) [22]. Such method consists of constructing the homogeneous solution of the

associated problem in terms of separation constants and eigenfunctions, which are

defined by expressions involving eigenvalues and eigenvectors, the solution being

obtained analytically in the spatial variable [37]. Therefore, in this approach, the

solution of the transverse integrated one-dimensional equations are explicitly written

in terms of the spatial variables, and the general solutions are obtained from a

spectral method where the associated eigenvalue problem is of reduced order, to

only half of the number of discrete directions [38]. The ADO method has proved

to be very efficient in solving multidimensional transport problems as described

in [20,21,23,38,82,100].

Differently from the discrete ordinates technique, integral methods are

based on integrating the angular dependence from the transport equations. For

isotropic scattering, the result is an integral equation in space variables only. This

leaves one to deal with the scalar flux and, in some cases, the expected number of

particles crossing cell boundaries [10].

The positive aspect of such methods is that by integrating the angular

dependence one can in principle treat the angular variable with high accuracy, that

is, the results will not change due to the ray effect. However, the treatment of the

spatial variables leads to dense matrices which result in severe limitations on the

number of spatial grid points that can not be treated due to limitations in computer

memory and runtime. Therefore, for most practical problems, it is necessary to use

iterative methods to calculate solutions, since the calculation of the inverse of a

matrix is computationally expensive and, sometimes, infeasible [55].

Among the integral methods, two methodologies that provided good

results can be highlighted: the Synthetic Kernel method [4, 5, 45, 46, 99] and, more

recently, the Nyström method [13, 29, 30, 89]. The Synthetic Kernel method, or

SKN , [3, 10, 94] relies on approximating the integral transport kernels by a sum of

diffusion-like kernels that preserve spatial moments of the kernels, i.e., replacing
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the kernels which are generally integral functions by Gaussian summation over the

integration parameter [10].

The Nyström method was developed by Evert Johannes Nyström in

1930 [80]. The method consists of replacing the integral operator by a quadrature

numerical scheme, producing a linear system to be solved. In 1975 and 1976, Tsai

and Loyalka [71,73] drew attention to the application of the Nyström method with

the singularity-subtraction technique to the integral formulation of the transport

equation in a seminal series of notes discussing the best way to solve the neutron

transport equation at those times.

In recent works, the Nyström method has been applied to solve trans-

port problems in different geometries. The one-dimensional case of the transport

equation, considering homogeneous domain and semi-reflective boundary conditions,

was solved by Dalmolin et al. [40]. The solution to this problem in two-dimensional

Cartesian geometry was presented by Azevedo et al. [13] and by Sauter et al. [89].

The first work presented the numerical solution for the transport integral equation

with a vacuum boundary condition, while the second generalizes to semi-reflective

boundary conditions.

In addition, several results in cylindrical geometry were published by

Bublitz et al. using the same technique [29,30]. The first work presented results for

the infinitely long axisymmetric cylinder case, and the last one for the finite cylinder

case, both with isotropic scattering.

2.1.2.1 Nyström Method

The transport equation, in its integral formulation, is a Fredholm equa-

tion of the second kind [24], which is a type of equation whose analytical solutions are

rarely possible to obtain [10]. As a way of seeking a numerical result for transport

problems, the Nyström method can be applied to this equation. This subsection
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presents the main idea of the method for a generic Fredholm equation, the develop-

ment of it for the transport equation will be presented in the following chapter.

The Nyström method [80], consists of approximating the integral over

a domain by a selected numerical quadrature scheme [43,84]. That is,

∫ b

a

K(t, s)ϕ(s)ds =
N∑
j=1

wjK(t, sj)ϕ(sj) (2.4)

where {wj}Nj=1 are the weights and {sj}Nj=1 are the nodes of the numerical quadrature

scheme. This method is commonly applied to Fredholm equations [92].

An inhomogeneous Fredholm equation of the second kind is given by

ϕ(t) = y(t) + λ

∫ b

a

K(t, s)ϕ(s)ds (2.5)

or, in operational notation, (1−λL)ϕ = y, where L is the integral operator of (2.5).

This operator equation has a solution ϕ whenever the operator 1− λL is invertible

and this inversion may be done in different functional spaces [13]. Therefore, by

applying the Nyström method in the Fredholm equation, the following linear sys-

tem with N variables is produced and its solution provides the function ϕ in the

quadrature points sj.


1− λw1K(s1, s1) −λw2K(s1, s2) · · · −λwNK(s1, sN)

−λw1K(s2, s1) 1− λw2K(s2, s2) · · · −λwNK(s2, sN)
...

...
. . .

...

−λw1K(sN , s1) −λw2K(sN , s2) · · · 1− λwNK(sN , sN)




ϕ(s1)

ϕ(s2)
...

ϕ(sN)

 =


y(s1)

y(s2)
...

y(sN)


(2.6)

However, in many cases, the kernel K of the integral operator has sin-

gularity along the line t = s. This singularity can cause noises during numerical

computation, generating incorrect results. Therefore, a simple strategy to deal with

the singularity is the singularity-subtraction technique [43, 84], which consists of
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rewriting the integral operator as∫ b

a

K(t, s)ϕ(s)ds =

∫ b

a

K(t, s)[ϕ(s)− ϕ(t)]ds+ ϕ(t)

∫ b

a

K(t, s)ds. (2.7)

Doing this, the first term on the right side of the previous equation

is now regular at t = s, that is, provided that the original integral existed in the

Riemann sense. Due to the fact that, it is less singular than the original form, since

ϕ(s) − ϕ(t) = 0 over the assumed singular point. Then, the Nyström method can

be applied to expand the integral and produce a linear system, which is similar

to the one presented in Eq. (4.11). Yet, even with the removal of the singularity,

the integral of the kernel needs to be calculated. However, in some cases, it has

an analytical representation, which makes possible for it to be rewritten based on

equations that are already known and easy to compute [34]. Otherwise, it is possible

to continue the subtraction process further in a systematic way, to smooth out the

equation.
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3 MATHEMATICAL FORMULATION OF

THE PROBLEM

Considering the monoenergetic steady-state problem in a nonmultiply-

ing medium with isotropic scattering and isotropic source, the Boltzmann equation

can be written as

Ω · ∇Ψ(x,Ω) + σt(x)Ψ(x,Ω) =
σs(x)

4π

∫
S2

Ψ(x,Ω′)dΩ′ + S(x), (3.1)

where x = (x1, x2, x3) ∈ D×R, D = [0, a]× [0, b], Ω is the direction-of-flight vector,

a unit vector (|Ω| = 1), in the unit sphere in S2, and ∇Ψ(x,Ω) = ∂Ψ
∂x1

i⃗+ ∂Ψ
∂x2

j⃗. S(x)

is the internal isotropic neutrons source term defined in [0, as] × [0, bs], and σt(x)

and σs(x) are the total and scattering macroscopic cross sections, respectively.

The multi-region case is considered, so the domain D is decomposed

as the union of almost disjoint regions Ri, i.e., the interiors of the rectangles are

disjoint, as represented in Figure 3.1. Furthermore, the functions σt(x) and σs(x)

are constant inside each rectangle Ri.

To complete the statement of the problem, we impose vacuum boundary

conditions on the right and top boundaries of the domain and reflective boundary

conditions on the left and bottom boundaries of the domain. Such a spatial con-

figuration was proposed and used in several works [8, 15, 73]. Mathematically the

boundary conditions are given by

Ψ(x,Ω) = βΨ(x,Ω′), n · Ω < 0, x ∈ ∂D × R. (3.2)

Here, β = 0 if x is on the right or top boundaries and β = 1 if x is on the bottom

or left boundaries. And, Ω′ is the reflection angle corresponding to an incident

angle of Ω on the boundary, n is the outer unit normal vector, n · Ω = −n · Ω′ and

(Ω× Ω′) · n = 0 [70].
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Figure 3.1: Representation of domain D, where the Ri’s are regions of D, and S is

the internal isotropic source.

3.1 Integral formulation

In this section, the integral formulation for the problem established

at the beginning of this chapter is presented. First, the auxiliary case where the

boundaries do not have reflection is considered. Later, the more general situation

involving two reflective boundaries is examined.

3.1.1 Integral formulation for the basic problem

Representing the right-hand side of Eq. (3.1) as Q(x) and applying the

method of characteristics [24, 35, 77] it is possible to obtain the following represen-

tation for the unknown Ψ(x,Ω):

Ψ(x,Ω) =

∫ s(x,Ω)

0

Q(x− rΩ)e−
∫ r
0 σt(x−sΩ)dsdr, (3.3)

where s(x,Ω) = sup
s>0

{s : x− sΩ ∈ D × R}.
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By using the previous equation and the definition of scalar flux, Eq.

(2.1), it can be rewritten as

Φ(x) =
1

4π

∫
S2

∫ s(x,Ω)

0

Q(x− rΩ)e−
∫ r
0 σt(x−sΩ)dsdrdΩ. (3.4)

Applying the change of variables y = x − rΩ and using the volume element in

spherical coordinates, dy = r2drdΩ, the following expression is derived:

Φ(x) =
1

4π

∫
D×R

Q(y)
e−Λ(x,y)

|x− y|2
dy (3.5)

=
1

4π

∫ ∞

−∞

∫
D

Q(y)
e−Λ(x,y)

|x− y|2
dy (3.6)

=
1

2π

∫ ∞

0

∫
D

Q(y)
e−Λ(x,y)

|x− y|2
dy, (3.7)

where the function Λ : D ×D → R+ is given by

Λ(x,y) = |x− y|2
∫ 1

0

σt ((1− t)x+ ty)dt (3.8)

with |x− y|2 =
√
(x1 − y1)2 + (x2 − y2)2.

Note that Λ(x,y) essentially represents a linear interpolation, that is,

we are evaluating σt(x) along a segment between two points. In this case, for a given

fixed point x, the integral in Eq. (3.8) evaluates the σt values along the segment

that connects x to y, where y is the integration variable over the entire domain D.

Defining the cosine of the elevation angle η as

η =

√
(x1 − y1)2 + (x2 − y2)2√

(x1 − y1)2 + (x2 − y2)2 + (x3 − y3)2
=

|x− y|2
|x− y|

, (3.9)

the expression (3.7) is rewritten as

Φ(x) =
1

2π

∫ 1

0

∫
D

Q(y)
e−

Λ(x,y)
η√

1− η2|x− y|2
dy1dy2dη (3.10)

=
1

2π

∫
D

Q(y)

|x− y|2

∫ 1

0

e−
Λ(x,y)

η√
1− η2

dηdy1dy2 (3.11)

=

∫
D

Q(y)k(x,y)dy, (3.12)
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where

k(x,y) =
1

2π

1

|x− y|2

∫ 1

0

e−
Λ(x,y)

η√
1− η2

dη. (3.13)

This last equation, Eq. (3.13), is named kernel of the integral. How-

ever, transforming integrals into known forms using tabulated functions enhances

computational efficiency and accuracy by simplifying complex calculations and us-

ing precomputed values. One of the known functions are the Bickley-Naylor func-

tions [26,27], which can be defined in different ways, as presented by Altaç [2]. The

first order Bickley-Naylor function can be defined by

Ki1(r) =

∫ 1

0

e
−r
x

√
1− x2

dx. (3.14)

Using the previous equation, is possible to simplify Eq. (3.13) as

k(x,y) =
1

2π

Ki1(Λ(x,y))

|x− y|2
. (3.15)

Defining the integral operator Lg over a function f as follows

(Lgf)(x) =

∫
D

f(y)k(x,y)dy (3.16)

and using the definition of Q(x), the scalar flux can be expressed as

Φ = Lg (σsΦ + S) , (3.17)

which is equivalent to

(1− Lgσs)Φ = LgS. (3.18)

This operational equation has a solution Φ whenever the operator 1−

Lgσs is invertible. Due to the fact that ∥Lgσs∥ < 1 in L2(D) and L∞(D) spaces,

when σs < σc, where σc is the inverse of the largest eigenvalue of Lg in L2(D) [13,105],

the operator is invertible and this last equation can be rewritten as

Φ = (1− Lgσs)
−1LgS. (3.19)
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3.1.2 Integral formulation for the general problem

In order to deal with the general problem, which consists of the case

where the bottom and the left boundary are reflective, the same approach used for

the basic problem can be applied. Using a mirror technique and expanding the

domain beyond the original boundaries it is possible to deal with such case. Figure

3.2 represents the new domain.

Considering a fixed point x in D the scalar flux in x is calculated

through an integral in y in which the integration domain is the entire domain and its

reflections, see Eqs. (3.10) and (3.15). Therefore, the contribution of the reflection

of the point y through the bottom and the left boundary for x can be calculated

using as reference the point y’. Also, notice that the distance d1 traveled inside the

region R1 is the same as d′1 inside the region R′
1 which is the reflection of R1, so it

has the same characteristics. The same idea can be applied to the distance d2 but

now inside of R′
2.

Figure 3.2: The expanded domain for the general problem.
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Consequently, for each of the points of a mesh in the domain D, the

contribution of each of the other points of the extended domain must be calculated.

However, due to the singularity when x and y are in the same region, it is necessary

to give it an effective treatment in order to produce more accurate results. Such

analysis will be described in the following chapter.
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4 NUMERICAL TECHNIQUES AND

IMPLEMENTATION

As a way to produce more accurate results, several analytical and nu-

merical techniques were combined in the code developed in this work. Among them

are the refinement of the domain in subregions, the singularity-subtraction tech-

nique, the choice of a numerical quadrature, the Neumann series, the change of vari-

able over Bickley-Naylor function, and a clipping distance technique. This chapter

presents and discusses those computational methods and strategies in the following

sections.

4.1 Subregions

This concept of subregions is based on the idea of refining each part

of the domain into NR × NR smaller regions, as shown in Figs. 4.1a - 4.1c. The

original domain is said NR = 1 due to the fact that there is only one interval in each

region, as represented in Fig. 4.1a. Each region in Fig. 4.1a can be divided into four

regions, as represented in Fig. 4.1b. These new regions inherit the characteristics

of their respective region in Fig. 4.1a, and, it is said that NR = 2 for this domain.

The domain can also be divided into more regions, as represented in Fig. 4.1c where

NR = 5, i.e., the region segment was divided into 5 segments, and so on for any

desired amount of subregions.

The advantage of using subregions is twofold, firstly the new integration

regions are smaller, which speeds up the numerical process considering that precise

integration over large domains has a high computational cost. Second, the numerical

quadrature type and the amount of quadrature points can be chosen specifically for

each mesh. Thus, subregions can have their meshes refined without the need to

increase the number of points in the entire domain, named submeshes. Decreasing
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(a) NR = 1. (b) NR = 2. (c) NR = 5.

Figure 4.1: Representation of the division of domain D into NR ×NR subregions.

the number of points in regions where there is no need for such fine refinement,

consequently decreases the computational time.

In addition to the number of subregions into which each domain is

divided, another variable was created in order to provide greater precision and au-

tomate the construction of quadrature schemes for each subregion. Such a variable

called ∆, is related to the number of points in each submesh. Thus, each subregion

has its own mesh, called a submesh, which is of size Ni ×Ni, base on the following

equation.

Ni = 1 + wN

⌈
(length)i ·∆ · σtR

wN

⌉
(4.1)

where Ni is the amount of points in i direction (x or y direction), wN is the order

of a quadrature rule, (length)i is the length of the subregion in the i direction and

σtR is the total macroscopic cross section of the region R.

Note that the number of points depends on the total macroscopic cross

section of the region, thus, the larger the cross section, the greater the number of

points in that region. Therefore, the choice of a ∆ depends on the characteristics of

the problem, such as domain size and cross-sections, as well as the desired numerical

precision. More details will be discussed in Chapter 5, Numerical Results.
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4.2 Singularity-subtration technique over a numerical

quadrature

Although the kernel of the integral operator Lg, Eq. (3.16), has been

redefined using the Bickley-Naylor equation, forming the expression presented in

Eq. (3.15), it still has singularity whenever x = y. That is, for a point x ∈ D,

the integral operator Lg works on the kernel integrating over the entire domain D,

so, at some point, the integral will pass through the point x, which will make the

denominator equal to zero. Thus, it will create a singularity and numerical errors

may occur.

Therefore, the singularity removal technique, discussed in Session 2.1.2.1,

can be applied here as a way to obtain better results. Furthermore, due to the ad-

ditivity property of the integral and the use of subregions, described in the previous

section, instead of applying an integration over the entire domainD, this domain can

be divided into multiple smaller subregions, and operate with the removal technique

only in the region where x is located.

Hence, the operator Lg over any function q(x) can be expanded as the

following equation.

(Lgq)(x) =

∫
D

k(x,y)q(y)dy (4.2)

=
∑

R∈D:x/∈R

∫
R

k(x,y)q(y)dy +
∑

R∈D:x∈R

∫
R

k(x,y)(q(y)− q(x))dy

+ q(x)
∑

R∈D:x∈R

∫
R

k(x,y)dy. (4.3)

The first term on the right side of Eq. (4.3) represents the contribution

of all the regions except for the regions where x is located. The contribution for the

region where x is located is given by the second and the third terms. For instance,

considering the case presented in Figure 4.1a, the first term computes all the regions

Ri, for i = 1, 2, 3, 4, except for Ri where the x is, which is computed by the other
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components. Besides that, notice that a point x can be in one, two, or four regions

at the same time, for example, on the border between R1 and R2, or even in the

center of the domain. Therefore, the amount of terms in each sum varies depending

on x, so this must be taken into account during computational implementation.

In order to calculate numerically the integrals in Eq. (4.3), the Nyström

method can be used. As previously described, the first part of such a method consists

of replacing the integral of the equation by a selected numerical quadrature scheme.

Applying such approach, the previous equation can be written as

(Lgq)(xij) =
∑

R∈D:xij /∈R

∑
xij ̸=xlm

wlmk(xij, xlm)q(xlm)

+
∑

R∈D:xij∈R

∑
xij ̸=xlm

wlmk(xij, xlm)(q(xlm)− q(xij))

+ q(x)Kij (4.4)

where xlm and wl,m, 1 ≤ l ≤ N and 1 ≤ m ≤ N , are nodes and weights of a

numerical quadrature, respectively, and

Kij =
∑

R∈D:xij∈R

∫
R

k(xij,y)dy (4.5)

where the integrand is the same as Eq. (3.15).

4.3 Numerical quadrature

As a way of establishing a numerical quadrature that did not use ex-

treme points, we chose to construct a numerical quadrature, of order 4, with equally

spaced nodes, but with the first and last nodes at a distance of half the step from the

extremes. The idea of using a different spacing for the extreme nodes comes from

the fact that, although the distance to the extremes is h/2, the distance between

the last and first nodes continues to be h.
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To calculate the weights wi of this quadrature, we can write the La-

grange polynomials at each of these nodes. Each Lagrange polynomial Li(x) is

defined for a set of points x0, ..., xn, where each Li(x) is constructed to equal 1 at

point xi and 0 at all other points xj, with j ̸= i. This means that Li(x) reaches the

maximum value at the corresponding sampling point and is zero elsewhere, ensuring

that each point has its unique contribution to the interpolation of the function. The

general form of a Lagrange polynomial is:

Li(x) =
n∏

j=0
j ̸=i

x− xj

xi − xj

(4.6)

where the product is calculated over all j except i, and n is the total number of

points minus one.

Consider the construction of this quadrature in the interval [0, 1]. So

five nodes are x0 =
h
2
,x1 =

3h
2
,x2 =

5h
2
,x3 =

7h
2
, and x4 = 1− h

2
. Also, h = 1

5
. Thus,

the Lagrange polynomials are given by:

L0(x) =
625x4

24
− 125x3

2
+

2575x2

48
− 155x

8
+

315

128
(4.7a)

L1(x) = −625x4

6
+

1375x3

6
− 1025x2

6
+

1145x

24
− 105

32
(4.7b)

L2(x) =
625x4

4
− 625x3

2
+

1625x2

8
− 375x

8
+

189

64
(4.7c)

L3(x) = −625x4

6
+

375x3

2
− 325x2

3
+

185x

8
− 45

32
(4.7d)

L4(x) =
625x4

24
− 125x3

3
+

1075x2

48
− 55x

12
+

35

128
(4.7e)

Once the Lagrange polynomials have been determined, they can be integrated over

the interval [0, 1] to find the respective quadrature weights. That is, integrating each

of the previous equations, Eq. (4.7), in the previously chosen interval, we produce

the respective weights wi, which are:

w0 =
1375
1152

w1 =
125
288

w2 =
335
192

w3 =
125
288

w4 =
1375
1152
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Thus, the integral over a function f , using the newly defined quadra-

ture, can be expressed as∫ 1

0

f(x)dx =
5

1152
h(275f(x0)+100f(x1)+402f(x2)+100f(x3)+275f(x4)), (4.8)

where xi and h are as previously defined.

4.4 Neumann Series

The Neumann series, named after the mathematician Carl Neumann,

originated in 1877 within the realm of potential theory [103]. It serves as a founda-

tional concept in functional analysis, particularly in the study of linear operators.

It forms the basis of the Liouville-Neumann series, which is used to solve Fredholm

integral equations [92].

A Neumann series is a mathematical series of the form
∞∑
k=0

T k

where T is an operator and T k := T k−1 ◦ T its k times repeated application.

This series provides a systematic approach to approximate solutions

for equations involving linear operators, contributing significantly to various fields

of mathematics and its practical applications. One of its properties states: Suppose

T is a bounded linear operator on the normed vector space X. If the Neumann

series converges in the operator norm, then Id−T is invertible and its inverse is the

series:

(Id− T )−1 =
∞∑
k=0

T k (4.9)

where Id is the identity operator in X.

Remember that scalar flux is represented by Eq. (3.18), i.e.,

(1− Lgσs)Φ(x) = LgS(x). (4.10)
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Thus, the approximated scalar flux in a mesh point can be obtained by

solving the linear system

(1− Lgσs)Φ(xij) = (LgS)(xij) (4.11)

or

Φ(xij) = (1− Lgσs)
−1(LgS)(xij). (4.12)

The discrete version of (Lg)(xij) produces a large matrix, which can

increase processing time and lead to problems with computational storage. Thus,

in order to avoid those situations, iterative methods can be used as an alternative

to direct solvers. Iterative methods attempt to solve linear systems by progressively

iterating over an initial guess until a stopping criterion is achieved. These methods

are more efficient in terms of memory usage and computational resources when

compared to direct solvers, since they only require the storage of intermediate results

at each iteration, rather than the complete solution matrix.

Thus, as (1−Lgσ) is invertible [13], the iterative process of the Neumann

Series was chosen due to its stability and low memory cost [92, 104]. In this case,

the scalar flux at each point of a mesh can be written as

Φ(xij) = (1− Lgσs)
−1(LgS)(xij) (4.13)

=
∞∑
n=0

σn
sL

n
g (LgS)(xij)

≈
M∑
n=0

σn
s T

n
ij(xij) +

σM+1
s σc

1− σsσc

TM
ij , (4.14)

where

T 0
ij =

∑
R∈D:x/∈R

∫
R

k(x,y)S(y)dy +
∑

R∈D:x∈R

∫
R

k(x,y)(S(y)− S(x))dy +S(xij)Kij.

(4.15a)
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T n+1
ij =

∑
R∈D:xij /∈R

∑
l,m

wlmk(xij, xlm)T
n
kl

+
∑

R∈D:xij∈R

∑
xij ̸=xlm

wlm

[
T n
lm − T n

ij

]
k(xij,xlm) + T n

ijKij, n ≥ 0 (4.15b)

where,

Kij =
∑

R∈D:xij∈R

∫
R

1

2π

Ki1(Λ(xij,y))

|xij − y|2
, (4.16)

and 1/σc is approximated by the Rayleigh quotient [105]

1/σc ≈
〈
TM−1
ij , TM

ij

〉〈
TM−1
ij , TM−1

ij

〉 , (4.17)

with ⟨u,v⟩ being the inner product of functions in L2 space.

Furthermore, as can be seen in Eq. (4.14), the i-th term of the series

must be multiplied by σs, raised to the i-th power. Thus, as the number of terms

increases, the exponent increases, and the smaller the σs value is, the faster the

series converges. Therefore, the lower the σs value, the fewer terms in the series are

needed. Using this idea, it is possible to estimate how many series terms are needed

for convergence and produce an efficient code.

Although this iterative process provides the scalar flux only at mesh

points, the following equation can be used in order to approximate the flux at any

point of the medium using the values already computed. This interpolation was

derived from Eq. (4.11) using the operator discretization described in Eq. (4.4).

Φ(x) =
A+B

C
(4.18)

where

A =
∑

R∈D:x/∈R

σR
s

∑
i,j

wijk(x, yi,j)Φ(yij) +
∑

R∈D:x∈R

σR
s

∑
ij,x ̸=yij

wi,jk(x, yij)Φ(yij) (4.19)

B =
∑

R∈D:x/∈R

∑
i,j

wijk(x, yij)S(yij) +
∑

R∈D:x∈R

∑
ij,x ̸=yij

wijk(x, yij)(S(yij)− S(x))

+ S(x)
∑

R∈D:x∈R

∫
R

k(x,y)dy (4.20)
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C = 1 +
∑

R∈D:x∈R

σsR

∑
ij,x ̸=yij

wijk(x, yij)−
∑

R∈D:x∈R

σsR

∫
R

k(x,y)dy (4.21)

where σsR is the scattering macroscopic cross sections of the region of the respective

summation.

4.5 Change of variable over Bickley-Naylor function

Although it was possible to write a representation for the scalar flux

by an iterative method using the Neumann series, it is still necessary to compute

the sum in Eq. (4.14) using Eqs. (4.15a) and (4.15b). Furthermore, although the

integrals have been expanded by numerical quadratures, the term Kij, defined in

Eq. (4.16), continues to depend on a two-dimensional numerical integration. That

is,

Kij =
∑

R∈D:xij∈R

∫
R

1

2π

Ki1(Λ(xij,y))

|xij − y|2
dy. (4.22)

However, some simplifications can be made to avoid two-dimensional

integration. For simplicity, we omit the fraction 1
2π

and consider the case where xij

is inside R. For xij on the border, the same method can be applied, with some

simplifications. Therefore, consider the following integral, which, as can be seen, is

equivalent to the previous one in the case where sigma is constant in the region.

∫
R

Ki1(|xij − y|2)
|xij − y|2

dy. (4.23)

Defining the polar coordinate system by taking x1 − y1 = r cos θ and

x2 − y2 = r sin θ, the area element becomes dy = rdrdθ. For an interior node, the

medium is divided into four triangular regions, as shown in Figure 4.2. Then we can

define the following trigonometric relations.
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Figure 4.2: Schematic for polar integration.

ζ1 = tan−1

(
d

b

)
ϕ1 = tan−1

(c
b

)
ρ1 =

b

cos θ
(4.24)

ζ2 = tan−1
(a
d

)
ϕ2 = tan−1

(
b

d

)
ρ2 =

d

cos θ
(4.25)

ζ3 = tan−1
( c
a

)
ϕ3 = tan−1

(
d

a

)
ρ3 =

a

cos θ
(4.26)

ζ4 = tan−1

(
b

c

)
ϕ4 = tan−1

(a
c

)
ρ4 =

c

cos θ
(4.27)

Additionally,
∫ r

0
Ki1(t)dt = Ki2(0)−Ki2(r). Thus,

∫
R

Ki1(|xij − y|2)
|xij − y|2

dy =
4∑

k=1

∫ ζk

−ϕk

∫ ρk

0

Ki1(r)drdθ =
4∑

k=1

∫ ζk

−ϕk

[Ki2(0)−Ki2(ρk)] dθ

(4.28)

However, another change of variable can be applied to simplify this

last integral. Thus, considering the case where k = 1, and using that u = b tan θ,

du = b
cos2 θ

dθ, and cos2 θ = b2

b2+u2 , it is possible to write the first term of the sum of
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Eq. (4.28), as∫ ζ1

−ϕ1

[Ki2(0)−Ki2(ρ1)] dθ =

∫ tan−1( d
b
)

− tan−1( c
b
)

[
Ki2(0)−Ki2

(
b

cos θ

)]
dθ (4.29)

=

∫ d

−c

[
Ki2(0)−Ki2

(√
b2 + u2

)] b

b2 + u2
du (4.30)

Using the same methodology for the other terms, Eq. (4.28) can be

expressed as∫
R

Ki1(|xij − y|2)
|xij − y|2

dy =

∫ d

−c

[
Ki2(0)−Ki2

(√
b2 + u2

)] b

b2 + u2
du (4.31)

+

∫ a

−b

[
Ki2(0)−Ki2

(√
d2 + u2

)] d

d2 + u2
du (4.32)

+

∫ c

−d

[
Ki2(0)−Ki2

(√
a2 + u2

)] a

a2 + u2
du (4.33)

+

∫ b

−a

[
Ki2(0)−Ki2

(√
c2 + u2

)] c

c2 + u2
du. (4.34)

Although these changes may seem insignificant as they are just variable

changes. Performance tests were carried out as a way to compare processing time

before and after the changes. For this, tests were simulated with meshes of size

N × N , with N varying from 256 to 4096, over the region [0, 1] × [0, 1]. The tests

consisted of randomly choosing an x in R and calculating the integral form, Eq.

(4.23), and the polar form, Eq. (4.31), for points on the previously specified mesh,

those points are y values. Five simulations were carried out for each mesh size, and

the average times for serial and parallel processing are presented in Table 4.1.

As can be seen, the use of parallelism in the code provided considerable

time saving, reducing computational time by approximately 16 times when compared

to serial implementation. Furthermore, when we compared the integral formulation

with the polar formulation, 10 times better performance was observed, that is, a

saving of 90% in processing time.

Furthermore, when we compare the integral formulation in serial and

the polar formulation in parallel, we have a processing saving of around 165 times.

39



Table 4.1: Comparison of average processing time in seconds of serial and parallel

calculation of Kij using the integral and polar form.

N ×N N = 256 N = 512 N = 1024 N = 2048 N = 4096

Sea Pb Se P Se P Se P Se P

Integral form -

Eq. (4.23)
2.60 0.16 10.6 0.63 42.5 2.64 167.76 10.87 675.63 43.87

Polar form -

Eq. (4.31)
0.26 0.01 0.96 0.06 3.85 0.25 15.5 1.07 65.1 4.08

a Serial implementation time.

b Parallel implementation time with OpenMP.

Therefore, it is safe to say that both the use of variable changes and parallelization

are essential to obtain better computational time performance.

4.6 Clipping distance technique

Clipping, in the context of computer graphics, refers to removing the

portion of the model that resides outside the horizontal and vertical bounds of the

viewing area and outside the specified near and far depth bounds [25]. That is,

clipping is a method to selectively enable or disable rendering operations within a

defined region of interest. Mathematically, clipping can be described as a rendering

algorithm that only draws pixels in the intersection between the clip region and the

scene model, i.e., lines and surfaces outside the view volume are removed.

Clip regions are commonly specified to improve render performance. A

well-chosen clip allows the renderer to save time by skipping calculations related to

pixels that the user can not see. Pixels that will be drawn are said to be within the

clip region. Pixels that will not be drawn are outside the clip region.
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Here, the same idea was used to determine which regions interfere nu-

merically with each other region. First, analyze the operator Lg presented in Eq.

(3.16), which is defined by the integration of the kernel k(x,y) over the domain D,

presented in Eq. (3.15). For a fixed value of x, it is necessary to integrate the entire

domain D, covering values of y in D. Thus, when performing numerical integra-

tion, the domain must be discretized into a numerical quadrature and the kernel

must be calculated along this quadrature. So, for each value of x in this numerical

quadrature, the y value must go through each of the mesh values.

However, as the kernel is dependent on the Ki1 values and the distance

between x and y, if the ratio between these two is close to zero, then the contribution

of this mesh point y to x is insignificant. In this way, when using the subregions

technique, the domain D can be divided into NR×NR subregions, and thus individ-

ually evaluate the importance of each subregion. If the value of the kernel k(x,y)

from x in a Rij subregion to the vertices of the Rkl subregion is less than a specified

tolerance, then the Rkl subregion is discarded and not computed throughout the

code for the Rij mesh.

Mathematically, we are expanding the integral between each subregion,

i.e.,

(Lgf)(x) =

∫
D

f(y)k(x,y)dy =

∫
R00

f(y)k(x,y)dy +

∫
R01

f(y)k(x,y)dy

+

∫
R02

f(y)k(x,y)dy + ...+

∫
RNRNR

f(y)k(x,y)dy

(4.35)

and then, evaluating individually each kernel k(x,y) for each point x.

As a way of verifying the effectiveness of using this technique, cases with

two different tolerances and four different numbers of subregions were simulated.

The tolerance, named tol, means that if k(x,y) is less than the tolerance, then the

compared subregion will not be calculated when calculating x in the specific region.
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In order to illustrate this process, figures for each of the situations were

created. The region where x is, is highlighted in red, regions highlighted in gray

are the ones removed from the calculation, i.e., do not affect the numerical result of

the region in red, and the regions in white are the ones that were preserved. Such

figures can be compared with Figure 3.2, which presents the reflection of the domain

D. Therefore, there is a reflection of the domain on a central line both vertically

and horizontally.

When considering tol = 0, we are considering all subregions as influ-

ential. This way, all subregions are painted white. However, when considering

tol = 10−1 and tol = 10−2, we have a significant change in the influential regions, by

increasing the number of subregions. Figure 4.3a to 4.4d illustrates these changes

side-by-side.
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Figure 4.3: Clipping technique simulations, domain 10 cm by 10 cm, with different

tolerance for NR = 1 and 2.
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Figure 4.4: Clipping technique simulations, domain 10 cm by 10 cm, with different

tolerance for NR = 5 and 10.

As can be seen, although there is no difference when comparing domains

with few subregions, Figures 4.3a and 4.3b, it is observed in Figures 4.3c and 4.3d

that when increasing the number of subregions, a greater number of subregions is

used to compute the numerical value of the cell in red. The same continues to occur,

increasing the number of subregions even further, as seen in Figures 4.4a to 4.4d.
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Thus, by increasing the number of subregions and decreasing tolerance,

it is possible to cover a greater number of influential regions. On the other hand,

the greater the number of influential regions calculated, the greater the processing

time and computational effort.

Therefore, it is necessary to find a balance between both, seeking to

eliminate the largest number of non-influential regions, but also preserving the nu-

merical result, so as not to remove influential areas. A more in-depth discussion

about the number of subregions and the tolerance will be done in Chapter 5 - Nu-

merical Results, for each of the problems studied.

4.7 Implementation details

Although the algorithm essentially consists of calculating the sums in

Eq. (4.14) using the iterative procedure with Eqs. (4.15a) and (4.15b), the tech-

niques described previously were used to speed up the code and produce more ac-

curate results. The following steps were considered:

1. Create NR × NR subregions over the domain D and assign for every

subregion the corresponding values for σs, σt and S;

2. Assign a quadrature scheme to each subregion created in the previous

item based on the input ∆ and quadrature type selected, creating the

submesh;

3. Calculate the clipping distance technique between the subregions and

evaluate the tabulate necessity for each mesh. Excluding unnecessary

subregions;
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4. Tabulate Kij and T 0
ij, Eqs. (4.16) and (4.15a), respectively, where the

regions of integration are the squares defined in item 1 and the values

of x are those defined in item 2;

5. Build and tabulate the terms of Neumann series, see Eq. (4.14), using

the terms calculated in steps 1-4;

6. Compute the scalar flux at all points of the submeshes defined in item 2

with Eq. (4.14) using the previously tabulated items and the Rayleigh

quotient, Eq. (4.17);

7. Compute the average scalar flux in each region and, if necessary, use

the interpolation formula to calculate specific points outside the mesh

grid.

The numerical results were produced by algorithms implemented in

C++ 11.4, along with auxiliary libraries such as GSL Library - GNU Scientific

Library Free Software Foundation 2.7.1 [54] and Cubature Library 1.0.3 [61].

GSL Library was mainly used to calculate the integrals for the change

of variables, presented in Eq. 4.31. For that, the adaptive Gauss-Kronrod 21-point

integration rule (gsl integration qag) was used, where the relative error limit was

defined as 10−10. This precision was chosen because it was possible to calculate the

scalar flux with relative errors of the order of 10−9 or less.

Cubature Library is an adaptive multidimensional integration of vector-

valued integrands via the Genz-Malik algorithm designed by the Ab-Initio Physics

Research Group at the Massachusetts Institute of Technology. Cubature proved to

be extremely efficient in integrations described in item 4 and has been routinely

used by the research group due to its accuracy and computational efficiency.

OpenMP 5.2 [75] is an API (Application Programming Interface) that

allows the distribution of activities to each of the threads of the same CPU in a
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shared memory computer. So, the tasks were dynamically distributed among the

threads. Thus, as soon as a thread finishes processing a job, it already receives

another job so there is no idle thread. By doing so, we can make the most of the

CPU we are using to calculate, and significantly reduce computational time.

This tool was used when calculating the distances between the meshes,

item 3, which allowed each mesh to be distributed to a thread, which was in charge

of checking the distance from the others and excluding sub-meshes that were not

necessary. Furthermore, it was also possible to use parallelism during the tabulation

of the terms presented in item 4. There are no dependencies between the terms and

routines like Cubature and GSL integration can be parallelized, and thus obtain a

significant time saving.

Additionally, OpenMP was used to minimize the computational run-

ning time spent on computing the terms of the Neumann Series, Eq. (4.14). This

calculation was completely parallelized. The mesh could only be divided over the

cores of a CPU because there is no dependence from any term of this iteration, just

from the terms of the previous iteration, as can be noticed in Eq. (4.15b) where the

term T n+1 depends only on T n. Thus, for a given term n of the Neumann series,

this vector was partitioned and distributed among the threads, so that they were all

always busy. However, it is necessary to synchronize the threads in the vector end

due to the need to use the n term of the series to calculate the n+ 1 term.
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5 NUMERICAL RESULTS

This chapter presents the numerical results obtained using the methods

and procedures described in the previous chapters for six problems already reported

in the literature.

The first five problems studied here have a domain format similar to

that shown in Figure 3.1, i.e., an internal source in the lower left corner, defining the

region named R1, followed by the other regions named R2 to R4, which have their

sizes varying depending on the size of the domain and source. The last problem

studied has a different geometry, having 4 regions, with three different properties.

Its format will be presented later. Additionally, all problems consider the reflection

only on the lower and left boundary. The upper and right borders are considered to

be vacuum type.

The first two problems are test problems and aim to evaluate the ef-

fectiveness and performance of the method in homogeneous problems in a domain

1 cm by 1 cm. Problem 3 aims to evaluate the method in a larger domain, 10 cm

by 10 cm, but in this case in a heterogeneous domain. This also allows us to check

the code performance when dealing with a domain with different properties.

Problem 4, studies the case in a domain with even larger dimensions,

30 cm by 30 cm, but again a homogeneous case. The study of a problem with

these characteristics aims to analyze the computational difficulties in calculations

involving larger domains, which require a greater amount of mesh refinement, and

a greater computational effort when compared to previous problems.

Problem 5 maintains the same structure as the previous case, but now

in a heterogeneous domain. The idea of this case is to compare the effort required

to go from a homogeneous case to a heterogeneous one. And if it is possible to
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achieve the same numerical precision as in the previous problem, using the same

refinements.

Finally, Problem 6 studies a case completely different from the others,

with a domain 100 cm by 100 cm, divided into 4 regions with 3 of these having differ-

ent properties. This allows us to analyze the performance for large domains, and the

effectiveness of the method when dealing with problems in different characteristics

and scattering and absorption with different orders of magnitude.

Furthermore, the number of subregions NR is directly related to ∆

because increasing the number of subregions reduces the size of each subregion,

which reduces its quadrature, Eq. (4.1). Therefore, the values of ∆ for each problem

are directly linked to the size of the domain, and were chosen in order to build a

mesh fine enough that convergence can be obtained, but also that it is possible to

obtain the results in less than one hour. The more refined the mesh, the greater

the number of points and the longer the processing time. Also, all problems were

solved using the quadrature methodology presented in subsection 4.3 - Numerical

quadrature.

The number of terms in the Neumann series was defined based on the

change of the tenth decimal digit. If the terms of the series are changing the scalar

flux by less than ten decimal places, the terms continue to be calculated. Otherwise,

the series is considered to have converged, and the terms are no longer calculated.

All times presented here refer to wall time and were obtained by aver-

aging the times of at least three repetitions. The computer used has an Intel Core

i7 - 14700K 5.6 GHz processor (28 threads) and 32 GB of RAM DDR5 6000MHz,

and to measure time, the function omp get wtime was used.

By convention, the result obtained considering tolerance 0 (tol = 0),

i.e., not excluding any subregion, will be referred to as the solution to the problem.
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This will be presented before the simulations with changes in tolerances, which will

be compared with this solution using the relative error.

The units of measurement adopted are: the length of domain in cm,

the internal source measured in cm−3s−1, Φ, σs, and σt are, respectively, cm
−2s−1,

cm−1, and cm−1.

5.1 Problem 1

This is a homogeneous problem that was set by Tsai and Loyalka [101],

who studied it using integral methods. The domain is a square with unitary length,

a = b = 1 cm, and a spatially constant square source of unit strength in the lower

left corner with size 0.52 cm, i.e., as = bs = 0.52 cm. Also, the total macroscopic

cross section is 1.0 cm−1, and several values for the scattering macroscopic cross

sections were chosen according to those already presented in the literature.

This problem was also studied in several works such as Altaç and

Spinrad [3] using SKN , Altaç and Tekkalmaz [8] using N − SKN method, and

Barichello et al. [19] using ADO method and Arbitrarily High Order Transport

method (AHOT). However, they present numerical accuracy of only one or two dec-

imal places or present the results in graphs, which makes numerical comparisons

unfeasible.

For this problem, ∆ = 10 was chosen, and the number of subregions

NR ranged from 1 to 10. Also, 15 terms of the Neumann series were used for cases

in which σs is less than 1, and 30 for the latter. The justification for this choice is

that it was possible to generate results with the precision of two to three decimal

places with only NR = 1 and with a computational time of less than 0.2 seconds,

for all cases, when compared at points.
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Tables 5.1 - 5.5 list numerical results for the scalar flux evaluated at

x = y = 0.5, x = y = 0.7 and x = y = 0.98, considering several values of σs, tol = 0,

and compare it with the results presented by Tsai and Loyalka [101], Altaç and

Spinrad [3] and Barichello [19]. Besides that, the results produced were compared

with the code produced by Sauter et al. in [89]. This article studied two-dimensional

problems in homogeneous domains with reflection in four boundaries of the square

and presented good numerical precision.

Table 5.1: Comparison of the scalar flux at specific points and the average of flux

in different locations of Problem 1 with ∆ = 10 and tol = 0, i.e., a = b = 1.0 cm,

as = bs = 0.52 cm, σt = 1.0 cm−1 and σs = 0 cm−1.

Location NR = 1 NR = 2 NR = 5 NR = 10
Tsai and

Loyalka [101]

Altaç and

Spinrad [3]

Sauter

et al. [89]

x = 0.5 2.4271e-1 2.4271e-1 2.4271e-1 2.4271e-1 2.4271e-1 2.405e-1 2.4271e-1

x = 0.7 7.4228e-2 7.4228e-2 7.4228e-2 7.4228e-2 7.4296e-2 7.743e-2 7.4228e-2

x = 0.98 2.9367e-2 2.9367e-2 2.9367e-2 2.9367e-2 2.9371e-2 2.992e-2 2.9367e-2

R1 4.4043e-1 4.3982e-1 4.3964e-1 4.3962e-1 4.2641e-1

R2 and R3 1.2837e-1 1.2865e-1 1.2873e-1 1.2875e-1 1.2718e-1

R4 6.3333e-2 6.3329e-2 6.3328e-2 6.3328e-2 6.3531e-2

Note: y = x.

Table 5.2: Comparison of the scalar flux at specific points and the average of flux

in different locations of Problem 1 with ∆ = 10 and tol = 0, i.e., a = b = 1.0 cm,

as = bs = 0.52 cm, σt = 1.0 cm−1 and σs = 0.05 cm−1.

Location NR = 1 NR = 2 NR = 5 NR = 10
Tsai and

Loyalka [101]

Barichello

et al. [19]

Sauter

et al. [89]

x = 0.5 2.5067e-1 2.5046e-1 2.5038e-1 2.5042e-1 2.5053e-1 2.43e-1∗ 2.5044e-1

x = 0.7 7.8377e-2 7.8315e-2 7.8271e-2 7.8284e-2 7.8362e-2 7.8e-2∗ 7.8278e-2

x = 0.98 3.1012e-2 3.0937e-2 3.0952e-2 3.0937e-2 3.0931e-2 3.1e-2∗ 3.0924e-2

R1 4.5275e-1 4.5214e-1 4.5197e-1 4.5195e-1 4.3837e-1

R2 and R3 1.3421e-1 1.3449e-1 1.3457e-1 1.3458e-1 1.3294e-1

R4 6.6733e-2 6.6725e-2 6.6724e-2 6.6724e-2 6.6936e-2

the best result presented in the article. Note: y = x.
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Table 5.3: Comparison of the scalar flux at specific points and the average of flux

in different locations of Problem 1 with ∆ = 10 and tol = 0, i.e., a = b = 1.0 cm,

as = bs = 0.52 cm, σt = 1.0 cm−1 and σs = 0.1 cm−1.

Location NR = 1 NR = 2 NR = 5 NR = 10
Tsai and

Loyalka [101]

Barichello

et al. [19]

Sauter

et al. [89]

x = 0.5 2.5919e-1 2.5877e-1 2.5860e-1 2.5868e-1 2.5891e-1 2.53e-1∗ 2.5872e-1

x = 0.7 8.2879e-2 8.2749e-2 8.2656e-2 8.2684e-2 8.2774e-2 8.1e-2∗ 8.2670e-2

x = 0.98 3.2799e-2 3.2639e-2 3.2671e-2 3.2639e-2 3.2622e-2 3.3e-2∗ 3.2612e-2

R1 4.6586e-1 4.6525e-1 4.6508e-1 4.6506e-1 4.5108e-1

R2 and R3 1.4050e-1 1.4078e-1 1.4086e-1 1.4087e-1 1.3914e-1

R4 7.0418e-2 7.0407e-2 7.0405e-2 7.0405e-2 7.0626e-2

the best result presented in the article. Note: y = x.

Table 5.4: Comparison of the scalar flux at specific points and the average of flux

in different locations of Problem 1 with ∆ = 10 and tol = 0, i.e., a = b = 1.0 cm,

as = bs = 0.52 cm, σt = 1.0 cm−1 and σs = 0.5 cm−1.

Location NR = 1 NR = 2 NR = 5 NR = 10
Tsai and

Loyalka [101]

Altaç and

Spinrad [3]

Barichello

et al. [19]

Sauter

et al. [89]

x = 0.5 3.5773e-1 3.5507e-1 3.5391e-1 3.5441e-1 3.5589e-1 3.5761e-1 3.55e-1∗ 3.5469e-1

x = 0.7 1.3836e-1 1.3731e-1 1.3656e-1 1.3678e-1 1.3705e-1 1.4445e-1 1.32e-1∗ 1.3668e-1

x = 0.98 5.4919e-2 5.3575e-2 5.3840e-2 5.3578e-2 5.3413e-2 5.4950e-2 4.7e-2∗ 5.3357e-2

R1 6.1166e-1 6.1113e-1 6.1097e-1 6.1095e-1 5.9255e-1

R2 and R3 2.1526e-1 2.1548e-1 2.1554e-1 2.1555e-1 2.1281e-1

R4 1.1563e-1 1.1558e-1 1.1557e-1 1.1557e-1 1.1591e-1

* the best result presented in the article. Note: y = x.

Table 5.5: Comparison of the scalar flux at specific points and the average of flux

in different locations of Problem 1 with ∆ = 10 and tol = 0, i.e., a = b = 1.0 cm,

as = bs = 0.52 cm, σt = 1.0 cm−1 and σs = 1.0 cm−1.

Location NR = 1 NR = 2 NR = 5 NR = 10
Tsai and

Loyalka [101]

Altaç and

Spinrad [3]

Sauter

et al. [89]

x = 0.5 6.9354e-1 6.8451e-1 6.8024e-1 6.8197e-1 7.1530e-1 6.8741e-1 6.8305e-1

x = 0.7 3.5125e-1 3.4611e-1 3.4246e-1 3.4356e-1 3.7577e-1 3.4482e-1 3.4303e-1

x = 0.98 1.4065e-1 1.3373e-1 1.3507e-1 1.3374e-1 1.4692e-1 1.3302e-1 1.3264e-1

R1 1.0672 1.0667 1.0665 1.0665 1.0344

R2 and R3 4.8224e-1 4.8225e-1 4.8226e-1 4.8227e-1 4.7588e-1

R4 2.8782e-1 2.8761e-1 2.8756e-1 2.8755e-1 2.8829e-1

Note: y = x.
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The results are in agreement with those presented by other papers in,

at least, two decimal figures. In addition to the numerical results for some specific

points, the tables present the average scalar flux in each of the regions of the domain.

This data was not found in the literature.

As can be seen in the tables, the convergence is guaranteed regardless of

σs values. It is also observed that when running the simplest problem, with NR = 1,

two to three decimal figurs of precision are obtained. Thus, bigger meshes are only

needed when greater precision is desired.

Furthermore, the results are the same as those produced by the code

of Sauter et al. [89], for the listed value of x. The difference occurs only when the

average of each region is calculated. A justification for this is due to the fact that

the mesh calculated using Sauter’s code, 513 points, may not be fine enough to

accurately calculate the average.

As a way to verify the efficiency of the clipping technique, new results

were generated using 10−1 as tolerance. For values smaller than this, there were no

effects as no mesh was removed. Therefore, Table 5.6 presents the largest relative

error obtained among the average scalar flux in the regions when compared with

the values presented in the Tables 5.1 - 5.5. The processing time for each case and

the number of removed subregions, for multiple values of σs, NR, and tol is also

presented.
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Table 5.6: Computational time, relative error and number of removed subregions

for different σs, tolerances and number of subregions - Problem 1.

σs tol NR = 1 NR = 2 NR = 5 NR = 10

σs = 0 cm−1

tol = 0

error 0 0 0 0

time (s) 0.17 0.16 1.65 24.76

removed 0 0 0 0

tol = 10−1

error 0 0 4.3298e-3 8.8709e-3

time (s) 1.53 0.23 1.46 22.03

removed 0 180 18088 351900

σs = 0.05, 0.1,

0.5 cm−1

tol = 0

error 0 0 0 0

time (s) 0.16 0.54 11.97 377.13

removed 0 0 0 0

tol = 10−1

error 0 2.2924e-3 9.8996e-3 1.5274e-2

time (s) 0.09 0.33 8.17 334.98

removed 0 180 18088 351900

σs = 1.0 cm−1

tol = 0

error 0 0 0 0

time (s) 0.17 1.62 18.87 767.07

removed 0 0 0 0

tol = 10−1

error 0 5.7660e-3 1.9181e-2 2.6486e-2

time (s) 0.16 1.79 15.78 671.72

removed 0 180 18088 351900

As can be seen, when we compare the relative error for a fixed σs value,

changing the tolerance, we have an error of the order of 10−3. However, there is a

gain in computational time, which varies from 12% to 14% for the largest meshes.

It is worth mentioning that the number of removed subregions presented refers to

the total number, not for a specific region. The gain is related to the high volume

of subregions removed, more than 350 thousand meshes for the case NR = 10.
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In addition, notice that the processing time for the case with scattering

cross section equal to one is always greater than the ones with smaller scattering.

This is due to the fact that each of the terms of the series is always multiplied

by the powers of σs, see Eq. (4.14). Thus, as the number of terms increases, the

exponent increases, and the smaller the σs value is, the faster the series converges.

However, when σs = 1 cm−1, the coefficient does not decrease as the number of

terms increases, thus, a greater number of terms are needed for convergence. This

has a major impact on processing time, as the most time consuming process is the

calculation of the terms of the Neumann series, which represents approximately 96%

of the processing time for the largest meshes.

The contour lines shown in Figure 5.1 provide an insight into the dis-

tribution of the scalar flux across the domain. The Figures 5.1a and 5.1b present

the flux for Problem 1 with σs = 0.1 cm−1 and σs = 1 cm−1, respectively. As can

be noticed, in both problems the further away from the source the lower the flux

is. Besides that, note that the decrease is faster in the problem with σs = 0.1 cm−1

than with σs = 1 cm−1, this is due to the fact that the scattering of particles is

smaller in the first one than in the latter.

In addition, Figure 5.2 presents the value of the scalar flux in the diag-

onal of the domain for several values of σs. It is possible to observe an inflection in

the flux when x = 0.52, because, from then on, the points are outside the source of

the problem, and the flux is influenced only by the particles that leave it.
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Figure 5.1: Distribution of scalar flux along the domain for two cases of Problem 1:

a = b = 1.0 cm, as = bs = 0.52 cm, σt = 1.0 cm−1.
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a = b = 1.0 cm, as = bs = 0.52 cm, σt = 1.0 cm−1 and σs = 0 to 1.0 cm−1.
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5.2 Problem 2

This problem has the same geometry as the previous one, but a smaller

source. Therefore, this problem consists of a homogeneous square domain with sides

a = b = 1 cm, with a source S(x, y) = 1.0 cm−3s−1 in the region [0, 0.5] × [0, 0.5],

i.e., as = bs = 0.5 cm, and the total cross section is σt = 1.0 cm−1. Also, it

was considered the isotropic scattering case, where two values of the macroscopic

scattering section were treated: in the first case σs = 0.3 cm−1, and σs = 0.9 in the

second case.

This problem was first proposed by Barichello et al. in [23], presenting

results produced using the ADO and AHOT methods. However, some results were

left out of this publication and were later presented in [21]. The latter, in addition

to presenting new results, also reformulated the old ones giving more numerical

precision.

In addition to these, Cromianski et al. [38], presented a study regarding

the auxiliary equations that must be used in the ADO method in order to close the

system and allow its solution. In such work, the authors proposed and analyzed

approximations by constant, linear, and exponential functions. The results obtained

are in agreement with those already presented by other nodal methods, in particular,

those already presented in [21].

Tables 5.7 and 5.8 list numerical results for the average scalar flux in

each of the regions of the domain, using ∆ = 10, NR ranging from 1 to 10, and

tol = 0.
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Table 5.7: Comparison of the average scalar flux in each region of Problem 2: a =

b = 1.0 cm, as = bs = 0.5 cm, σt = 1.0 cm−1, σs = 0.3 cm−1 and ∆ = 10, and

tol = 0.

Region NR = 1 NR = 2 NR = 5 NR = 10
Barichello

et al. [23]

Barichello

et al. [21]

R1 5.1394e-1 5.1341e-1 5.1325e-1 5.1323e-1 5.1322e-1 5.1130e-1

R2 and R3 1.6270e-1 1.6297e-1 1.6305e-1 1.6306e-1 1.6345e-1

R4 8.3828e-2 8.3805e-2 8.3800e-2 8.3800e-2 8.5345e-2

Table 5.8: Comparison of the average scalar flux in each region of Problem 2: a =

b = 1.0 cm, as = bs = 0.5 cm, σt = 1.0 cm−1, σs = 0.9 cm−1 and ∆ = 10, and

tol = 0.

Region NR = 1 NR = 2 NR = 5 NR = 10
Barichello

et al. [23]

Barichello

et al. [21]

R1 8.8943e-1 8.8901e-1 8.8887e-1 8.8885e-1 8.8661e-1 8.8766e-1

R2 and R3 3.7365e-1 3.7379e-1 3.7384e-1 3.7385e-1 3.7360e-1 3.7391e-1

R4 2.1775e-1 2.1762e-1 2.1759e-1 2.1758e-1 2.1887e-1 2.1904e-1

Note that the numerical results are in agreement with those already

reported in other works by, at least, two significant figures. Furthermore, the results

show a smooth convergence, and with the finest mesh, it is possible to obtain 2 to

3 digits of precision.

To evaluate the effectiveness of the clipping method, experiments were

conducted with a tolerance set at 10−1. In cases where values are smaller than this,

no change was observed as no subregions were eliminated. Table 5.9 displays the

maximum relative error observed across all regions in comparison to the data listed

in the previous tables, Tables 5.7 and 5.8. Also, the computational time for each
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case and the number of removed subregions, considering different settings for σs,

NR, and tol are presented.

Table 5.9: Computational time, relative error and number of removed subregions

for different σs, tolerances and number of subregions - Problem 2.

σs tol NR = 1 NR = 2 NR = 5 NR = 10

σs = 0.3 cm−1

tol = 0

error 0 0 0 0

time (s) 0.14 0.33 6.88 248.83

removed 0 0 0 0

tol = 10−1

error 0 1.1119e-3 5.4337e-3 1.0855e-2

time (s) 0.10 0.30 6.24 226.87

removed 0 140 16192 330232

σs = 0.9 cm−1

tol = 0

error 0 0 0 0

time (s) 0.18 0.43 16.07 630.76

removed 0 0 0 0

tol = 10−1

error 0 4.2125e-3 1.4305e-2 2.2078e-2

time (s) 0.17 0.39 12.95 559.40

removed 0 140 16192 330232

As mentioned previously, even with the use of coarse meshes such as

NR = 1 and NR = 2, it is already possible to obtain 2 to 3 digits of precision, in a

short time, less than a second, as shown in Table 5.6. Once again we can see a gain

in computational time when removing unnecessary subregions, gaining 9% to 12%

of processing time.

However, as analyzed previously, the convergence of the Neumann series

for the second case is slower because σs is close to 1 cm−1. Thus, 25 terms of the

series were needed for the second case, while for the first case, only 15 terms were

sufficient.
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5.3 Problem 3

The first heterogeneous media problem analyzed here was proposed by

Azmy [15] and later studied by Mello and Barros [42] and Barichello et al. [20, 21].

The geometry follows the same as the previous case, except that for this problem

we consider a larger internal domain and source, being: a = b = 10.0 cm, and

as = bs = 5.0 cm and the source S(x, y) = 1.0 cm−3s−1 is located in section R1.

Continuing in the source section, σt = 1.0 cm−1 and σs = 0.5 cm−1, while for all

other regions, R2 to R4, σt = 2.0 cm−1 and σs = 0.1 cm−1.

The average scalar flux for this problem with ∆ = 2 and tol = 0 is

presented in Table 5.10. The results presented in the literature were produced by

already consolidated methods, such as LN by Azmy [15], Mello and Barros [42] used

the SGF-ExpN method and Barichello et al. [20, 21] used ADO-Nodal method.

Table 5.10: Average scalar flux for each region with ∆ = 2 in Problem 3: a = b =

10.0 cm, as = bs = 5.0 cm, σt = 1.0 cm−1 and σs = 0.5 cm−1 in R1 while for all

other regions, σt = 2.0 cm−1 and σs = 0.1 cm−1.

Region NR = 1 NR = 2 NR = 5 NR = 10 Azmy [15]
Mello and

Barros [42]

Barrichello

et al. [21]

R1 1.6879 1.6877 1.6853 1.6851 1.676 1.676 1.6840

R2 and R3 4.0049e-2 4.0050e-2 4.0176e-2 4.0465e-2 4.159e-2 4.161e-2 4.0663e-2

R4 1.8033e-3 1.8032e-3 1.7773e-3 1.7739e-3 1.992e-3 1.993e-3 1.8259e-3

It can be observed that the results produced for R1,R2 and R3 are in

agreement with those already presented by the authors and are converging as the

number of subregions increases. Also, note that by choosing NR = 1 it is already

possible to ensure two to three decimal places of precision for three regions, with a

low computational cost.
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Table 5.11 displays the maximum relative error observed across all re-

gions in comparison to the data listed in the previous table, Table 5.10. Also, the

computational time for each case and the number of removed subregions, considering

different settings for NR and tol are presented.

Table 5.11: Computational time, relative error and number of removed subregions

for different tolerances and number of subregions - Problem 3.

tol NR = 1 NR = 2 NR = 5 NR = 10

error 0 0 0 0

tol = 0 time (s) 1.26 1.95 15.55 453.58

removed 0 0 0 0

error 3.6276e-3 7.9499e-2 2.9972e-1 4.6609e-1

tol = 10−1 time (s) 0.45 0.43 0.81 10.00

removed 156 3612 154916 2505188

error 3.6276e-3 4.8510e-2 1.0581e-1 1.9247e-1

tol = 10−2 time (s) 0.47 0.41 3.18 16.50

removed 156 3404 147692 2431804

error 3.6276e-3 1.2132e-2 2.8782e-2 5.8358e-2

tol = 10−3 time (s) 0.46 2.72 1.81 31.68

removed 156 3308 139356 2321792

error 1.8599e-3 1.5138e-3 6.9700e-3 1.3331e-2

tol = 10−4 time (s) 0.78 0.72 5.01 43.88

removed 100 2744 128020 2157184

error 1.6636e-7 9.8824e-5 1.2788e-3 2.6552e-3

tol = 10−5 time (s) 0.67 1.09 3.11 64.92

removed 68 2260 114988 1970856

As reported in previous cases, the removal of subregions that reach a

specific minimum tolerance has resulted in a significant gain in computational time.
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When comparing the processing time, for the case for NR = 10 when no removal is

made, tol = 0, and the case with tol = 10−1, it is possible to reduce the processing

time by 98%, going from 453 seconds to 10 seconds. This time reduction is due to

the removal of more than 2.5 million subregions considered unnecessary.

However, a relative error of 4.66×10−1 is observed, and an absolute

error of the order of 0.12. Thus, although there is a gain in processing time, there is

a loss in the numerical result for the scalar flux. This is due to the fact that a large

number of meshes with low importance are being removed, which causes spurious

errors.

The same event can be observed when comparing the results of non-

removal meshes with the ones with tol = 10−2. This presents a significant time

reduction of 96%, but a relative error of 1.9×10−1 and an absolute error of 0.02,

which is considered significant. However, when considering an even lower tolerance,

both errors decrease drastically, presenting numerical differences only in the third

decimal place, with 93% less time processing for tol = 10−3.

Thus, we can observe that an increase in the number of removed subre-

gions, although it seems beneficial for reducing time, has as a counterpoint a larger

numerical error in the scalar flux. On the other hand, using a smaller tolerance, for

example, tol = 10−5, has a gain in precision, but also an increase in time.

Therefore, the choice of tolerance used is extremely important for the

search for quick and accurate results. In this case, it is considered that using

tol = 10−3 is more advantageous than the others. Since increasing it presents larger

errors, and decreasing it presents a greater computing time, and an accuracy not

proportional to the time spent.

As a way to check the numerical accuracy when increasing the ∆ value,

a new problem was simulated with ∆ = 10. The results for this case are presented

in Table 5.12, as well as with its computational time.
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Table 5.12: Average scalar flux and processing time for each region with ∆ = 10 in

Problem 3: a = b = 10.0 cm, as = bs = 5.0 cm, σt = 1.0 cm−1 and σs = 0.5 cm−1 in

R1 while for all other regions, σt = 2.0 cm−1 and σs = 0.1 cm−1.

Region NR = 1 NR = 2 NR = 5 NR = 10 Azmy [15]
Mello and

Barros [42]

Barrichello

et al. [21]

R1 1.6851 1.6851 1.6851 1.6851 1.676 1.676 1.6840

R2 and R3 4.0538e-2 4.0543e-2 4.0544e-2 4.0544e-2 4.159e-2 4.161e-2 4.0663e-2

R4 1.7738e-3 1.7738e-3 1.7738e-3 1.7738e-3 1.992e-3 1.993e-3 1.8259e-3

time (s) 475 716 1474 3086

As can be seen when comparing Tables 5.12 with Tables 5.10 and 5.11.

When using ∆ = 10, we have a high refinement of the mesh, which implies an

increase in computational time, almost 7 times more. However, a greater numerical

precision was not observed, as the greater refinement presented the same numerical

result. Thus, it is observed that increasing the mesh size with the intention of

obtaining better results may not always be a good strategy, since the gain in precision

sometimes does not outweigh the increase in processing time.

Also, due to the scalar flux being close to zero in the region R4, catas-

trophic cancellations may be happening which makes it extremely difficult to accu-

rately compute exact values in that region. As can be seen in Figure 5.3, as well as

physically expected, the further away from the source, the smaller the scalar flux.

In addition, note that the decay in the flux close to the source is relatively large,

thus, along the domain, a large number of points has a very small flux and numerical

handling becomes complicated.

Figure 5.3 provides insight into the distribution of scalar flux across the

domain. Note that the flux distribution within the region R1, where the internal

source is located, slowly decreases. As can be seen, close to the edge of the source,

the flux is equal to 1.0 neutron.cm−2s−1. However, just a few millimeters to the right

there is a sharp decay in a short distance, as it can be observed that the flux drops to

0.5 neutron.cm−2s−1 on the outside of the source and faster to 0.2 neutron.cm−2s−1.
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Nonetheless, note that the flux in the regions R2, R3 and R4 assume

values close to zero, so any change in a point can cause noise in the average of the

region. Thus, precision in integrations and tabulations must be taken into account

for this type of problem.
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Figure 5.3: Contour lines of the scalar flux for Problem 3: a = b = 10.0 cm,

as = bs = 5.0 cm, σt = 1.0 cm−1 and σs = 0.5 cm−1 in R1 while for all other regions,

σt = 2.0 cm−1 and σs = 0.1 cm−1.

5.4 Problem 4

This problem has the same characteristics as Problem 2, but a new

configuration of the domain structure. The idea of analyzing this problem comes

from the fact that it makes it possible to evaluate the effectiveness of the clipping

technique on a larger and homogeneous domain.

This problem consists of a homogeneous square domain with sides

a = b = 30 cm, with a small source S(x, y) = 1.0 cm−3s−1 in the region [0, 10]×[0, 10]

( as = bs = 10 cm), and the total cross section is σt = 1.0 cm−1. Also, it was con-

sidered the isotropic scattering case, where two values of the macroscopic scattering
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section were treated: in the first case σs = 0.3 cm−1, and σs = 0.9 in the second

case.

This problem was proposed by Cromianski et al. in [38]. As previously

presented, in such work the ADO method was used and approximations of transverse

leakage terms by constant, linear, and exponential functions were proposed and

analyzed as a way to complete the linear system of the method. However, the

averages for some regions for the case σs = 0.3 cm−1 were not presented in the work

and it was not possible to find any reference in the literature.

Tables 5.13 and 5.14 list the numerical results for the average scalar

flux in each of the regions of the domain, using ∆ = 2, tol = 0, and NR ranging

from 1 to 10 and for σs = 0.3 cm−1 and σs = 0.9 cm−1, respectively.

Table 5.13: Average scalar flux for each region with ∆ = 2 in Problem 4: a = b =

30.0 cm, as = bs = 10.0 cm, σt = 1.0 cm−1 and σs = 0.3 cm−1.

Region NR = 1 NR = 2 NR = 5 NR = 10
Cromianski

et al. [38]

R1 1.3435 1.3435 1.3432 1.3428 1.3420

R2 and R3 2.0708e-2 2.0707e-2 2.0778e-2 2.0733e-2

R4 5.4338e-4 5.4339e-4 5.4242e-4 5.4134e-4

Table 5.14: Average scalar flux for each region with ∆ = 2 in Problem 4: a = b =

30.0 cm, as = bs = 10.0 cm, σt = 1.0 cm−1 and σs = 0.9 cm−1.

Region NR = 1 NR = 2 NR = 5 NR = 10
Cromianski

et al. [38]

R1 8.3294 8.3260 8.3210 8.3242 8.3160

R2 and R3 3.9030e-1 3.9015e-1 3.9025e-1 3.9052e-1 3.9400e-1

R4 2.6319e-2 2.6319e-2 2.6375e-2 2.6410e-2 2.6920e-2
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As can be seen, for the first case, using NR = 1, it is already possible to

obtain a 2-digit approximation to the values presented by Cromianski et al [38] in

R1. Unfortunately, the values for the other regions were not found in the literature.

The same happens for the second case, in which we have a convergence

of the values presented. As well as a difference only in the third significant digit

with the values presented in the literature.

Table 5.15 presents the values of computational time, relative error

when compared with the values presented in previous tables, and the number of

meshes removed.

As presented in Problem 3, it is observed that the exaggerated removal

of subregions causes strong numerical imperfections in the scalar flux. For the first

case, with σs = 0.3 cm−1, comparing the largest of the meshes, for the case of

tol = 0 and tol = 10−1, the absolute error between them is of the order of 0.06,

with a reduction of 97% in processing time. When analyzing the same situation,

but for σ = 0.9 cm−1, a reduction from 3065 seconds to approximately 15 seconds

is observed, a reduction of more than 200 times. However, the numerical error

here for the average scalar flux is from the correct 8.324 to 6.284. This last value

does not match the reality of the problem. So, obviously, necessary meshes are

being removed inappropriately. The same happens by reducing the tolerance to

tol = 10−2, numerical results far from the reality of the problem are being obtained.

Thus, once again the use of tolerances of the order of tol = 10−3 and

tol = 10−4 are more recommended for problems in larger domains. It is also observed

that the difference in computational time for these tolerances is more than 20 times

less than the time without removal. This is because more than 2 million non-

influential subregions are being removed, and even so, obtaining numerical precision

and expected scalar flux for the problem.
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Table 5.15: Computational time, relative error and number of removed subregions

for different σs, tolerances and number of subregions - Problem 4.

σs tol NR = 1 NR = 2 NR = 5 NR = 10

σs = 0.3 cm−1

tol = 0

error 0 0 0 0

time (s) 5.45 9.46 46.99 383.05

removed 0 0 0 0

tol = 10−1

error 4.3947e-5 8.1848e-3 2.0959e-1 3.3761e-1

time (s) 1.39 0.96 1.28 9.09

removed 156 3612 156636 2535036

tol = 10−2

error 4.3947e-5 8.1848e-3 4.5750e-2 1.0342e-1

time (s) 1.37 0.94 1.486 10.86

removed 156 3612 153916 2496736

tol = 10−3

error 4.3947e-5 8.1848e-3 7.9481e-3 3.0917e-2

time (s) 1.37 0.99 2.19 12.69

removed 156 3612 148612 2453536

tol = 10−4

error 4.3947e-5 2.2500e-4 1.7987e-3 6.2956e-3

time (s) 1.47 1.20 2.55 15.82

removed 156 3260 144336 2385052

σs = 0.9 cm−1

tol = 0

error 0 0 0 0

time (s) 43.22 69.08 374.61 3065

removed 0 0 0 0

tol = 10−1

error 4.4607e-5 1.0361e-2 3.5627e-1 5.8107e-1

time (s) 10.24 4.33 3.50 15.36

removed 156 3612 156636 2535036

tol = 10−2

error 4.4607e-5 1.0361e-2 7.1633e-2 1.5782e-1

time (s) 8.75 4.35 4.94 25.68

removed 156 3612 153916 2496736

tol = 10−3

error 4.4607e-5 1.0361e-2 1.0511e-2 4.5682e-2

time (s) 8.95 4.52 10.58 38.62

removed 156 3612 148612 2453536

tol = 10−4

error 4.4607e-5 1.8990e-4 2.1174e-3 8.1779e-3

time (s) 9.15 6.64 12.70 62.56

removed 156 3260 144336 2385052
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Again, the difference in processing time, for cases with different σs, is

due to the number of terms in the Neumann series. As explained previously, the

closer σs is to 1, the more terms in the series are needed. For this problem, only

15 terms were needed for the first case, and 120 terms for the second case. Such

quantities were necessary to ensure convergence of at least 6 decimal places.

Therefore, processing the terms in the series proved to be costly in

computational time. Table 5.16 presents the time to calculate each of the terms of

the Neumann series for each of σs, varying the number of subregions, for tol = 0.

Table 5.16: Average CPU time for Problem 4 and for each term of the Neumann

series increasing the number of subregions, for tol = 0.

σs NR = 1 NR = 2 NR = 5 NR = 10

0.3 5 s 9 s 45 s 366 s

0.9 42 s 68 s 370 s 3040 s

Time each term

of the Neumann series
0.3 s 0.5 s 3 s 25.5 s

As can be seen, the calculation of all terms in the Neumann series takes

up to 95% to 99% of the total time, without removing the meshes. Removing those

subregions, several unnecessary regions are eliminated, and thus the total time is

drastically reduced, as presented in Table 5.15.

5.5 Problem 5

Problem 5 mixes features of the last two problems, inheriting the phys-

ical properties of Problem 3 and the size of the domain and source of Problem

4. Therefore, a = b = 30.0 cm, and as = bs = 10.0 cm. As before, the source

S(x, y) = 1.0 cm−3s−1 is located in section R1. Continuing in the source section,
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σt = 1.0 cm−1 and σs = 0.5 cm−1, while for all regions R2 to R4, σt = 2.0 cm−1 and

σs = 0.1 cm−1.

This problem was proposed by Barichello et al. in [21] who studied it

using the ADO-Nodal and AHOT-N0 methods. In this work, at least two decimal

places of convergence were observed.

Table 5.17 presents the average scalar flux for each of the regions using

∆ = 2, tol = 0, and 18 Neumann series terms were used to ensure convergence.

Table 5.17: Average scalar flux for each region with ∆ = 2 in Problem 5: a = b =

30.0 cm, as = bs = 10.0 cm, σt = 1.0 cm−1 and σs = 0.5 cm−1 in R1 while for all

other regions, σt = 2.0 cm−1 and σs = 0.1 cm−1.

Region NR = 1 NR = 2 NR = 5 NR = 10
Barichello et al. [21]

ADO-Nodal

Barichello et al. [21]

AHOT-N0

R1 1.8381 1.8380 1.8374 1.8368 1.8362 1.8360

R2 and R3 1.0500e-2 1.0503e-2 1.0461e-2 1.0536e-2 1.0658e-2 1.0678e-2

R4 1.1272e-4 1.1272e-4 1.1201e-4 1.1110e-4 1.1739e-4 1.1258e-4

It can be observed that the results produced are in agreement with those

already presented by the authors and are converging as the number of subregions

increases. Also, note that by choosing NR = 1 it is already possible to ensure two

significant digits of precision with a low computational cost.

Table 5.18 presents the values of computational time, relative error

when compared with the values presented in previous tables, and the number of

meshes removed.

This problem, as well as the others previously described, using a tol-

erance of the order of 10−1, presented numerical imperfections. However, for this

problem, a smaller relative error was observed when using tol = 10−2 that was

observed in other problems. When using tol = 10−2 it was possible to obtain an

absolute error for the scalar flux of the order of 0.01, compared with tol = 0 and
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Table 5.18: Computational time, relative error and number of removed subregions

for different tolerances and number of subregions - Problem 5.

tol NR = 1 NR = 2 NR = 5 NR = 10

error 0 0 0 0

tol = 0 time (s) 90.77 134.35 327.03 1699.18

removed 0 0 0 0

error 1.2597e-5 3.6702e-3 1.3376e-1 1.6002e-1

tol = 10−1 time (s) 18.34 9.33 6.02 14.50

removed 156 3612 156636 2539436

error 1.2597e-5 3.6702e-3 1.2872e-2 5.9933e-2

tol = 10−2 time (s) 17.60 10.97 5.36 18.36

removed 156 3612 154916 2521372

error 1.2597e-5 3.6702e-3 2.1323e-3 1.5920e-2

tol = 10−3 time (s) 18.37 10.39 7.34 21.23

removed 156 3612 152008 2489172

error 1.2597e-5 1.8818e-3 6.9558e-4 3.3387e-3

tol = 10−4 time (s) 18.69 12.28 6.50 31.01

removed 156 3404 149988 2453220

error 1.2597e-5 1.2775e-5 1.6802e-4 6.1046e-4

tol = 10−5 time (s) 17.30 10.91 8.74 30.78

removed 156 3308 145172 2405748
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NR = 10. For instance, this error is smaller than that described in Problems 2 and

4, which were 0.02 and 0.39, respectively.

In addition, Figure 5.4 provides the scalar flux distribution across the

domain. Note that the average flux is very small for the regions outside the source

and that the decay of the flux outside of the source is extremely fast. So, any error

in the scalar flux of some points and catastrophic cancellations can cause numerical

noise in the average.
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Figure 5.4: Contour lines of the scalar flux for Problem 5: a = b = 30.0 cm,

as = bs = 10.0 cm, σt = 1.0 cm−1 and σs = 0.5 cm−1 in R1 while for all other

regions, σt = 2.0 cm−1 and σs = 0.1 cm−1.

5.6 Problem 6

Problem 6 has a different geometry than those previously studied. This

has an even larger domain, 100 cm by 100 cm, with an internal source, measuring

40 cm by 40 cm, and is surrounded by 3 regions with different properties. This

problem aims to study the effectiveness of the method described here, for even more

complex problems. The geometry of this problem is presented in Figure 5.5.
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Such problem was proposed by Azmy [17] as an heterogeneous square

medium, a = b = 100.0 cm, where the unity source S(x, y) = 1.0 cm−3s−1 is located

in section R1, as = bs = 40.0. The following physical parameters are associated

with each one of the regions in: section R1: σt = 1 cm−1, σs = 0.5 cm−1; section

R2: σt = 0.1 cm−1, σs = 0.01 cm−1; section R3: σt = 0.3 cm−1, σs = 0.1 cm−1, and

section R4: σt = 0.1 cm−1, σs = 0.01 cm−1.

Figure 5.5: Two-dimensional geometry of the test Problem 6.

This problem was studied by Azmy [17], using the LN method, and

more recently by Barichello et al. [21], using ADO-Nodal and AHOT-N0 methods.

Table 5.19 presents the average scalar flux for each of the regions using

∆ = 2, tol = 0, and 40 Neumann series terms to ensure convergence.

It is evident that the obtained results align with those previously re-

ported by the authors and exhibit convergence as the number of subregions increases.

Notably, opting for NR = 1 it is already possible to ensure three decimal places of

precision at R1 and two digit in other regions with a low computational cost.
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Table 5.19: Average scalar flux for each region with ∆ = 2 in Problem 6: a = b =

100.0 cm, S(x, y) = 1.0 is in section R1, as = bs = 40.0. Section R1: σt = 1 cm−1,

σs = 0.5 cm−1; section R2: σt = 0.1 cm−1, σs = 0.01 cm−1; section R3: σt = 0.3

cm−1, σs = 0.1 cm−1, and section R4: σt = 0.1 cm−1, σs = 0.01 cm−1.

Region NR = 1 NR = 2 NR = 5 NR = 10 Azmy [17] Barichello et al. [21]

R1 1.9589 1.9587 1.9589 1.9586 1.957 1.9584

R2 3.1543e-1 3.1670e-1 3.1756e-1 3.1742e-1 3.339e-1 3.1833e-1

R3 1.5720e-2 1.5721e-2 1.5713e-2 1.5699e-2 1.504e-2 1.5585e-2

R4 2.6469e-5 2.6557e-5 2.6655e-5 2.6636e-5 2.682e-5 2.6507e-5

Table 5.18 illustrates the computational time, relative error concerning

values from earlier tables, and the count of eliminated meshes.

Note that not using the clipping technique, i.e., using tol = 0, results

in an extremely high computational cost when compared to the previous problem.

Problem 6, with NR = 10, required approximately 11 hours of processing, while the

previous problem required less than 30 minutes. That is, this problem is more than

20 times more computationally expensive than the previous problem.

Similar to the preceding scenarios, employing a tolerance of 10−1 re-

sulted in a significant decrease in processing time. When we compared the most

refined mesh NR = 10, the processing time was reduced by 65 times, from 11 hours

to approximately 10 minutes. All of this is due to the fact that more than 58 million

unnecessary subregions were removed, which caused an absolute error of only 0.003.

However, unlike other previously reported problems, decreasing the tol-

erance, it is not observed a proportional decrease in the relative error. This is due

to the fact that the largest relative errors are concentrated in region R4. This re-

gion has an average scalar flux significantly lower than the other regions, being in

the order of 10−5. Thus, any numerical fluctuation, no matter how small, causes

fluctuations in the average scalar flux of this region.
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Table 5.20: Computational time, relative error and number of removed subregions

for different tolerances and number of subregions - Problem 6.

tol NR = 1 NR = 2 NR = 5 NR = 10

error 0 0 0 0

tol = 0 time (s) 38.76 129.15 1603.21 38888.88

removed 0 0 0 0

error 5.4719e-1 9.1996e-1 9.9564e-1 9.9975e-1

tol = 10−1 time (s) 39.90 20.74 27.67 591.61

removed 3436 61540 2494260 58857814

error 5.4367e-1 7.8286e-1 9.4443e-1 9.7312e-1

tol = 10−2 time (s) 41.01 24.37 45.54 947.56

removed 3340 58796 2418560 57397238

error 5.4367e-1 7.8286e-1 9.4443e-1 8.0983e-1

tol = 10−3 time (s) 41.57 21.16 43.04 1795.10

removed 3340 58796 2418560 55432032

error 5.2463e-1 5.2744e-1 5.5608e-1 5.9969e-1

tol = 10−4 time (s) 45.54 30.28 99.08 3292.73

removed 2820 52448 2221740 53115286

error 2.1089e-3 8.8195e-2 9.0731e-2 1.4830e-1

tol = 10−5 time (s) 47.51 34.19 140.77 4546.11

removed 2472 49084 2084932 50266878
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Since using smaller tolerances, such as 10−2 and 10−3, presents smaller

errors, but is not proportional to the computational time used, which increases,

almost doubling between each tolerance used. We consider here that the best con-

figuration for this scenario is to use a tolerance of 10−1.

Figure 5.6 provides insight into the distribution of scalar flux across the

domain.
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Figure 5.6: Contour lines of the scalar flux for Problem 6.

Note that the scalar flux is close to 2 for almost the entire region R1, a

region that has the largest macroscopic scattering cross section, σs = 0.5 cm−1, and

the internal source. As well as the flux decreases as it moves away from the source,

which is expected physically. Furthermore, the amount of particles in the region R4

is less than the order of 10−4. Therefore, as mentioned, calculations in that region

tend to suffer strong impacts from imprecise calculations in other regions, since we

work with numbers on the order of 10−6.
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6 FINAL CONSIDERATIONS

In this study, we employed the integral formulation of the neutron trans-

port equation, solving it through the Nyström method complemented by a singu-

larity subtraction strategy. It was also combined with several numerical techniques,

including subregioning and clipping technique, as a way to divide a problem into

pieces, and remove unnecessary data, and reduce processing time. This approach

was applied to six varied problems in X-Y geometry.

It was observed that for smaller areas, we could get accurate results

quickly and with a small time cost. But, as the size of the domain increases, it

becomes harder to get accurate results without spending more computational time

and resources. Using the clipping technique was key. It gave us results just as precise

as those from smaller areas but much faster.

Therefore, this study shows that mixing well-known methods with nu-

merical techniques is crucial. This combination helps us get fast accurate results,

matching what’s already known and doing it efficiently. This combination highlights

how we can improve both the speed and accuracy of solving complex problems like

neutron transport problems by bringing together traditional methods and new ideas.

6.1 Perspectives

As presented in this work, and in the works of Azevedo et al. [13],

Bublitz et al. [30] and Sauter et al. [89], the Nyström method combined with the

singularity-removal technique has been used to solve neutron transport problems in

the most varied conditions and geometries.

Despite the good results presented here, it is believed that more ac-

curate results can be generated at an even lower computational cost. Mainly for

76



problems with larger domains, which are more complicated to produce accurate

results and have a high computational cost.

In problems with large domains, 10 cm, 30 cm, and 100 cm, it was

observed that the calculation of the terms of the Neumann series has been notably

time-consuming. Therefore, exploring alternative iterative methods for solving the

linear system, or using direct methods, could offer equally accurate outcomes more

efficiently.

Furthermore, new problems can be addressed, such as problems with

four reflecting boundary conditions and problems with different conditions of het-

erogeneity and isotropy.
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