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ABSTRACT

Surveillance systems are usually employed to monitor wide areas in which their users
are interested in detecting and/or observing events or phenomena of their interest. The
use of wireless sensor networks in such systems is of particular interest as these
networks can provide a relative low cost and robust solution to cover large areas.
Emerging applications in this context are proposing the use of wireless sensor networks
composed of both static and mobile sensor nodes. Motivation for this trend is to reduce
deployment and operating costs, besides providing enhanced functionalities.

This work focuses on the proposal of solutions for wireless sensor networks
including static and mobile sensor nodes specifically regarding cooperative and context
aware mission setup and performance. The goal is to keep the communication costs as
low as possible in the execution of the proposed solutions. This concern comes from the
fact that communication increases energy consumption, which is a particular issue for
energy constrained sensor nodes often used in wireless sensor networks, especially if
battery supplied. In the case of the mobile nodes, this energy constraint may not be
valid, since their motion might need much more energy, but links instabilities and short
time windows available to receive and transmit data. Therefore, it is better to
communicate as little as possible.

For the interaction among static sensor nodes, the problems of dissemination and
allocation of sensing missions are studied and a solution that explores local information
is proposed and evaluated. This solution uses mobile software agents that have
capabilities to take autonomous decisions about the mission dissemination and
allocation using local context information. For mobile wireless sensor networks, the
problem studied is how to perform handover of missions among the nodes according to
their movements and locations in relation to the place where the missions have to be
performed. To handle this problem, a mobile agent approach is proposed in which the
agents implement the sensing missions’ migration from node to node using
geographical context information to decide about their migrations. For the networks
combining static and mobile sensor nodes, the cooperation among them is approached
by a biologically-inspired mechanism to deliver data from the static to the mobile nodes.
The data delivery mechanism explores an analogy based on the behaviour of ants
building and following trails, inspired by the ant colony algorithm.

The proposed solutions are flexible, being able to be applied to different
application domains. Obtained experimental results provide evidence of the scalability
of these proposed solutions, for example by evaluating their cost in terms of
communication, among other metrics of interest for each solution. These results are
compared to those achieved by reference solutions (theoretical optimum and flooding-
based), providing indications of the proposed solutions’ efficiency. These results are
considered close to the theoretical optimum one and significantly better than the ones
achieved by flooding-based solutions.

Keywords: Surveillance systems; Wireless sensor network; Cooperative sensors,
M obile sensor s; Biologically-inspired networ king; Context awar eness.






RESUMO

Sistemas de vigilancia sdo geralmente empregados no monitoramento de &reas de
grandes dimensfes nas quais seus usuarios visam detectar ou observar fenbmenos de
seu interesse. O uso de redes de sensores sem fio nesses sistemas apresenta especial
interesse, uma vez que essas redes podem apresentar solugdes de baixo custo e robustas
para cobrir areas extensas. Neste contexto, novas aplicacfes tém surgido propondo o
uso de redes de sensores sem fio compostas por nds sensores estaticos e moveis. Uma
das motivacdes para esta tendéncia é a reducdo do custo de implantagcdo e operagdo do
sistema, além da possibilidade de proporcionar incremento em suas funcionalidades.

O foco desta tese se concentra na proposta de solugdes para redes de sensores
sem fio com uso cooperativo de sensores estaticos e moveis, com particular atencao a
sensibilidade ao contexto na configuracdo e execucdo de missdes de sensoriamento. O
objetivo é manter um baixo custo de comunicacao associado as solugdes propostas. Esta
preocupacédo se da pelo fato da comunicagdo aumentar o consumo de energia em redes
de sensores, 0 que é um problema importante para nds sensores com limitada fonte de
energia, i.e. baterias. No caso de nds sensores moveis, esta limitagdo pode ndo ser
relevante, uma vez que seu movimento deve consumir uma quantidade muito mais
expressiva de energia do que a comunicagdo. Neste caso, o problema se relaciona a
estabilidade dos enlaces, bem como ao curto intervalo de tempo disponivel para
transmitir e receber dados. Logo, o melhor é comunicar o menos possivel.

Com relagdo & interacdo entre nds sensores estaticos, os problemas de
disseminagéo e alocagéo de missdes de sensoriamento séo estudados e uma solugéo que
explora o uso de informacGes locais € proposta e avaliada. Esta solugdo emprega
agentes de software moveis que tém a capacidade de tomar decisdes autbnomas através
do uso de informagdes de contexto local. Para redes de sensores mdveis, o problema
estudado se refere a como transferir missdes entre os nos sensores de acordo com seu
movimento e localizacdo em relacdo aos locais onde as missGes devem ser executadas.
Para tratar este problema, uma abordagem baseada em agentes moveis é proposta, na
qual os agentes implementam a migracdo das missfes de sensoriamento usando
informagdes de contexto geografico para decidir a respeito de suas migracdes. Para
redes de sensores com sensores estaticos e moveis, a cooperacao entre eles é abordada
através de um mecanismo com inspiracao bioldgica para realizar a realizar a entrega de
dados emitidos pelos sensores estaticos aos sensores madveis. Para isto, explora-se uma
analogia baseada no comportamento de formigas na construcéo e seguimento de trilhas.

As solucbes propostas séo flexiveis, sendo aplicaveis a diferentes dominios de
aplicagdo. Resultados experimentais evidenciam sua escalabilidade, avaliando, por
exemplo, seu custo em termos de comunicacdo, além de outras métricas de interesse
para cada uma das solugdes. Estes resultados sdo comparados aos atingidos por solugdes
de referéncia (solucao Gtima tedrica e baseada em inundacéo), indicando sua eficiéncia.
Estes resultados sdo préoximos do 6timo tedrico e significativamente melhores que
aqueles atingidos por solucdes baseadas em técnicas de inundacao.

Palavras-chave: Sistemas de vigilancia; Redes de sensores sem fio; Sensores
cooper ativos; Sensores moveis; Networ king biologicamente baseado; Sensibilidade
ao contexto.
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1 INTRODUCTION

1.1 Preliminary Considerations

Wireless sensor networks have gained an increasing importance over the last
years, due to several interesting and valuable applications that can make use of this
emerging technology. It was pointed out by Business Week (GROSS, 1999) as one of
the 21 most important technologies for the 21st century. The advances and
miniaturization of computing, sensing and communication devices have provided means
to the development of cheap, but intelligent, sensor nodes that can work in different
network configurations. These networks are able to provide a variety of more or less
pre-processed data to more extensive and often centralized back-office information
systems with different applications (AKYILDIZ et al., 2002).

Many early applications of sensor networks appeared in the area of military
systems, such as SOSUS (Sound Surveillance System), which was an array of acoustic
sensors deployed on the bottom of the ocean to detect soviet submarines, installed by
the US Navy during the cold war (WHITMAN, 2005). The studies performed by
DARPA (Defence Advanced Research Projects Agency) sponsored a great number of
military projects that evolved the sensor network technology (CHONG; KUMAR,
2003). At that time, most of the sensor networks were sets of wire connected sensor
nodes. With the advances in radio communications, sensor nodes were equipped with
radio transceivers, and the use of wirelessly connected sensor nodes created possibilities
of sensor network employment in several new applications (KUORILEHTO;
HANNIKAINEN; HAMALAINEN, 2005). These new possibilities called the attention
of several research communities, both in academia as well as in the industry, which then
applied and experimented with wireless sensor networks in a variety of application areas
such as wildlife monitoring (LIU; MARTONOSI, 2003), home assisted living support
(RAS; BECKER; KOCH, 2007), rescue and disaster assistance (ERMAN; HOESEL,;
HAVINGA, 2008), fire prevention and control (FOK; ROMAN; LU, 2005), among
others.

A class of WSN based systems with employment in both military and civilian
applications is area surveillance. Surveillance systems can be used for borderline or area
monitoring. These usages can be applied to, for instance, homeland control, road traffic
monitoring, forest fire monitoring, electrical transmission lines monitoring and security
area surveillance, such as those used to provide security assurance of goods storage
areas in harbours (KUORILEHTO; HANNIKAINEN; HAMALAINEN, 2005) (XU,
2003). An important feature that this kind of system must provide is the flexibility to
perform their missions in accordance with their specific users’ requirements. This is
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important due to the different needs and the dynamic nature of the environment in
which those systems are deployed, in which unexpected changes may occur at any time.
These changes should not interfere in the systems’ performance, which must continue
performing their missions. It is also important to notice that these systems can be
employed to perform more than one mission simultaneously in the area where they are
deployed. This requires a flexible way to setup the sensor nodes in accordance to the
information that the users are interested in. At the same time, the sensor nodes have to
autonomously configure themselves and form a network in order to be able to
accomplish the different missions that they are requested to perform.

Depending on the application and mission needs, surveillance systems in general
need to use different kinds of sensor nodes, which gather a variety of raw data that are
then merged and refined. As a result of this process, higher level information about a
given phenomenon is generated and finally delivered to end users (BARDELABEN,
2003). However, the ability of a sensor network to successfully perform this work
depends on the cooperation among the different kinds of sensor nodes available in the
network, so that they can efficiently contribute to the achievement of a common goal.
This cooperation is particularly challenging when additional to the different types of
data that the sensor nodes can provide, they may also differ in other capabilities, such as
their mobility (AKYILDIZ; KASIMOGLU, 2004).

Mobility is an important capability that allows spatial relocation of sensor nodes
(GIAMBERARDINO; GABRIELE, 2008), which can be provided by mounting them in
autonomous vehicles, such as unmanned aerial or ground vehicles (UAVs or UGVSs)
(KIM; GU; POSTLETHWAITE, 2008) (POPA; MYSOREWALA; LEWIS, 2009).
Other alternatives are mobile sensor networks composed by nodes that cooperate in a
more opportunistic way, such as those composed by portable devices like cell-phones or
PDAs (TElI et al., 2005), or even vehicles in urban areas (LEE et al., 2009b).

An interesting approach is the cooperative usage of both static and mobile sensor
nodes (AKYILDIZ; KASIMOGLU, 2004), which is an emerging trend of particular
interest to surveillance systems (ERMAN; HOESEL; HAVINGA, 2008). This
promising combination allows the implementation of surveillance systems composed of
simple and inexpensive static sensor nodes, which can be deployed in a large number of
units, cooperating with fewer, but more sophisticated and expensive, mobile sensor
nodes.

Besides the concern about the functional behaviour that has to be addressed by the
necessary cooperation mentioned above, being composed by static, mobile or both types
of sensor nodes, WSN have several other concerns that need to be taken into account.

Static sensor nodes are usually resource constrained in terms of processing power,
available memory and energy budget. Thus, cooperation mechanisms in WSN that use
such sensor nodes should be simple, implemented by low complexity algorithms
requiring little space for data storage. Moreover, considering that any interaction among
sensor nodes is carried out via wireless communication links and observing that
communication often is the most expensive task in terms of energy consumption (MINI;
LOUREIRO, 2009), the cooperation can only be considered efficient if it rationally uses
communication, thus saving energy resources.

For mobile sensor nodes, generally processing power, memory and energy
resources are not specifically constrained, considering that they are carried by
sufficiently large vehicles. However, due to dynamicity of the network topology caused
by their movements, the communication with other nodes is quite unreliable, which is a



28

concern that has to be considered (LEE et al., 2009b). Moreover, depending on the
applications, secrecy is a great concern and unnecessary usage of wireless
communication may expose the system to hostile entities, which is the case of military
applications (LEE et al., 2009a).

Observing these concerns, this work aims to address the cooperation problem
among wirelessly connected mobile and static sensor nodes, diminishing the need for
internode communication. The proposed strategies to tackle the problem are based on
bio-inspired mechanisms and mobile software agents. The proposal considers
surveillance systems as the primary motivation scenario, which is used to support the
problem formulation. However, it is important to highlight that the developed
techniques are general enough so that they can be applied also in other application
scenarios.

After presenting the motivating scenarios, the statement about the problems that
are addressed in this work is done, followed by the description of the goals, scope
delimitation, and the achieved contributions. Finally, this introductory part describes the
methodology used and outlines the content of the entire text.

1.2 Motivation

Growing demands for new products and technological advances support one another
in a closed chain fashion in which the market demands push the technology forward and
the new possibilities created by new technologies give new demands (ADNER;
LEVINTHAL, 2001). This “never-ending” innovation loop is not new (ADNER,;
LEVINTHAL, 2001); it has worked for many years in different technology driven
segments and the same can be observed in the development of WSN technology and its
applications (GROSS, 1999). This innovation mechanism in the WSN area brought to
reality many applications in the recent years, and a number of others are expected in the
near future (KUORILEHTO; HANNIKAINEN; HAMALAINEN, 2005).

In different domains, from health care (ALEMDAR; ERSOY, 2010) to military
systems (LEE et al., 2009a), the variety of WSN applications is huge. In this work the
focus is concentrated on surveillance system applications of WSN, which have utility
both in the military and civilian domains. Border control, wild life monitoring, disaster
relief, road traffic control, law enforcement, and security are some of the possible
applications, to name a few.

Surveillance systems aim to detect predefined events of interest, which may
represent danger or threat, such as non-authorized vehicles or people in a given area, or
catastrophic occurrences, such as fire or flooding, depending on the application
(ORDOWER; DIXON; LYNCH, 2010) (XU, 2003).

A general purpose surveillance system may present specific needs that motivate the
use of static, mobile or combinations of both static and mobile sensor nodes. The choice
of the type of sensor for a given purpose has different reasons, such as the system
secrecy, or the unsuitability of one type of sensor due to environmental constrains. Thus
it is most likely that only static, only mobile or the combination of both types of sensor
are desired in many surveillance systems depending on the circumstances in which
these systems are used (CURTIS et al., 2010). Thus, they have to offer these different
possibilities to their users.
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Static sensors nodes on the ground, usually also called unattended ground sensors
(UGS) (MCQUIDDY, 2010), range from simple and cheap sensor platforms such as
small piezoelectric sensors, which are more commonly used in WSN (AKYILDIZ et al.,
2002), up to more sophisticated and expensive image sensors, such as infra-red cameras
(MCQUIDDY, 2010). Despite of their sophistication, in general such sensors have
constraints on the available energy, as they are driven by batteries that have to last as
long as possible, due to practical issues in replacing or recharging them, such as hostile
or hazardous environments. The potential usage of such sensor nodes are greatly
enhanced when they are connected with other peer sensor nodes in a network, which
allow extraction of higher semantic information by the application of fusion techniques
(NAKAMURA,; LOUREIRO; FRERY, 2007).

Mobile sensor nodes provide an extended usage for the sensors, as they are able to
change their position according to the needs of the surveillance missions. This allows
the use of image sensors mounted in mobile platforms that can cover large areas, thus
increasing the range of actuation of these sensors compared to the situation in which
they are static (GIAMBERARDINO; GABRIELE, 2008). Being mobile on the ground
or in the air, this capacity to change the sensor’s position provides an important
enhancement in surveillance missions, and the usage of a number of such mobile
sensors in network is a natural extension of this approach (GROCHOLSKY et al.,
2004), which is being massively used in military surveillance (BARDELABEN, 2003).

Combining static and mobile sensor nodes in an integrated network is a promising
approach that allows the deployment of advanced surveillance systems (ERMAN;
HOESEL; HAVINGA, 2008)(XIAO; ZHANG, 2009) to provide area monitoring. This
combination of sensors has its motivation based on the desirable complementary
features that they can provide to a surveillance system. On one hand, simple static
ground sensor nodes usually employed in WSN are generally very cheap, allowing a
massive deployment. However, they are only capable of providing basic data, like
presence or movement detection (AKYILDIZ et al., 2002). On the other hand, typical
mobile sensors are more expensive and more sophisticated, such as radars, visible light
or infra-red cameras; mounted on mobile platforms such as cars (LEE et al., 2009b),
robots or airplanes that can move in two (POPA; MYSOREWALA; LEWIS, 2009) or
three (KIM; GU; POSTLETHWAITE, 2008) dimensions. Moreover, mobility provides
the singular feature mentioned above that enables the coverage of large geographical
areas (GIAMBERARDINO; GABRIELE, 2008).

Besides the specific advantages of both static and mobile sensors, they also have
individual drawbacks (YICK; MUKHERJEE; GHOSAL, 2008). A WSN composed of
just static simple sensors is not capable of providing information as rich as delivered by
more sophisticated ones. However, a WSN composed just by sophisticated sensors,
static or mobile, may not be possible to be placed or installed where needed and may
also have prohibitive costs depending on how sophisticated the desired type of sensors
are, and how expensive the platform that supports the required mobility is. A
combination of static and mobile sensors can overcome the limitation of the data
provided by the simple static sensors and the high costs of the sophisticated mobile ones
[YZ09]. This is possible by using the static sensors to trigger the displacement of the
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mobile ones to the areas where they are needed, which can be done by creating and
sending alarms to request the mobile sensors to move to those indicated locations. With
this approach, a reduced number of mobile sensors can be employed, reducing the
overall system cost while keeping the ability to sense semantically rich data.

Using only static, only mobile and/or a combination of sensor nodes, the overall
surveillance scenario can be described as a large area in which smaller sub-areas
represent areas of interest for different surveillance system users. Different users can
submit several different sensing missions that have to be performed in separate areas of
interest to acquire data about a given phenomenon, thus they are defined as mission
areas (MA). Figure 1.1 presents the overview of this overall scenario, in which three
MAs are defined.

As can be observed in Figure 1.1, the mission areas can be of different sizes and
shapes. In the figure, three examples of shapes for MAs are presented, namely a
circular, a rectangular, and a squared one. Moreover, these MAs may overlap with each
other. The three examples of MAs have different sensor nodes performing surveillance.
MA-1 has a WSN composed only of static sensor nodes, while MA-2 has only mobile
sensor nodes, and MA-3 has both types of sensors. For example, considering a system
that uses UAV-carried sensors, MA-1 can be seen as a non-fly zone (NFZ), thus just
static sensor nodes can be used to perform its surveillance. Another possibility is the
case in which cars are used as mobile sensors and MA-1 is a region with mountains
without road infrastructure. MA-2 can be a region in which the use of static sensor
nodes is avoided due to, for instance, secrecy restrictions. This is a case where mobile
sensor nodes are mixed with other mobile nodes and they are supposed to be
undistinguishable from an observer perspective, such as the example of urban
surveillance presented in Mobieyes (LEE et al., 2009b), in which a vehicular sensor
network (VSN) is used to provide urban surveillance. In MA-3 both mobile and static
sensor nodes are combined to perform the surveillance mission. Each of the MAs
presented in Figure 1.1 represent a sub-scenario of the overall surveillance scenario,
with its own restrictions and peculiarities that allow or require the usage of different
types of sensor nodes, or a combination of them.
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Figure 1.1: Overview of a set of surveillance application scenarios and related mission
areas.

The users of such surveillance systems specify sensing missions by specifying the
type of information on which they are interested. Usually high level languages are
desired to specify missions, such as query-based languages (MADDEN et al., 2005),
possibly even including a graphical user interface (GUI) to facilitate the system
usability. Indeed, surveillance systems’ usability is a big issue as the enormous amount
of data generated by them require appropriate processing and presentation so that it can
be made really useful (SCERRI et al., 2010). The mission specification provided by the
user should minimally contain parameters such as the location where he/she wants the
mission to be performed, i.e. the MA, the time bounds for the mission accomplishment
and the type and amount of data that should be collected.

Additional parameters can be used to specify sensing missions, depending on the
configuration possibilities offered by the system. According to these possibilities and
the type of sensor nodes that compose the system, users can specify for instance: group
formations for mobile sensor nodes (BEARD et al., 2006), specific movement patterns
or paths to be followed (GAO 2010), data fusion (NAKAMURA; LOUREIRO;
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FRERY, 2007) or aggregation (RAJAGOPALAN; VARSHNEY, 2006) directives, time
constraints (BEARD et al., 2006), among others.

1.21 Cooperation among Static Wireless Sensor Nodes

The first scenario is connected to MA-1 in Figure 1.1 and provides an example of an
ordinary case of static WSN used for area surveillance (KUORILEHTO;
HANNIKAINEN; HAMALAINEN, 2005). There is a number of static sensor nodes
spread in the MA according to some distribution which can be random or uniform
following a defined pattern. The sensor nodes communicate with each other via wireless
links within a tuneable, but limited, communication range. Due to the broadcast nature
of wireless media, all nodes in the range of a sending node receive the sent messages.

These sensor nodes perform simple measurements, such as differences in magnetic
field and CO2 concentrations, among others, which can indicate the occurrence of
events of interest, such as the appearance of vehicle, people or a fire spot. A number of
data fusion and aggregation techniques can be used to extract information from the raw
data provided by these nodes (NAKAMURA; LOUREIRO; FRERY, 2007). As a result,
high-level information can be delivered to end users representing the result of a
submitted sensing mission.

Users specify the sensing missions, which are then sent to the WSN. Once these
missions are specified and arrive at the WSN access point node or sink, they have to be
disseminated through the network and allocated so that the sensor nodes can perform
them. Depending on the access point’s location in relation to the MA, the missions have
to be forwarded via other sensor nodes until they arrive at their respective MA. The
missions have to be informed to sufficiently many nodes within the respective MA so
that the required number of sensor nodes needed to accomplish the missions get
knowledge about them, and thus can be allocated according to their performance
characteristics.

This whole process, from the missions’ specification until the engagement of sensor
nodes in their accomplishment, can be called mission setup which is depicted in the
sequence of Figure 1.2.
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Figure 1.2: a) Mission specification; b) Mission dissemination: ¢) Mission allocation.

Figure 1.2a illustrates a user specifying a sensing mission, which is processed and
sent to the access point. Figure 1.2b presents the mission dissemination; from the access
point until it reaches the nodes in the MA informing them about the mission. Finally, in
Figure 1.2c the nodes inside the MA that are allocated to perform the mission are
highlighted.

1.2.2 Cooperation among Mobile Wireless Sensor Nodes

The second scenario is related to MA-2 covered exclusively by mobile sensors, thus
constituting a mobile WSN (MWSN). In this scenario the sensors nodes are moving into
the area as well as leaving the area. While moving inside the MA-2, they perform the
respective mission. When they leave the area, they try to handover the mission to an
incoming sensor node.

Considering a simplified scenario in which two sensor nodes have as primary goal
the coverage of a given area, implemented by moving according to predefined
movement patterns, they can perform another specific sensing mission, within a MA,
concurrently while moving. As their primary goal is not this mission, they can handover
the mission between each other in accordance to their movement, so that the mission is
assumed by the node that is moving towards the MA. Figure 1.3 presents this situation
in which two sensors scout an area in which a minor area (MA) is defined and has a
mission to be performed within its borders. One of the sensor nodes, S-1, does the
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scouting according to movement paths from west to east, while the other, S-2, perform a
movement from north to south. Figure 1.3a shows the situation in which the S-1 is
carrying and performing the mission inside the MA, which is graphically denoted by its
gray colour. In Figure 1.3b, S-1 is leaving the MA and communicates with S-2,
performing the handover of the mission to this sensor node. Figure 1.3c presents the
situation in which S-2 holds the mission, denoted by having its symbol coloured in gray,
and it is starting to perform it by entering in the MA.

MA MA MA
(a) (b) ()
Mission A ) Sensor Node ... Communication
vission Area Mobile Carrying { % Range Around
Limits Indication Sensor Node AMission "~ the Sensor Node

Figure 1.3: Mission handover between two mobile sensor nodes.

As the sensor nodes do not have, in principle, any agreed movement pattern or
routes that would facilitate the missions’ handover, the network formed by them to
perform the surveillance of the area can be considered an opportunistic network
(CONTI et al., 2009). In this type of network disconnections and reconnections are
frequent, and the nodes opportunistically can deliver their messages when they meet
each other. In this studied scenario, a sensor node leaving a MA and carrying a mission
may not meet any node to which it can handover the mission. Thus it may perform this
handover later when meeting another node outside the MA. This node in its turn can
perform the mission itself, if it comes into the MA, or handover it to another node in the
case in which it changes its direction to another location outside the MA. This
handover-chain between pairs of nodes can be seen in a larger scenario as a migration of
a mission from a given place, where its hosting node currently is located, towards a
node inside the mission area.

The node density in the MA and in its surroundings plays an important role in how
the interactions among the nodes will be made, as well as how frequent they will occur.
Notice that the example presented in Figure 1.3 is just an illustration of how the mission
handover would be performed. In fact the usefulness of such cooperation among mobile
nodes is easier perceived in large networks with many nodes, in which the mission
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migration being performed as a sequence of handover actions between several nodes
can be observed.

Regarding the node density aspect, this scenario has a great potential application in
contexts such as urban surveillance. In this type of environment a VSN could be used to
monitor traffic congestions, levels of pollutants or collect data to prevent terrorist
attacks (LEE et al., 2009b). Another possibility is a network of heterogeneous nodes
such as vehicles and cell-phones could be used to monitor the levels of acoustic noise
(acoustic pollution) within specific MAs. In post disaster operations, such networks of
heterogeneous nodes can be used to perform sensing missions that allow data
acquisition by rescuer teams that can be used to prioritize the response of emergency
situations (TEI et al., 2005). Due to this large number of applications that fit in the
second scenario, the urban surveillance performed by sensors carried by ground vehicles
is the one selected to be further explored as part of this thesis.

1.2.3 Cooperation among Static and M obile Wireless Sensor Nodes

The third scenario, related to the handling of MA-3, combines the usage of both
static and mobile sensor nodes. Considering surveillance of large areas using WSNs
composed by both mobile and static sensor nodes, the choice of mobile sensor node
types is an important subject and problem area [YZ09].

Mobile platforms or carriers on the ground, such as Unmanned Ground Vehicles
(UGVs), have the ability to move a sensor to a place where it is needed, but the sensor’s
operational area may be reduced due to either the terrain’s geography or other obstacles,
despite the existence of approaches that try to address these problems (KEWLANI;
IAGNEMMA, 2008). Mobile platforms in the air moving in three dimensions (or just
two dimensions at some predefined height), such as Unmanned Aerial Vehicles (UAVS)
(QUARITSCH et al, 2010), may provide better results. These platforms have the ability
to move the sensor to the desired locations from above, avoiding obstacles that they
might face if they were on the ground. But even in this case where UAVs are used, a
choice has to be made among different types of UAVs. Small UAVs, such as those
produced by MLB (MSB, 2011), are much cheaper than large UAV platforms, such as
Predator and Globalhawk (STANSBURY; VYAS; WILSON, 2009). Small UAVs make
possible the usage of not just a few but many UAVs in a system, increasing system
capabilities and enhancing system robustness by redundancy. Moreover, small UAV
platforms enable the system to perform missions in certain sensitive regions, on which
large platforms would not be able to access, such as urban environments (FREW,
BROWN, 2008). Based on these arguments, the interest in small UAV platforms is
rational, and they are considered in the study of this specific scenario.

This scenario considers a situation where some UAVs are flying over the MA,
following a random or a predefined movement pattern. They are equipped with
sophisticated sensors, such as visible light cameras, infrared cameras, and SAR/ISAR
radars, while static ground sensor nodes equipped with simpler sensors are deployed on
the ground within the MA limits. The UAVS’ sensors provide more detailed information
compared to the static sensors on the ground. The number of UAVS is however much
lower than the ground sensor nodes, and the idea is to make them work cooperatively,
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so that they complement each other, as previously discussed. The distribution of static
ground sensor nodes is assumed to ensure that they cover the whole area sufficiently
well, and, when they observe and can identify a possible event of interest, they trigger
an alarm that is sent to the UAVSs, e.g. asking them to perform more accurate
observations with help of their more sophisticated sensors.

Similarly to the first scenario, the sensor nodes communicate with each other via
wireless links within a communication range, which allows all nodes within this range
to receive the messages sent by a node.

The system behaviour is defined as follows. Ground static sensor nodes are
configured to detect phenomena indicating possible threats, which are defined by a set
of threshold levels related to their measurement values. When the acquired
measurements reach a configured threshold level, a “match” with the detecting criteria
is achieved. In the occurrence of a match, the corresponding ground sensor node issues
an alarm, which is received by all nodes that are within its communication range.

Alarm messages contain a timestamp, the position of the issuer node, and the type of
the possible threat. The two first components of the alarm enable its unique
identification, avoiding alarm duplication. This work assumes the atomicity of the
events reported by the alarms, which means that each alarm that is sent indicates a
different threat. Consequently, if the indicated threat is a group of persons or vehicles,
they are handled as a single entity. This assumes that neighbouring nodes on the ground
cooperate to aggregate decision information needed to identify and characterize threats
before issuing an alarm.

The main elements of the described scenario are presented in Figure 1.4. The figure
includes an illustration of the detection of a possible threat made by a ground sensor
node, which is highlighted by a black filled circle to distinguish from the other sensor
nodes. This node issues an alarm that is received by all its neighbour nodes in range.
One of these neighbours relays the alarm, which is then received by the neighbour static
sensor nodes and by a nearby UAV.
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Figure 1.4: Overview of the cooperation among static and mobile sensor nodes, from
the alarm issuing to its delivery.

At the occurrence of an alarm, one UAV, equipped with more sophisticated sensors,
is selected and has to fly towards the area where the alarm was issued. With its more
sophisticated sensors, the UAV is able to gather further information about the possible
threat and then confirm or deny it as a threat, e.g. an intruder or a fire spot.

1.3 Goalsand Scope Limits

Within the context of the above presented surveillance scenarios, there are a number
of problems to be addressed. The goal of this work is to provide solutions with low
communication costs to support cooperation among static and mobile sensor nodes
aiming to accomplish surveillance missions. Taking into account the considered
differences in relation to the mobility capabilities of the sensor nodes, this general goal
is divided into three more specific goals:

a) For the static sensor nodes cooperation, the goal is to provide a strategy to
distribute the sensing mission to the network nodes and select the more appropriate ones
to perform the mission while reducing the communication among the nodes to carry out
these actions, in order to save energy that is spent due internode communication;

b) For the cooperation among mobile sensor nodes, the goal is to provide a solution
that helps missions to reach their respective mission areas and maximize the time that
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they will stay inside these areas within the time interval in which the mission should be
accomplished, observing communication and energy constraints;

c) For the cooperation among static and mobile sensor nodes, the goal is to provide a
strategy to allow them to communicate and select an appropriate mobile node to
respond to an alarm while minimizing communication to save energy.

From this scope are excluded the study of problems like languages and abstractions
to specify sensing missions (MADDEN et al., 2005), as well as user interfaces. Sensor
data fusion (NAKAMURA; LOUREIRO; FRERY, 2007) or aggregation
(RAJAGOPALAN; VARSHNEY, 2006) is not considered either. The scope also
excludes subjects related to sensor nodes mobility problems, such as UAVS’
aerodynamics (RAUF et al., 2011), joint movement formations (BEARD et al., 2006),
collision avoidance (ALEJO et al., 2009), time constrained team work (BEARD et al.,
2006), team work area coverage (BEARD et al., 2006), path planning (GAO 2010) and
object tracking using mobile sensors (KIM; GU; POSTLETHWAITE, 2008). Security,
which is an important issue in WSN (WANG; ATTEBURY; RAMAMURTHY, 2006),
is also out of the scope of this thesis work. Dependability issues are taken into account
in the considered assumptions for the proposed solutions, but a deeper and exhaustive
discussion about this subject is not in scope of this thesis, in spite of its importance. For
instance, message delivery assurance is an important issue that is out of the scope within
the dependability context.

1.4 Problem Statement

In view of the above presented scenario, the delimitation of the scope and the
statement of the goals of this thesis; the problems to be addressed can be formulated.

The main problem to be addressed in this thesis can be abstracted as the classical
data dissemination problem in wireless sensor networks (AKYILDIZ et al., 2002)
(AKYILDIZ; KASIMOGLU, 2004) combined with a resource management problem in
distributed systems (TANENBAUM; STEEN, 2007). In this problem sensing missions
are seen as tasks and sensor nodes are seen as available resources needed to process
these tasks.

In relation to the data dissemination, the problem is how to efficiently transmit data
among the sensor nodes so that they can accomplish a given sensing mission. The task
and resource allocation is per se a problem studied in the domain of Optimal
Assignment Problem (OAP) (GALE, 1960), and for example used to define the Multi-
Robot Task Allocation problem (MRTA), as discussed in (DRESSLER, 2007), or more
specifically to sensor and actuator networks (SANETS) as discussed in (AKYILDIZ;
KASIMOGLU, 2004).

Considering the motivation of this thesis work, the difference in the mobility
capabilities of the sensor nodes that compose the network provides distinct instances of
this combined problem, as described as follows.

Observing the first scenario presented in Section 1.2.1 from the injection of the
mission into the network (Figure 1.2b), the mission dissemination has first to reach the
MA and then inform the nodes within its limits. Thus a mechanism has to be provided
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to take care of this part of the process. By arriving at the sensor nodes, the mission has
to be allocated to nodes that can perform it, finalizing the setup. Considering the
dynamicity of the operation conditions, such as topology changes due to interferences,
and the energy constraints of these nodes, strategies aiming at efficient mission setup
have to be flexible and economic in terms of communication to save energy. These
problems are called a) sensing mission dissemination and b) sensing mission allocation,
respectively.

For the second scenario, an opportunistic network of mobile sensor nodes is
intended to perform sensing missions within a MA. Depending on the application, it is
not mandatory that these nodes are exclusively intended to perform these missions.
Taking advantage of the opportunistic network formed by them while moving, they can
be “hired” to perform missions when their movement direction matches with the MA of
a given mission. The mission dissemination problem in this scenario is how to transfer
the missions among the sensor nodes so that they reach and remain in sensor nodes
located in their respective MAs. The part of the problem related to the mission
allocation is intertwined with the dissemination, as once the mission reaches a node that
matches the location criterion associated with a MA, or is moving in its direction, the
mission is considered allocated to the node.

In the situation described by the third scenario, the first problem to be handled is
how to make the messages sent by the static nodes reach the mobile ones in an efficient
way. Then, considering mobile sensors with different capabilities, the choice of a
suitable one to respond a request from a static node has to be addressed. Again, the
energy concern has to be considered, as even if it may not be a major problem for the
mobile sensor nodes, the static ones cannot afford a huge amount of energy
consumption when interacting with the mobile nodes. The former problem is called
alarm delivery, as the requests sent by static nodes are considered as alarms, while the
latter is called alarm handler assignment.

For all considered scenarios, it is assumed that to reduce the communication among
the nodes, mechanisms that can diminish the number of messages that are sent by them
have to be provided. This assumption disregards communication problems that would
affect the messages’ reception, which would require retransmission schemes, affecting
the number of messages that are sent and received in the network.

After this brief introduction that identifies the problems to be addressed in this work,
they are discussed in details in the following sections.

1.4.1 Sensing Mission Dissemination and Allocation in Static WSN

The setup phase of WSN poses problems related to how to provide information
about a sensing mission to the sensor nodes and then how to engage a group of
appropriate nodes to effectively carry out the mission. Important to notice that it is
assumed that missions submitted to the network are able to be handled by its sensor
nodes, i.e. the network has the required resources to engage to perform the missions.

Moreover, considering dynamic environments in which changes affect the sensor
nodes’ capabilities to perform sensing and networking, they have to be able to adapt
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their behaviour so that they can be prepared to accept new incoming missions. Thus, the
problems to be addressed are:

a) Sensing mission dissemination;

b) Sensing mission allocation.

The first problem is how to disseminate the mission among the nodes in the sensor
network, i.e. how to make the sensor nodes aware about the missions in an efficient
way. A trivial solution would be to broadcast mission directives to all nodes, but this is
not an efficient approach, considering that not all information concerning a given
mission is interesting to all nodes.

The second problem is how to split the workload among the nodes after receiving a
new mission. A trivial solution for this mission allocation problem would be to take
centralized decisions and send the specific part of a given mission to the specific nodes
that will have to handle it. However, a central decision maker, with an oracle view of
the network, must have information about all the operation, network and environment
conditions in order to adequately fulfil its function. This would require an unnecessary
message traffic consisting of control information sent from the entire network to the
central oracle node, thus overusing communication resources, besides the effects of
delays caused by such unnecessary traffic. Additionally, this central decision maker
would represent a single point of failure, fact that would negatively impact the overall
system reliability. On the other hand, a decentralized decision, autonomously taken by
the nodes and made in a dynamic context, can give better performance within given
time and communication constraints, besides increasing the system reliability.

Part of the second problem is how to adapt the nodes’ behaviour to divide the
workload based on the operating or network conditions. This is important because these
conditions can influence the way a mission should be divided. If the system needs to
wait for the operators’ intervention, maybe it becomes too slow, and thus the
autonomous decision making capability can give large benefits so that new incoming
missions are allocated to suitable nodes. Moreover, the system has to be robust to
overcome undesirable situations, such as hotspots and inefficient node distributions,
which may compromise its results.

Orthogonal to the above mentioned problems is the concern about communication.
As the activities performed by sensor nodes to disseminate missions and to inform other
nodes about their status use communication resources, communication is tightly related
to the problems discussed above and possible solution approaches. Moreover, keeping
in mind that communication is the most expensive activity in terms of energy
consumption (MINI; LOUREIRO, 2009), these mentioned activities impact the usage of
energy resources, which is a major concern in WSN due to the limited energy resources
(AKYILDIZ et al., 2002).

1.4.2 Sensing Mission Dissemination in Mobile WSN

Considering the second scenario, it is expected that there are several concurrent
missions and related mission areas, like MA-2, within a larger area covered by a
surveillance system. In this large area, different types of mobile sensor nodes move
according to a variety of movement patterns and a number of sensing missions are
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requested to be performed. Each mission is related to a specified mission area (MA) part
of the large surveillance system area.

It is assumed that every mobile sensor node that populates the surveillance area has
the necessary processing and sensing capabilities to perform submitted missions.
Moreover, they are not supposed to be bonded to any of the missions, but they are
expected to cooperate and perform any of them upon request. However, differently from
the sensing mission dissemination and allocation problem described above, which
considers only static sensor nodes, in the second scenario it is assumed that all sensor
nodes are mobile. In this case, the dissemination problem is different and continues until
a mission is finished, because the nodes do not necessarily remain inside the MA, but
may move around in a larger area possibly entering and leaving the specified MA
multiple times. The nodes thus have to be able to handover missions to other nodes
according to their current location and destination. Moreover, as it is assumed that all
sensor nodes have the capabilities needed to perform the mission, the condition that
enables a node to perform a mission is thus that it is located inside the MA, hence there
is no allocation problem as discussed in the previous subsection, as the dissemination by
its own allocates the mission to the node that is carrying it.

From the point of view of a mission, it is important that the mission is kept within
the limits of its mission area. Hence, the mission dissemination problem to be addressed
concerns how to provide an efficient way in which the nodes can handover a mission
from one to another so that missions hosted by nodes located outside the MA eventually
will reach nodes located inside their respective MA. The reason for this behaviour is to
maximize the time in which missions remain inside these MAs during the time interval
on which the mission is to be carried out. The situation presented in Figure 1.3 is a
particular case, in which a node that is holding a mission and is leaving the mission
area, S-1, meets another node that is entering the mission area, S-2. Besides the issue
about the node density mentioned in Section 1.2.2, from a broader perspective in which
an area with a greater number of nodes and MAs, considering the injection of new
missions into the network, the problem is how to select mobile sensor nodes in an
efficient way. Examples of questions that arise in this scenario are: is it worthwhile that
a node handovers a mission to any node that it meets, or should the nodes’ movement
direction be considered in order to minimize useless handovers?

Useless handovers are those that do not lead the missions closer towards their MAs.
Such handovers can just maintain the current situation of a mission, in which it is
outside its MA, or can make the situation worst, i.e. it can handover the mission to a
node that will carry the mission even far away from its MA. This last case is obviously
undesirable from the functional perspective of the system. The first kind of useless
handover is also undesirable but due to other aspects such as: secrecy (LEE et al.,
2009b), communication links instability (SOLTANI; MISRA; RADHA, 2008), and
energy preservation (TEI et al., 2005) (in cases when energy resources need to be
considered).

In the light of above observations, the sensing mission dissemination problem in
mobile WSN can be summarized as how to efficiently perform the mission handover
between nodes so that the missions eventually reach nodes inside their respective MAs,
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and that the time the missions are hosted by nodes located inside these MAS is
maximized, while the number of handovers is minimized.

1.4.3 Alarm Handling in Cooperative Static and Mobile WSN

The cooperation and interaction among static and mobile sensor nodes in WSN is
strongly influenced by energy and communication constraints. In the third scenario, the
static sensor nodes are thus considered to have severe restrictions on energy
consumption, as already discussed.

Mobile sensor nodes in the form of small UAVs, as considered in the scenario,
cannot carry the same load as larger UAVs, and this directly affects their
communication capabilities and range. Another constraint linked with the load capacity
is that small UAVs must use their energy in an efficient way, since they are neither able
to carry much fuel nor large batteries. This impacts not only the communication
subsystem, but also restricts the operational range of small UAVs, limiting their
cooperation possibilities. Thus, even though the mobile sensor nodes do not have severe
energy restrictions, as the static sensor nodes on the ground, their energy consumption
must still be carefully considered.

In order to combine both types of sensor nodes and make them work cooperatively,
communication is a must. However, the problem is how the static sensor nodes locate
the mobile ones in order to deliver their messages. Moreover, how to select the mobile
sensor node that is suitable to respond to a given alarm, considering that they may have
different capabilities. Thus, these problems can be defined as follows:

a) Alarm delivery: how to efficiently deliver or route alarms from ground sensor

nodes to the mobile sensors (UAVS), and;

b) Alarm handler assignment: how to decide and assign a mobile sensor (UAV) to
handle a given alarm.

The first problem can be handled in at least two different ways: 1) via a central
entity that collects information about all alarms and then distributes them over the
mobile nodes; or 2) via a decentralized information handling and distribution process, in
which alarms are directly delivered to mobile sensors via the static sensor nodes
cooperating with each other to relay the alarms. Each option leads to different possible
effects. However, considering that a centralized solution would hardly scale up with a
larger number of static sensor nodes, mobile sensor nodes and alarms; and hence due to
the high costs in terms of communication that can be expected, a decentralized
alternative seems to be more reasonable (MUTAMBARA, 1998). Thus the problem (a)
is how to provide a mechanism that efficiently performs the alarm delivery without a
central coordinator node.

The second problem (b) relates to the decision if an available mobile sensor node is
suitable or not to handle a given alarm. This matching decision should consider the
characteristics of each accessible mobile sensor node and an analysis of the threat that
has triggered the alarm, and what it requires in terms of sensor capabilities to be
confirmed by the mobile sensor node. This second problem also affects the first
problem, as it may impact the way the alarm delivery is performed.
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1.5 Approaches

To face the above identified problems, different software agent techniques are used.
The most important of these techniques are multi-agent systems using mobile software
agents and biologically-inspired agent behaviours and algorithms. These techniques
have been chosen first because multi-agent approaches provide natural models to design
highly distributed system, such as WSN, with abstractions and protocols for
decentralized cooperation among independent system entities (WOOLDRIDGE, 2002).
Then the choice for mobile agents is based on the fact that they provide flexibility to
(re)deploy software in the network, besides the fact that it provides means to combine
data and intelligence (code) in communication messages (WOOLDRIDGE;
JENNINGS, 2002). Biologically-inspired algorithms provide simple and naturally
decentralized solutions with inherent features, such as self-organization, which are very
useful in WSN (DRESSLER; AKAN, 2010). Hence, they provide means to solve the
identified problems as described in the following.

151 Sensing Mission Dissemination and Allocation in Static WSN

For the problems related to the setup of static sensor nodes, needed to perform a
given sensing mission, the approach proposed in this work uses a multi-agent system
(WOOLDRIDGE, 2002) in which mobile software agents disseminate the sensing
missions among the sensor nodes and decide about their allocation, cooperating with
stationary software agents in the sensor nodes. The idea is based on that local decisions
can be taken by agents in the sensor nodes, avoiding unnecessary exchange of data
among them and the need for one or several network coordinators. By avoiding these
messages, the overall communication in the network decreases as well as the energy
consumption. To stress the importance of the trade-off between communication and
local computation, it is worth to mention a rule of thumb that holds for many WSNs,
which states that the transmission of 1 bit is roughly equivalent to the execution of 1000
instructions in terms of energy consumption (HILL, 2003).

However, there is a limit in the reduction of inter-node communication. This limit is
the necessary communication that is required to guarantee that the nodes get
information about the mission requirements from the users, i.e. what the sensor network
has to provide as result of a mission. On one hand, in traditional approaches, sensor
nodes are told exactly what each node should do and when, which is an approach that
requires much communication between the central nodes, those nodes that distribute
these tasks, and the sensor nodes (HONG et al., 2008). This comes from the fact that, in
order to partition the tasks and allocate them to the most suitable nodes, the central
nodes have to periodically or sporadically collect status data from the whole network.
This represents a considerable overhead in terms of data traffic and thus energy
consumption, in addition to other problems such as single point of failure sensitivity. On
the other hand, new approaches try to make the nodes as autonomous as possible,
making them able to take decisions about what they should do based only on general
data requirement directives, i.e. missions’ specifications. Even requiring some
additional data exchange, depending on the proposed solution, this type of approach is
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able to explore the above mentioned minimal inter-node communication limit, in order
to reduce the total amount of network traffic due to network management, thus saving a
significant amount of energy (HEIMFARTH et al., 2010a). Agent-based approaches for
WSN belong to the new type of strategies that provides autonomous behaviours to
sensor nodes (TYNAN; O’HARE; RUZZELLLI, 2006). Thus, motivated by the need for
local autonomous decisions, the adoption of a multi-agent approach to deal with mission
dissemination and allocation problems is proposed.

The reasoning mechanism that empowers the software agents’ decisions to perform
the sensing mission allocation is based on a probabilistic decision procedure exploring
local information without the need for additional communication among the nodes.
Additionally, a biologically-inspired mechanism based on the behaviour of bees is also
adopted to make the solution for sensing mission allocation more robust. This approach
mimics the bees’ behaviours when searching for food in the nature, and this analogy is
explored by one type of mobile software agent part of this multi-agent approach to
distribute information among the sensor nodes.

1.5.2 Sensing Mission Dissemination in Mobile WSN

As discussed in Section 1.4.2, the effectiveness of the opportunistic execution of the
sensing missions by mobile sensor nodes while they move across general surveillance
areas towards specified mission areas depend on how efficient and precise the missions
reach and remain inside their MAs. This efficiency also depends on how good the
missions can be handed over from node to node.

Sensing missions are characterized by requests for measurements of a physical
phenomena that have to be done within a given time window in a certain area. Thus,
they can be seen as services that run on top the platform provided by sensor nodes,
using the nodes’ sensing and processing resources. Moreover, the decision about if to
keep a mission in a given node or instead to make a handover to another node may vary
according to different criteria. In the studied scenario, this criterion is related to the
mission area, but it can be anything else, and be different for different missions. Hence
there is an important coupling between the mission and the control about if it should
stay in a node or be handed over to another.

Mobile software agents provide a modular approach to implement services
providing intelligent behaviours that allows the management of decisions based on
specific criteria, which can be related to their own movement (LANGE; OSHIMA,
1999). This feature provides a perfect match between the description of the missions
presented above and what the mobile agents’ model can offer. Thus, this thesis work
presents a multi-agent approach in which mobile software agents are used to implement
the sensing mission dissemination in mobile wireless sensor networks. A mission is then
encoded into and carried out by a software agent, which has the capability to reason
about if it should transfer or not itself to another node as to follow the mission
directives.

Despite the match between the mobile software agent model and the identified
needs, an additional element is needed to the success of this approach. This element is
the usage of context information to support the agents’ decisions. Thus a context aware
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approach is adopted to make the agents capable to take advantage of context
information so that more appropriate decisions can be made, i.e. the agents decides if
they should stay in their current node or migrate to another. This work investigates
different approaches (represented by levels of intelligence) on how to use location
information to support the agents’ decisions to maximize their stay in their respective
mission areas. As this is a general proposal based on the scenario presented in Section
1.2.2, it has to consider sensor nodes of different types, including the resource
constrained ones. Thus, energy concerns have to be taken into account. This issue
motivated the statement about the minimization of the mission handovers between
sensor nodes in Section 1.4.2, which is addressed in this work.

The proposed approach aims to increase the efficiency of the agents’ migrations
among the mobile sensor nodes, i.e. increasing their stay within their respective mission
areas and minimizing the number of agent migrations between nodes. In this solution it
is not considered the collection of the data acquired by these agents, which can be
addressed by solutions like those presented in (LEE et al., 2009b), in which a collector
agent may perform this task.

1.5.3 Alarm Handling in Cooperative Static and M obile WSN

The combination of both static and mobile sensor nodes represents a promising
solution to enhance WSN to better support wide area surveillance applications. Despite
the promising results, the joint use of these two types of sensor nodes and networks
presents problems that need to be overcome in order to make the system work properly,
as discussed in Section 1.4.3. The cooperation among two types of nodes presents
increased complexity if compared to traditional WSN, composed by only static or only
mobile nodes. This added complexity comes from various concerns that range from
efficient energy usage by resource constrained sensor nodes to the efficient employment
of mobile sensors during operation, by driving them to the places where they are most
needed.

The proposed mechanism to address the related problems aims at providing
efficient communication among sensor nodes, minimizing the number of exchanged
messages in the network, thus also decreasing the overhead in terms of energy
consumption. To achieve this goal, a biologically-inspired approach is formulated,
which explores the concepts of artificial pheromones and stigmergy (BONABEAU;
DORIGO; THERAULAZ, 1999) as a means to disseminate the information needed to
make sensor nodes able to cooperate. To address the first problem described in Section
1.4.3, the goal of the artificial pheromones left by the mobile nodes is to provide
information about their current location to the static sensors nodes, so that these nodes
can efficiently route and deliver alarm messages to the mobile ones. This solution is
further enhanced to consider mobile sensor nodes with different characteristics, which
are represented by differences in the flavours of pheromones left by them to provide
information to the static sensor nodes. This enhancement addresses the second problem,
as it allows the selection of appropriate mobile sensor nodes to respond a given alarm.
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1.6 Contributions

According to the problems and the goals addressed in this thesis work, and based on
the adopted approaches, the main contributions presented are listed bellow:

a) Sensing Mission Dissemination and Allocation in Static WSN - providing
support for WSN setup by means of decentralized decisions about sensing missions’
dissemination and allocation by inserting mobile intelligence into the sensor nodes.

This contribution consists of the proposal and experimental evaluation of a multi-
agent approach in which mobile software agents are able to carry sensing missions to
the sensor network and its nodes. By using local information acquired from the sensor
nodes in a given neighbourhood, the agents are able to make decisions about the
allocation of nodes to perform a given mission. Hence, this proposal helps in the effort
to save energy, by reducing the communication among sensor nodes. This effect is
achieved firstly by avoiding conventional flooding in the sensing mission dissemination,
and secondly by taking local decisions in the nodes in order to avoid additional
communication among them. Experimental results indicate significant savings in the
number of exchanged messages compared to conventional flooding strategy. This
contribution was first published in (FREITAS et al., 2009e), (FREITAS et al., 2009b).
Then deeper analysis were presented in (FREITAS et al., 2009c), (HEIMFARTH et al.,
2010b) and (FREITAS et al., 2011c), which motivated the enhancement proposed in
(FREITAS et al., 2010b). In (FREITAS et al., 2011d) the overall contribution is
summarised.

b) Sensing Mission Dissemination in Mobile WSN - propose the deployment of
sensor network services by disseminating sensing missions to suitable mobile nodes that
are not exclusively dedicated to perform sensing missions, but that can also be used for
this purpose.

This part of the work investigates an approach based on the use of mobile software
agents to implement sensing missions that also can migrate among sensor nodes
according to the nodes’ geographical locations. The idea is to deploy a “virtual sensor
network”, which is implemented by the software agents that run on the mobile nodes.
The goal is to keep the agents hosted by the nodes that are located in the areas of
interest for the specific mission that is performed by the agents. This proposal includes
the usage of geographical context aware decision mechanisms to support this virtual
sensor network, exploring, testing, and comparing different strategies. This contribution
was first presented in (FREITAS et al., 2010d) and further enhanced and analysed in
(FREITAS et al., 2011a).

c) Alarm Delivery and Alarm Handler Assignment - propose and investigate means
to allow the cooperative usage of mobile and static sensor nodes to perform area
surveillance missions.

The major challenge in the effective cooperation between static and mobile nodes is
mainly related on how to provide information to static nodes about current location of
the most suitable mobile sensor node. This work provides a contribution in relation to
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this topic, by presenting an approach to the routing and delivery of messages from static
to mobile sensor nodes. This approach makes use of biologically-inspired concepts and
is implemented by means of artificial pheromones that first help to find and then
indicate the direction of the movement of the mobile sensor nodes. This is used to route
alarm messages addressed to the mobile nodes. Moreover, the approach is further
enhanced to provide the selection of a better fit between the type of the mobile sensor
node and the type of the event that should be handled. A number of experiments are
performed to explore different scenarios and characteristics of the proposed solution,
highlighting several relevant aspects that are discussed. This contribution was first
presented in (FREITAS et al., 2009a) and (FREITAS et al., 2009b), having its first
experimental results published in (FREITAS et al., 2009d). A more detailed description
of the proposal and the acquired results is presented in (FREITAS et al., 2010a), while
more experiments and analysis are presented in (FREITAS et al., 2010c) and (FREITAS
et al., 2010e). An overall summary of the contribution is presented in (FREITAS et al.,
2011e).

Crosscutting the above listed main contributions is the concern about energy
consumption. All the listed contributions provide efforts aimed to minimize the
communication among the nodes that compose the WSN. Thus, these main
contributions have to be understood in the context of efforts made to reduce the energy
consumption.

1.7 Methodology

A set of modelled scenarios are used as experimental base to study the defined
problems related to WSN based area surveillance. The detailed specification of these
scenarios sets the scope and limits for the experiments. Small scale experiments are
used to test selected approaches to get a better understanding of their suitability to tackle
the problems. The results of these experiments support the design of larger scale
experiments to validate the proposed solutions.

The methodology to conduct these experiments and the analysis of the obtained
results follows the guidelines for randomized experiment designs described in (BOX;
HUNTER; HUNTER, 2005). These guidelines explain how the variables should be
controlled to construct block designs so that it is possible to observe variations of
interest in randomized experiments as well as how to analyse and interpret the results.
Randomized experiments are used due to the large number of possibilities that the
scenarios under concern provide, for instance, areas with different dimensions, different
possible number of nodes, different nodes’ placement in the areas, and movement
patterns. Hence, the use of this methodology makes it possible to achieve reasonable
case coverage as Well as representative and unbiased results, which can be used to draw
conclusions about the general behaviour of the applied solutions in the considered
scenarios.

A comparison between reference solutions and the achieved results is the method
adopted to objectively evaluate the quality of the proposed solutions. A subjective
comparison with related works is also performed. This comparison must be subjective
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since none of these related works provides experimental results that are directly
comparable to the achieved ones.

Simulation is the main method used to experimental validation. The motivations for
the choice of computer simulations are twofold. The first is that it is much cheaper to
build a large scale simulation, with hundreds or even thousand of nodes, compared to a
physical prototype. The second one is related to the fact that specific hardware and
software used in demonstrators often consumes significantly more development time
and effort to be correctly configured in order to be employed in evaluations performed
to assess the behaviours of the network running the proposed solutions; which could
hinder the progress of the work, and possibly also lead to a loss of focus. Additionally,
the use of analytical models does not provide a good alternative either, due to the high
complexity of the studied scenarios. Analytical models for these scenarios would be too
simplified to be tractable, which would considerably diminish their capability to express
many relevant aspects that are able to be handled in simulations.

In order to choose an appropriate simulation tool, the peculiarities of the type of
sensor networks that is focused on in this work (composed by sensor nodes with
possible different movement capabilities), were studied and compared with the features
provided by some available simulation tools (SINGH; VYAS; TIWARI, 2008)
(LESSMANN et al. 2008). The comparison indicated that none of the analysed
simulation tools fitted perfectly to the kind of networks intended to be studied, neither
the adopted solution approaches. The main considered points were: facilities to provide
simulations of wireless networks; presence of mobility models; usability and user-
friendly extension mechanisms; visualisation and result reporting support; and open-
source availability enabling software modifications if needed. Taking into account all
these criteria, a simulator developed especially for wireless networks, and successfully
used also for wireless sensor networks, was chosen. This simulation tool is ShoX
(LESSMANN; HEIMFARTH; JANACIK, 2008) originally developed at Paderborn
University. By extending this simulator with additional features required to perform the
intended simulations, such as the possibility to run simulations in which different nodes
have different movement patterns, or different communication ranges, a new simulator
was created, called GrubiX (HEIMFARTH; FREITAS, 2011).

Additionally to simulations, a small scale demonstrator prototype was also
developed implementing a selected algorithm presented in this thesis work. The
presentation of this demonstrator has not the same goal of the simulation experiments,
but only to assess the feasibility of the proposed approach using COTS software and
hardware.

1.8 ThesisOutline

In addition to this introductory chapter, this dissertation consists of nine chapters.
Chapter 2 provides background information about wireless sensor networks, in which
an overview of the main problems in this research area and a summarized description of
traditional approaches to handle them are presented. Moreover, as mobile software
agents and biologically-inspired approaches are used in the solutions proposed by this
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work, Chapter 2 also includes a brief description of basic concepts of the techniques
used by these two approaches.

Chapter 3 describes the proposed solution for static WSN setup. An overview of the
proposed solution for the problems stated in Section 1.4.1 is presented, followed by a
definition of a sensing mission and the considered assumptions. Then, the details of
each part of the proposed solution are described. A presentation of the results and a
related discussion conclude the chapter.

Chapter 4 describes the mobile agents solution for the mission dissemination among
mobile sensor nodes, to address the problems described in Section 1.4.2. Different
levels of intelligence to decide about the agents” migrations are explored in the provided
solution, which have their results compared and discussed.

Chapter 5 provides the proposed solution for cooperative use of static and mobile
sensor nodes. The first part of this chapter brings important definitions and assumptions,
which is followed by the description of the pheromone-based solution to deliver alarms
sent from the static to the mobile sensor nodes. Enhancements in the features of
proposed solution are presented in an incremental fashion. Then a feasibility analysis is
presented, in which the approach is analytically tested to assure its feasibility
considering realistic conditions. Finally, the chapter is concluded by the presentation
and discussion of the achieved experimental results.

Chapter 6 presents details about the GrubiX simulator and how the simulations used
to test the proposed solutions are implemented in this tool.

Chapter 7 presents the developed demonstrator prototype that assesses the feasibility
of the proposed approach by deploying one of the proposed algorithms in a physical
WSN.

Chapter 8 briefly discuss some relevant aspects about dependability in WSN, which
can compromise the solution approaches proposed in this work. As dependability
aspects of WSN are not included in the goals of this thesis, the intention is just to
provide an overview of such aspects, stating that we are aware about them, even though
they are not handled in this work.

Chapter 9 discusses related works to this thesis, highlighting some similarities and
differences that our work presents in relation to these other research projects.

Chapter 10 provides a concise summary of the thesis bringing the conclusions for
each contribution. Finally, a discussion about ideas for future research directions based
on the results obtained in this thesis is presented.
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2 THEORETICAL BACKGROUND

This chapter provides an overview of important topics to understand the work
reported in this thesis. These topics are: wireless sensor networks, software agents and
biologically-inspired approaches in computer science. This overview does not
exhaustively describe these topics, but it aims to briefly present the main concepts and
ideas concerning them, highlighting those that have a relation to the content of the work
in this thesis, to ease the understanding of its contribution.

2.1 Wireless Sensor Networks

Wireless sensor networks (WSNs) are distributed systems composed of a set of
wirelessly connected nodes, equipped with one or more types of sensors, used to
observe a phenomenon of interest (AKYILDIZ et al., 2002). Sensor nodes are then
devices that encapsulate sensing, processing and communication capabilities. Studies
about WSN usually consider small sensor nodes, such as the Berkeley Mica Motes
(HILL; CULLER, 2002), which are tiny sensor nodes largely used in practical WSN
experiments. Figure 2.1 shows the boards of the Mica2 dot Mote near a two Euro coin
for size comparisons purposes.

Figure 2.1: Mica2 Dot Mote.
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Sensor nodes platforms vary much in relation to the hardware configurations. Table
2.1 presents selected characteristics of sensor node platforms that are commonly used to
deploy demonstrators.

Table 2.1: Selected characteristics of commonly used sensor node platforms available in

the market.
SunSPOT  (SUN, | Mica2/Mica2Dot iMote 2 (INTEL,
2010) (HILL;  CULLER, | 2011)
2002)
CPU 32-bit 180 MHz | 8MHz/4AMHz Atmel | [13-416] MHz
ARMO920T, 512 KB | Atmega 128L, 4KB | Intel PXA271
RAM RAM XScale®, 256 KB
RAM
Radio transceiver ChipCon CC2420 | ChipCon CC1000 ChipCon CC2420
Current (active) | 104 mA 15/13 mA 44 mA (13MHz)
with radio on
Current (active) | 80 mA 8/8 mA 31 mA (13 MHz2)
with radio off
Current (sleep) 24 mA 0.01mA 0.387 mA
with radio off
Battery Lithium battery | 2 AA/coin cell 3 AAA
with 720 mAh
Available sensors | Accelerometer Acceleration/seismic, | Accelerometer
Light intensity Acoustic Humidity
Temperature Barometric, Light
Magnetic Temperature
Pressure
Temperature

By the figures presented in Table 2.1, it is possible to observe the impact in the
energy consumption when the sensor nodes are active. Taking into account the
statement about the importance in the consumption due to the usage of the radio to
transmit and receive data, as mentioned in Section 1.5.1 (HILL, 2003), it is important to
carefully interpret this statement. This because indeed communication is expensive in
terms of energy consumption, thus it is important to reduce communication, but
depending on the algorithms implemented by the application running in the WSN, the
cost in terms of processing and data acquisition may also imply in high energy costs.

The sensor nodes can be static or mobile, depending on their intended usage. If the
sensor nodes in a network are mobile, this network is referred as a mobile wireless
sensor network (MWSN) (MUNIR et al., 2007). If a combination of mobile and static
sensor nodes composes the network, the term hybrid is often used in the literature to
determine this type of WSN (COLTIN; VELOSO, 2010) (REN; MA; CHEN, 2006). If
the sensor nodes have different sensing capabilities, the network is usually called multi-
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modal wireless sensor network (BOONMA; SUZUKI, 2007). The term heterogeneous
is also used to refer to WSN composed of nodes with different capabilities, but in
general this term has a broader sense, referring to WSN in which the sensor nodes may
alternatively differ in other capabilities, such as computational power, communication
links or energy resources (YARVIS et al., 2005). However, although being used in this
context, these terms are not very consistently used in the literature, thus the authors
usually define what they exactly mean when using these terms.

WSNs are accessed via special nodes called sinks or access points, which can be
static or mobile. Depending on the WSN application and the multiplicity of the
requesting users, multiple sinks may be present in the network. The purpose of the sink
nodes is to provide an interface between the WSN and another type of network from
which the end-user will be able to access the data acquired by the sensor nodes
(AKYILDIZ et al., 2002). This interface may reach applications in a local area network
limited to an institution, or even the internet (BOTTS, 2002).

Regarding the above introductory characteristics of WSN, their setup and operation
require methods that are quite different from those used for conventional computer
networks. In computer networks, the user is interested mainly in the computation
performed by a given computer, whereas in a WSN the user is interested in the acquired
data regardless the sensor that provided it. The integration of the sensor nodes with the
physical world is also an essential concern. This requires the network to be setup and
adapted according to the surrounding static and dynamic environmental conditions, as
well as the user needs (ZHAO; GUIBAS, 2004). This setup influences the network
operation, but also the way the sensor nodes are deployed. Static sensor nodes can be
spread or be dynamically engaged over an area of interest according a given pattern to
monitor a certain phenomenon. Mobile sensors can use different movement patterns to
cover an area, such as linear, random-walk or circular movements (CORTES et al.,
2004). Usually WSNs are very robust against failures of individual sensor nodes, due to
inherent redundancy provided by deployments that use a great number of sensor nodes
that serve as backup for each other in their vicinity. This aspect is especially true for
static sensor networks composed of low cost sensor nodes, which allows the
deployment of a large number of these nodes (SOUZA; VOGT; BEIGL, 2007).

Sensing tasks, ideally defined at a high-level of abstraction, obtain answers by a
combination of individual contributions from several limited sensors that compose the
whole system. This operation mode aims to make the sensing tasks more efficient by
reducing the volume of data transmitted in the network, i.e. data aggregation
(RAJAGOPALAN; VARSHNEY, 2006), provide information with higher quality, i.e.
data fusion (WALD, 1999), or both (NAKAMURA; LOUREIRO; FRERY, 2007).
Middleware solutions for WSN aim to provide these high-level abstractions, providing
different levels of data aggregation or fusion (HENRICKSEN; ROBINSON, 2006).

Besides the particular way of operation, WSNs also have certain important
characteristics that must be addressed in their design. The first main characteristic is
related to constraints that limit the sensor nodes. WSN nodes are often small embedded
devices that have limited energy supply and restricted processing performance, memory
space, and communication bandwidth and range (AKYILDIZ et al., 2002). These
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constraints requires that the algorithms that are executed on the sensor nodes be simple,
and do not require the storage of large amounts of data. Moreover, the communication
with other nodes has to be used only when strictly necessary, as additional to bandwidth
restriction, energy constraint is a main concern, as the communication is an expensive
task from the energy consumption perspective (MINI; LOUREIRO, 2009).

The high degree of dynamicity is another important characteristic of WSNs.
Failures, non-intentional displacement of nodes, unexpected mobility of tracked events,
and environment obstacles can interfere with and disturb the functionality of the
network. As a consequence, network topology changes may occur, which can lead even
to network partitioning, possibly isolating nodes or group of them from the rest of the
network (KUORILEHTO; HANNIKAINEN; HAMALAINEN, 2005). However there
are cases in which dynamicity can provide advantages to the network, such as controlled
node mobility (CORTES et al., 2004).

Heterogeneity is also an issue that must be taken into account. As mentioned above,
sensor nodes can be of various types, presenting different features, such as processing
power, memory capacity, available energy, sensing capabilities, mobility, and
communication range among others. Furthermore, most nodes in WSNs are small and
resource constrained, thus the need for harmonization in the interactions and
cooperation among different types of nodes is a must (AKYILDIZ et al., 2002).

Regarding the characteristics and operation modes of WSNs, some software design
strategies are proposed. A common characteristic is the use of distributed algorithms to
implement and achieve specified global sensing mission goals (KUORILEHTO;
HANNIKAINEN; HAMALAINEN, 2005). Another desired characteristic is related to
the possibility to implement adaptive applications with algorithms that achieve an
efficient use of resources.

In ordinary computer networks, nodes’ selection is done by using a unique identifier,
for example by a node’s network address; this method is successfully used because the
communication in these networks focuses in transferring data between specific nodes
(TANENBAUM, 2003). In WSNSs, due to the overlapping deployment of sensor nodes,
which results in an inherent redundancy, the user is usually not interested in acquiring
the requested information from a specific node, but from a desired geographical region
or from nodes which provide a given type of information. The most important issue is
the information or data and not which node provides it. This is called data-centric
communication, in contrast to conventional address-based communication
(KUORILEHTO; HANNIKAINEN; HAMALAINEN, 2005).

The data-centric characteristic of WSNs generates requirements for different routing
protocols in which nodes are not selected by an identification address, but by the data
that they provide. In fact, the node itself is not addressed, the importance is focused on
the data that is being requested or monitored. As an example, in a sensor network that is
used to monitor the temperature in a building, the queries are not addressed to nodes
“X” and “Y”, but to a location with given properties, such as “the conference room in
the third floor” or “the place where the temperature is greater than a threshold”
(MADDEN et al., 2005). In the same way as spatial location or position is an interesting
query factor, the time of detection is also of interest. Sensor characteristics may also be
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of interest, such as accuracy or stability of the acquired data. As an example, requests
can be sent exclusively to sensor nodes that provide a given desired measurement
accuracy.

Information retrieval is also atypical, as data from several nodes may be combined
to fulfil application requirements. The so called “virtual nodes” address this issue, in
which specific patterns of data routing through the network are defined according to the
application requirements, defined as queries’ (BONNET; GEHRKE; SESHADRI,
2001). This process can provide meaningful information by means of applying data
aggregation or fusion mechanisms over the flow of raw data gathered by several nodes,
providing time and/or space correlations (MADDEN et al., 2005).

Since sensor nodes are usually deeply embedded in the physical world, their
interaction with the environment plays an important role in this kind of network.
Several changes in the environment may occur, such as weather conditions changes,
movement of obstacles, besides intrinsic network events, such as node failures. The
network must be able to cope with these classes of problems in order to keep its
usefulness (ZHAO; GUIBAS, 2004).

Still related to their surrounding environment, it is observed that WSNSs are often
deployed in environments that are harsh or difficult to access, such as battle fields or
remote areas in which the modification of a configuration or the replacement of a
software component must be achieved remotely without direct physical access. This is
the case for instance in the ZebraNet project (JUANG et al., 2002). ZebraNet is a
project that has as goal to monitor Zebras in their natural habitat so that the behaviour of
these animals can be studied. Thus, when the sensor network was designed, an
important requirement was that after its deployed, any modification in the nodes
software should be performed remotely. The reason for this requirement is the fact that
if a physical access to the sensor nodes was needed, these possibly frequent
disturbances in the animals’ routine could interfere with their normal behaviour and
invalidate the collected research data.

System lifetime is another essential issue in WSNs, due to the fact that batteries
cannot be easily replaced in many of the application scenarios (AKYILDIZ et al., 2002).
The definition of system lifetime varies widely, and there is no firm consensus in the
literature. However, some understandings are recurrent in the literature and can be
regarded as acceptable definitions for the end of a WSN lifetime, such as the time of the
first failure; the moment when the network is disconnected and turned off for good; or
the moment from which the network cannot provide anymore its services due to some
reason (SOUZA; VOGT,; BEIGL, 2007). More sophisticated definitions exist,
approaching concepts that add more strict requirements to the WSNSs, such as the one
that defines the WSN lifetime as the time interval during which the network can provide
the quality of service (QoS) requested by the user (CHEN; VARSHNEY, 2004).

If compared to other embedded computer networks, such as industrial ones, WSNs
have some key distinct characteristics. The wireless communication is one of these
characteristics, which imposes several problems that are not present or are easier to
handle in wired networks. For instance, the control of real-time requirements in wireless
networks is much harder than it is in wired ones (KUNERT, 2010). Moreover, taking an
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example from industrial networks, the client-server architecture, usual in such networks,
does not fit the characteristics of WSN, which has an intrinsic decentralized nature
(KUORILEHTO; HANNIKAINEN; HAMALAINEN, 2005).

211 Challengesin WSN Research

The development of software to carry out WSN based missions present challenges
which mainly comes from the particular characteristics of WSN, as those presented
above. WSN applications impose specific requirements that make WSNs design,
implementation and deployment particularly challenging tasks (KUORILEHTO;
HANNIKAINEN; HAMALAINEN, 2005). Military surveillance applications, for
instance, provide a number of examples of such challenges. Secrecy, endurance,
accuracy, flexibility are some of these requirements, to name few of them
(BARDELABEN, 2003).

By their inherent goals, WSNs for military applications cannot be exposed to the
hostile forces, otherwise they will not accomplish with their mission either because they
will be either destroyed or fooled by the enemies. Once deployed, a military
surveillance WSN is desired to last as long as the information that they provide is
needed. Thus concerns about energy savings and remote software management, similar
to what was discussed to the ZebraNet mentioned earlier in this chapter, have high
importance. Accuracy is another important aspect, as inaccurate measurements may lead
to erroneous decisions, or even confusion and misinterpretation of the actual situation.
Flexibility in the military application context can be reported to software management
for example, as depending on the current goals of the performed sensing missions, the
possibility to deploy new data fusion or aggregation mechanisms is highly desirable.

Similarly to what happens in the development of WSN for military applications, the
issue about specific domain and application related requirements is also a concern for
other types of applications. This fact per se creates a challenge for system developers,
which is the ad hoc nature of the WSN development (AKYILDIZ et al., 2002). This
specificity usually hinders the reuse of previous developed solutions, thus increasing
development costs and time. To overcome such problem, a need for appropriate
programming abstractions and frameworks that are generic, but also address
specificities of different WSN domains/applications, is identified. Moreover, such
solutions have to be modular, which also affects the maintainability of WSN systems
(KUORILEHTO; HANNIKAINEN; HAMALAINEN, 2005).

WSNs can be composed of a variety of sensor nodes, which may vary in terms of
their capabilities, related to sensing, computing, communication and mobility. System
design has to deal with such existing heterogeneity among sensor nodes. Solutions for
this type of problem require, for instance, data fusion or aggregation mechanisms to
merge different types of measurements provided by nodes with different sensing
capabilities (HEINZELMAN et al., 2004). With regards to nodes’ mobility, routing
mechanisms are needed, which address the presence of mobile nodes in the network
(AKYILDIZ; KASIMOGLU, 2004). More generally speaking, abstractions are needed
to decouple the programming and configuration of sensor nodes, in spite of how
heterogeneous they are.
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System scale is also a key concern in the development of WSN. The size of the
network can range from tens to thousands of nodes, depending on the target application.
This asks for solutions that can address such significant up scaling, while keeping the
system performance and efficiency high. Another dimension of the scalability is the
number of users (AKYILDIZ et al., 2002). A WSN can serve just a single user or a
number of them. The number of users can increase dramatically for instance if the WSN
is accessible via internet (CHRISTIN et al., 2009).

Interoperability is also an important concern related to the usability of the WSNs. A
WSN can be directly accessed via a base station connected to a sink node, or via a
gateway that provides a connection to a local area network (LAN) or even to the
internet. Depending on how deep this interoperability and integration of the WSN with
other networks is, the scope is enlarged evoking the concept of internet of things, which
defines a smooth integration of different nodes, including sensors, in a huge internet-
alike network (CHRISTIN et al., 2009).

Considering the dynamicity of the environment where they operate, WSNs require
capabilities to quickly adapt to environment changes in accordance to what happens
around the sensor nodes. Moreover, the internal state of sensor nodes has also to be
followed, so that state changes can trigger necessary adaptations. To efficiently manage
sensor nodes’ operation, context awareness aiming to address adaptability and
autonomous local decision capabilities are required. Efficiency in this context is referred
to both time and energy consumption. The former is explained by the fact that if the
context information has to be sent to a base station to generate decisions, the delay
imposed to the sensor nodes to receive these decisions may compromise the system
performance, besides the scalability problems related to this centralized approach. The
latter relates to the problem of the large amount of messages that may be necessary to
perform this communication between the sensor nodes and the central base station
(KUORILEHTO; HANNIKAINEN; HAMALAINEN, 2005).

WSNs use wireless communication to transmit data among the nodes. As already
mentioned, considering energy resource constrained sensor nodes, communication is
energy expensive (MINI; LOUREIRO, 2009). Thus, any interaction among the sensor
nodes and sinks has to be designed taking into account this concern, thus aiming at
protocols and algorithms that require a low number of message exchanges.

Security is another big issue in WSN. Due to the broadcasting nature of the radio
media used to interconnect the sensor nodes, WSNs are particularly vulnerable to
attacks that may compromise information confidentiality, integrity, and authenticity.
For instance, communication among sensor nodes can be eavesdropped disclosing its
content to unauthorized entities; jamming may disturb legitimate communication
avoiding that messages reach their destinies; and malicious nodes may inject misleading
data into the network. Solutions for these problems are particularly challenging for
WSN, as considering their computing resources constraints, sensor nodes do not have,
for instance, the necessary processing power to execute high demanding cryptography
algorithms (ZHOU; FANG; ZHANG, 2008).

Summarizing the discussion about the challenges in WSN development, the
following list provides an outline of these main concerns:
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Abstraction: programming abstractions are required to decouple from and hide
the underlying sensor nodes’ platforms (hardware and software), providing an
easier way to (re)configure it;

Programming: programming paradigms for sensor networks are different from
traditional ones, and a need for higher level languages and methods is
recognized, in order to make it easier to program the many different
applications;

Modularity: a clear distinction among the functionalities as well as among the
components that provide them, so that these components can be easier replaced
and reused;

Application: despite the generality of the solutions for WSN, application
knowledge is required so that the specific needs of the final applications are
fulfilled;

Data Aggregation and Fusion: raw data collected by different sensor nodes have
to be merged to diminish data traffic and synthesized to provide a high-level and
easily understandable format or report;

Scalability: solutions for WSNs have to scale up both in number of nodes and
Users;

Interoperability: besides the interoperability that has to be provided among the
sensor nodes within the network, the concern about the access from external
networks to the sensor network has also to be taken into account;

Resource Constraints: regarding resource constraint of the sensor nodes, any
solution for WSN has to be lightweight;

Networking: networking mechanisms to support WSN operation have to
consider the data-centric nature of this kind of network;

Topology: a key concern is related to the dynamicity of the topology in a sensor
network, due to a number of reasons, such as node failures or movement;
Adaptability: adaptable and flexible behaviour is needed in order to provide
adequate support under operation environment changes, performance adaptation,
users’ requirements changes, among other;

Context Awareness: to be able to adapt the network behaviour, to face different
operational scenarios, sensor nodes have to keep track of the changes that may
require adaptations. Thus, context-awareness is a key feature that has to be
supported.

Autonomy: autonomous decision-making mechanisms placed in each sensor
node are required to spread intelligence over the network, thus providing these
nodes with a certain degree of independence in relation to central nodes, needed
to implement a more responsive and energy efficient system.

Security: security issues are a key concern due to the wireless communication,
especially regarding applications in domains such as health care systems and
military.
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212 Traditional Approachesin WSN

A significant trend identified in the literature is the use of middleware based
solutions to address problems in developing WSN systems (HENRICKSEN;
ROBINSON, 2006). There are many motivations for this trend, such as the modularity
that middleware solutions provide in contrast to monolithic software support, besides
properties such as interoperability, abstraction, among others. How successful they are
in providing these features and in addressing the problems listed above depends on the
models that they implement (YU; KRISHNAMACHARI; PRASANNA, 2005). These
models present different sources of inspiration, in which two approaches can represent
the class of more traditional solutions to develop WSN systems, inspired in models for
conventional computer networks, namely database and event-based (HENRICKSEN;
ROBINSON, 2006).

2.1.2.1 Database-Inspired Solutions

The database model of sensor networks has become popular, providing an easy and
intuitive way to retrieve information from sensor nodes. There are several proposals that
follow this approach, in which TinyDB middleware for WSN is outstanding (MADDEN
et al., 2005). The great success of TinyDB can be partially attributed to its innovative
usage of the database model, but also to the “easy to use” application programming
features that it provides. Besides TinyDB, other similar approaches are COUGAR
(BONNET; GEHRKE; SESHADRI, 2001) and SINA (SHEN;
SRISATHAPORNPHAT; JAIKAEO, 2001).

The idea is to provide a database like abstraction of the sensor network. Taking this
point of view, a query processing system translates a high-level query to low-level
commands to the sensor nodes to retrieve the desired information. This idea frees the
user from having to write code for the sensor nodes in low level languages, such as
nesC (GAY, 2003).

TinyDB and COUGAR are designed for use in relatively simple data collection
applications, only supporting simple in-network selection and aggregation functions
based on arithmetic operations and simple search criteria. SINA has similar concept, but
it supports more complex queries, that allow for instance data retrieval by mobile sinks.
All these three approaches use a SQL-like query language with support to temporal and
data streaming.

TinyDB is more sophisticated than COUGAR in terms of energy saving enabled by
calculating the frequency of the sampling to answer queries and also by the use of a
routing structure that helps the nodes to route in a energy-efficiently way. COUGAR
uses a schema of leader nodes to aggregate data on the way back with data that respond
queries. SINA uses a hierarchical clustering mechanism that group nodes in clusters
according their energy levels and proximity, in an attempt to reduce energy
consumption.

A key limitation in these middleware techniques is the assumption that sensor nodes
are largely homogenous. The data types/relations that will be used at every node must
be agreed in advance. This is acceptable in a small size sensor network; however it
represents a great limitation for networks with larger number of nodes. An important
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limitation of the sensor database approach is that they are not prepared to support more
sophisticated sensor types, such as cameras with image processing. Despite the support
provided by SINA to mobile sinks, mobility is weakly supported in these approaches,
being tightly coupled to specific queries and movement patterns, and not oriented
towards a more flexible and collaborative use of sensors with different mobility
capabilities.

2.1.2.2 Event-Based Solutions

Event-based approaches are based on the idea of event handling, which is suitable
for many WSN in which the sensor nodes stay in a passive state waiting for the
occurrence of an event, e.g. sensor reading or incoming data from other nodes, to
perform processing or send data to another node. The publish/subscribe paradigm is also
used by these approaches, allowing decoupling of event producers and subscribers, in
which nodes interested in a certain types of data need to subscribe to them and wait for
their occurrence.

Impala (LIU; MARTONOSI, 2003) is a design with a modular structure, which
allows the update of certain parts of the system, without stopping the ongoing running
applications. This feature provides capabilities for adaptation. It uses an event-based
programming model which provides four event handlers: timer handler; packet handler;
send done handler, and data handler. These four handlers allow the manipulation of data
and the programming of asynchronous or periodic behaviours. Designed to support the
ZebraNet project (JUANG et al., 2002), which aims to monitor the behaviour of zebras
by attaching sensor nodes on the animals, it handles disconnections caused by nodes’
mobility.

Mires (SOUTO et al., 2004) provides a publish/subscribe solution designed to run
on top of TinyOS (LEVIS et al., 2004). In its architecture, sensors advertise the type of
data that they can provide, while applications are able to select among these data, those
in which they are interested in. Sensors publish the data to applications according to
subscriptions. Data aggregation is also supported by subscriptions among the sensor
nodes, so that nodes closer to the application user merge data from different sources
before the delivery.

The main drawbacks in these approaches are the overhead to sensor network setup,
presented for instance in Mires, in which the data advertisement requires that all sensors
announce the data that they can provide. This initial overhead is acceptable if the nodes’
conditions were supposed to remain the same during all the system lifetime, which is
not a realistic condition in many applications. Thus, if a new announcement has to be
done every time a change in the network or in the nodes’ state occur, such as topology
changes or nodes’ energy level drops, the overhead tends to increase dramatically.
Despite the benefits of the event handling mechanisms and the modularity provided by
Impala, it does not address adaptability in an autonomous way. Rather, it depends on a
central node that has to send modules with updates to change the behaviour of the
sensor nodes. This means that there is no support for autonomous local decisions.

Summarizing, both database-inspired and event-based approaches present an
important drawback which is the lack of autonomous mechanisms that spread
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intelligence through the network nodes. This lack of nodes’ autonomy creates a
significant dependence to central nodes or base stations.

2.2 Software Agents

Software agent is a research topic of great interest motivated by its wide range of
applications. It is difficult to precisely define a software agent, as there is an ongoing
discussion in the literature about what a software agent really is, and how it differs from
an ordinary computer program. An interesting viewpoint about this topic is presented in
(FRANKLIN; GRAESSER, 1997), in which the authors discuss about differences and
similarities among a number of definitions for software agents, and provide a taxonomy
that tries to include them all. Despite this great effort, the discussion is still alive and
thus other taxonomies can be found for example in (HECTOR, 2005) and
(SAKARKAR; SHELKE, 2009) with the goal to provide an all-inclusive classification
scheme for software agents.

As discussed in (FRANKLIN; GRAESSER, 1997), the definition of software agents
really differs among several researchers on the subject. However, some common
concepts are mostly present, at least partially, in these different definitions. Based on
these concepts, it is possible to state that a software agent is a software abstraction or
executable entity which presents the following properties:

a) Persistence: the code of a software agent runs as a continuous task and thus
not only execute an action or sequence of actions and then halts as an
ordinary program;

b) Autonomy: software agents are able to take decisions about what they should
do next, including to stop running, without intervention of any external
entity;

c) Social ability: software agents are able to interact, coordinate and possibly
cooperate with other agents (e.g., HW or SW artefacts or even humans), via
some kind of agent communication language;

d) Reactivity: software agents are able to perceive and respond accordingly to
changes in their environment.

An additional property that is worthy to mention at this stage is pro-activeness. This
property establishes that the software agents are not only capable to respond to
environment changes, as defined by the reactivity property above, but they are also able
to exhibit a goal-oriented behaviour, thus taking the initiative. This property is part of a
largely accepted definition provided in (WOOLDRIDGE; JENNINGS, 1995), which
also states that behaviour is a key concept in the agent’s definition, as attributes and
methods are for classes in the object-oriented approach (BRUCE, 2002). However, the
pro-activity was not included in the list above because there are classifications of
software agents that make a clear distinction between pure reactive, pure pro-active and
hybrid types of software agents, such as the one presented in (HECTOR, 2005).

Observing the persistence property, it is possible to state that once a software agent
is launched, it keeps executing continually. Hence, instead of performing a given action
and then terminate by default, a software agent remains running until it decides, by
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itself, to stop. An agent can also receive a request to stop. This stop condition provides a
link to the autonomy property, which is very important to distinguish software agents
from ordinary programs (FRANKLIN; GRAESSER, 1997) due to the fact that the
possession of autonomy enables a software agent to control itself and its own acts. This
property is so important that software agents and autonomous agents, as well as simply
agent, are terms that are used interchangeably in the literature (FRANKLIN;
GRAESSER, 1997). Related to these terms is the term intelligent agent (or rational
agent), which emphasizes the use of artificial intelligence techniques, such as reasoning
or learning, to steer the agent (RUSSELL; NORVIG, 2003).

The social ability focus on the communication related aspects of software agents,
enabling the interaction among them. In the definition of this property presented above,
two important concepts can be distinguished: coordination and cooperation.

Coordination is the ability to manage the interdependencies of activities between
agents to achieve a goal (MALONE; CROWSTON, 1990), while cooperation is the
process in which an agent voluntarily interacts with another towards a goal
(WOOLDRIDGE, 2002), or as presented in (WANG; TIANFIELD; JIANG, 2003):
cooperation is the process in which agents act together with a common purpose. A deep
discussion about these concepts is provided in (WOOLDRIDGE, 2002), in which a
coordination/cooperation loop is explored deriving further concepts from the possible
interactions between these two.

As mentioned above, following the wide range of software agent definitions found
in the literature, there is also a wide range of proposed taxonomies to classify software
agents, in which some provide very detailed classifications, including implementation
alternatives, such as (GEORGAKARAKOU; ECONOMIDES, 2009). Being consistent
with the motivation used to provide the above definition, the taxonomy presented in the
sequence tries to factor out the most important and common existing classifications. The
selected classifications are:

a) Pro-activeness: defines how an agent interacts with the environment.

a.1) Reactive: the simplest form of agent, denominated simplex (RUSSELL;
NORVIG, 2003), which directly reacts to stimuli from the environment by
mapping this input directly to an action using a condition if — then(-else);

a.2) Deliberative: diametrically opposed to the reactive ones, deliberative agents
use sophisticated planning techniques from artificial intelligence to achieve
their goals. This agent has a symbolic model of its surrounding
environment, which is used to reason about what to do next. The “Belief,
Desire, Intention” (BDI) model (BRATMAN, 1987) is the most accepted
technique for this goal-oriented agent behaviour (RAO; GEORGEFF,
1995);

a.3) Hybrid: an agent that combines both reactive and deliberative capabilities.

b) Adaptiveness: is related to the ability of an agent to modify its behaviour over
time.

b.1) Adaptive: an agent is said to be adaptive if it is capable to modify its

behaviour over time to adapt to its environment. Learning methods are



62

d)

commonly used as technique to provide adaptive ability to agents
(KOZIEROK; MAES, 1993);

b.2) Non-adaptive: agents that are not able to modify their behaviour over time
are said to be non-adaptive.

b.3) Constraint-based: agents that have the ability to adapt but are restricted by a
given constraint or condition are said to be constraint-based. This kind of
agent is useful in critical systems, such as avionics systems, in which it is
important to predict how the system will behave after adaptations (LACEY;
HEXMOOR , 2003).

Mobility: the mobility defines the existent relation between the agent and the

computer where it is being executed (LANGE; OSHIMA, 1999).

c.1) Mobile: mobile agents are those capable of transporting their execution to
other computers/nodes in a network;

c.2) Static: static agents are not capable to move their execution to other
computers.

Communication: defines the capability of an agent to exchange messages with

other agents.

d.1) Communicative: communicative agents are able to send and receive
messages to interact with other agents. To perform this messages exchange,
communicative agents use some kind of language, such as the FIPA ACL
(Agent Communication Language) (FIPA, 2002a);

d.2) Non-communicative: non-communicative do not interact with other agents
via exchange of messages. However, they are capable to perform other
kinds of interactions without direct communication, such as in swarm
systems, in which a society of agents following simple rules manages to
achieve an emerging global behaviour (PARPINELLI; LOPES, 2011).

Disposition: defines the attitude of an agent towards being cooperative or not

with other agents (WOOLDRIDGE, 1997).

e.1) Benevolent: benevolent agents are expected to cooperate with other agents,
thus sharing common goals;

e.2) Self-interested: self-interested agents act only in their own interest, thus
cooperating with others only if there will be some profit in doing so. A
special kind of such an agent is a competitive agent, which rivals with other
agents in the achievement of a given goal,

e.3) Malevolent: malevolent agents are those that not only avoid to cooperate or
even compete with other agents in the system, as the self-interested ones,
but only disturb the system creating a negative impact on it, such as worms
of virus.

Figure 2 summarizes the taxonomy proposed in this thesis, according to the
bibliography review discussed above.
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Adaptive Communicative Benevolent Maobile Deliberative
Constraint-Based Non-Communicative Self-Interested Static Reactive
Non-Adaptive Malevolent Hybrid

Figure 2.2: Software Agent Taxonomy.

2.2.1 Mobile Software Agents

Mobility is an important property for software agents aimed to be used in WSN
applications, as emphasized by the taxonomy presented in (ORHAN et al., 2011), and
has a particular interest to the work presented in this thesis.

A mobile software agent is a software entity capable of moving from one hosting
node in the network to another, as defined previously. It starts its execution in one node
and may continue or finish it in any other node. As an essential part, such an agent has
code that defines its behaviour and also data that may be carried during its movement
from one node to another. The data is called the “state” of the agent, and depending on
if the agent carries such data or not during its movement, it is called stateful or stateless
(CHESS; GROSOF; HARRISON, 1995).

Considering that the network nodes can also be mobile, data exchanged by them can
be delivered by a message or data ferrying mechanism, which explores the store-carry-
and-forward paradigm (ZHAO; AMMAR; ZEGURA, 2004). This paradigm defines that
a node takes incoming data, stores it in memory and then after the node physically
changes its position, i.e. it moves, it will forward the previously acquired data to another
node. As agents are being communicated among the nodes, it is possible to state that
this is a form of agent ferrying, which is a concept explored in (TEI et al., 2005). Agent
ferrying uses the same concept as data ferrying, but instead of just data an agent is
communicated. The difference between a pure agent movement and ferrying is that in
the former the nodes involved in the communication that transfer the agent are static,
while, in the latter, the nodes that relay the agent physically move before forwarding the
agent to other nodes. Figure 2.3 presents examples of both agent movement and
ferrying, in which node number 1 is the source and node number 3 is the destination. In
Figure 2.3b, nodes 1 and 3 could also be mobile, which would still represent an example
of agent ferrying.
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Figure 2.3: (a) Agent Movement and (b) Agent Ferrying.

Concerning the agent mobility, two more concepts have to be considered. The first
is agent migration (CHESS; GROSOF; HARRISON, 1995) and the second is agent
cloning (SHEHORY et al., 1998). Both use the same agent moving schemes as
described above. However, in the former, the agent itself is transmitted to another node
while in the latter an agent creates a copy of itself, i.e. a clone, and this clone is sent to
another node.

2.2.2 Multi-Agent Systems

The discussion about social ability, coordination and cooperation turns the attention
to a system, or a “society”, of agents able to interact among each other. From this idea
of a system of interacting agents, the concept of multi-agent systems (MAS) is
conceived (WOOLDRIDGE, 2002). Usually the agents in MAS are considered to be
software agents. However, in multi-agent systems the term agent does not obligatory
refers only to software agents, but the agents can also be humans, robots, teams (of
humans or robots), or a combination of them (KAMINKA, 2004) (SCHURR et al.,
2005).

Multi-agents systems are useful to solve complex problems, in which an individual
agent or program would hardly solve or is not able to solve it at all (WOOLDRIDGE,
2002). The concept of multi-agent systems is closely related to distributed artificial
intelligence (DAI), which is a branch of artificial intelligence dedicated to the study of
distributed solutions of complex problems using artificial intelligence (VLASSIS,
2007).

Some fundamental characteristics distinguish MAS from single agents and
determine how they work (VLASSIS, 2007). The agents in a MAS may have the same
or different designs. The former type is called homogeneous while the latter is called
heterogeneous. These agents have to deal with an environment, which can be static or
dynamic. Usually it is said that the environment of MAS is inherently dynamic from the
point of view of each agent, due to the presence of the other agents. This environment is
considered to be partially observable for each agent, as no agent is assumed to have the
capability to access a global view of the entire environment. Moreover, this statement
can be extended to the system as a whole, as the agents may not have knowledge about
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the actions of the other agents, hence they do not have information about all parts of the
system. This capability to observe the environment and the system may vary among the
agents, thus it is possible that some agents have more knowledge than others.

The agents of MAS have no centralized control. As an autonomous entity, each such
agent governs its own actions by taking its own decisions. Depending on if the agents
share the same goals, they cooperate or not with the other agents (WOOLDRIDGE,
2002).

Considering the decentralized operation of MAS, an interesting characteristic that
some MAS manifest is a degree of self-organization to enable the emergence of a given
global pattern or behaviour by the sum of the individual contributions of each agent.
The global result can present high degrees of complexity, regardless of how simple the
strategies implemented by each agent can be (GABBAI et al., 2005). Swarm
intelligence is a form of self-organization by collective intelligence that presents
particular interest for the development of MAS due to the simplicity of the individual
behaviours and due to its numerous applications (BONABEAU; DORIGO;
THERAULAZ, 1999).

In the performance of self-organizing processes, agents may exchange knowledge
via a standardized language, such as ACL FIPA (FIPA, 2002a), which can enhance the
achieved results by increasing the knowledge base available to each agent. By
exchanging knowledge, agents are also able, for instance, to coordinate their actions by
managing the interdependencies among them (MALONE; CROWSTON, 1994).
However, exchange of knowledge during system runtime is not mandatory and
coordination can be achieved by making the agents follow a set of rules or observing
pre-shared knowledge (GERVASI; PRENCIPE, 2004). The same holds for the
cooperation among agents, i.e. when the agents share the same goals, in which
communication can enhance the results, especially considering that the environment is
partially observable from an agent’s perspective (XUAN; LESSER; ZILBERSTEIN,
2001). However, again the communication is not mandatory (FLAKE, 2000).

The design of MAS that implement emergent global behaviours by using self-
organization approaches is strongly influenced by systems and societies in the nature,
such as models of chaotic systems and animal societies (FLAKE, 2000). Swarming
intelligence is an important concept in this context, as mentioned above, and it is an
inspiring new approach for WSN (CELIK; ZENGIN; TUNCEL, 2010), in which it in
combination with other biologically-inspired mechanisms, such as genetic algorithms,
are recently being proposed (CAPUTO et al., 2010).

2.3 Biologically-Inspired Approaches

Biologically inspired (or simply bio-inspired) approaches in computer science can
be divided into three main areas (DRESSLER; AKAN, 2010):
a) Bio-inspired computing, which represents the algorithms aiming efficient
computing, e.g. optimization algorithms;
b) Bio-inspired systems, which represent architectural solutions for distributed and
collaborative system, e.g. distributed sensing; and
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c) Bio-inspired networking, which represents strategies for efficient and scalable
networking, e.g. massively distributed autonomic systems.

The two first areas are well established while the last one represents a relatively new
research area. Bio-inspired computing is a branch of natural computing that observes
how biological systems work in the nature to inspire the conception of solutions for
complex computational and engineering problems (CASTRO; ZUBEN, 2005).
Similarly, bio-inspired systems consider the organization of biological systems as
source of inspiration to distributed computer systems architectures and bio-inspired
networking to development of networking mechanisms and protocols. One of the
motivations for the interest in bio-inspired approaches is the self-organizing property
that many biological systems present (ASHBY, 1962), which is particularly useful for
massively distributed systems, such as WSNSs.

Originally, the idea of bio-inspired computing was conceived with two main
purposes, in which the first aimed at modelling biological mechanisms in an attempt to
better understand their functioning. To achieve this goal, these mechanisms had to be
artificially reproduced as accurately as possible, so that the study of the acquired
artificial model could be analysed providing the desired understanding of the studied
natural system. The second purpose was the above mentioned inspiration for the
development of computing algorithms and systems to solve complex problems
(CASTRO; ZUBEN, 2005). In this case, the motivation is to provide alternative
solutions for problems that would have high computing costs, or even be intractable, if
conventional computing techniques such as linear or dynamic programming (CORMEN
et al., 2001) were used.

Unlike the accurate models created to computationally study the biological
mechanisms that are related to the origin of the bio-inspired computing, the bio-inspired
algorithms (in the three above mentioned areas) created to solve complex problems have
no ambition to perfectly model the inspiring biological counterparts. In fact the natural
mechanisms are usually observed in relation to a specific property that researchers
believe can be used to solve a given problem of their interest. Then, the part of the
mechanism that presents such a property is analysed and modelled to provide an
algorithm that express this property in the application domain of the problem under
concern. It may happen that at the end of the algorithm design the similarity to the
natural mechanism is very subtle, and the resulting algorithm or system even barely
resembles its biological inspiration (CASTRO; ZUBEN, 2005).

The research area referred to as bio-inspired approaches is very broad (DRESSLER,;
AKAN, 2010). A number of biological systems provide ideas to the development of
algorithms and entire systems that mimic the behaviours of natural ones. From this wide
range of approaches, some have remarkable importance for being used in a number of
different application domains. A non-exhaustive list of such approaches is presented as
follows:

a) Artificial Immune Systems explore the properties presented by the immune
system of vertebrate animals, especially learning and memory, used to solve
problems that need adaptive and self-organizing behaviours (CASTRO;
TIMMIS, 2002);
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b) Artificial Life mimics the properties of the growing and development
mechanisms of living organisms used as inspiration to develop scalable
algorithms (NORTH; MACAL, 2009);

c) Artificial Neural Networks mimics the functioning of the brain, in which
computing nodes of the network present the properties of neurons. They are used
in applications that required learning methods, such as pattern recognition or
classification (ANTHONY; BARTLETT, 2009);

d) Evolutionary Systems mimics the mechanism of growth and evolution of
populations used in applications that benefit from guided random search to adapt
and find a suitable solution (JONG, 2006);

e) Lindenmayer Systems model the growth structure of plants, which are used to
model grammars and have several application in computer graphics
(PRUSINKIEWICZ; HANAN, 1989);

f) Swarm Intelligence explores emerging collective social behaviours to inspire the
creation of alternative optimizer algorithms based on social interactions of
simple individuals that leads to the emergence of complex behaviour or patterns
(BONABEAU; DORIGO; THERAULAZ, 1999);

Observing the context of this thesis work, which is in the WSN research area, one of
the listed approaches presents particular interest, namely swarm intelligence. The
support for this argument is the fact that swarm intelligence can be characterized as an
approach based on self-organization, which is a remarkably important feature for the
development of bio-inspired ad hoc networking solutions (DRESSLER; AKAN, 2010)
and hence to WSN (DRESSLER, 2007). Artificial immune systems also present such a
self-organizing feature that is explored in several WSN solutions. An example of this is
an approach to redeploy mobile sensor nodes using an algorithm based on the affinity
concept presented by the immune network algorithm (KUANG; CAI, 2010). Another
example is the usage of negative selection to recognize anomalous patterns to
implement an intrusion detection system to identify attacks to a WSN (LIU; YU, 2008).
However, in artificial immune systems this feature is less evident compared to swarm
intelligence approaches for WSNs.

Noteworthy that despite the interest for self-organizing approaches inspired by
swarm intelligence, it does not mean that other approaches, even those not listed in this
small set of samples, are not used as inspiring metaphors to solutions for WSNs. For
instance, there are a number of approaches for WSN based on evolutionary systems,
particularly inspired by genetic algorithms (KLEINSCHMIDT, 2009). In (ZHANG et
al., 2010), a genetic algorithm is used to provide nodes’ locations, in which first
inaccurate information about the current nodes’ locations are refined by a genetic
algorithm.

Swarm intelligence is inspired on the collective behaviour of animals, such as insect
colonies (ants and bees are the most commonly referred), fish schools, bird flocks or
herds (BONABEAU; DORIGO; THERAULAZ, 1999). The idea of systems that
implement swarm intelligent algorithms is rather simple; they explore local patterns and
interactions among agents with simple individual behaviours, which execute simple
tasks to build up a global sophisticated behaviour. The local interactions follow simple
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rules that conduct the self-organization of these agents. This self-organization leads to
the emerging of a collective intelligence called swarm intelligence.

The self-organization in swarms is achieved by the four mechanisms (BONABEAU,

DORIGO; THERAULAZ, 1999):

a) Positive feedback is a behavioural rule that leads to the formation of useful
structures, such as reinforcement in pheromones strength left by ants defining
their trails;

b) Negative feedback is a measure that counterbalances the positive feedback in
order to avoid system distortions, such as the evaporation of pheromones left by
ants;

c) Fluctuation provides a random task switch among swarm individuals, which
enhance the swarm behaviour by adding a creativity and innovation factor that
enables the discovery of new solutions;

d) Multiple interactions among the swarm individuals are useful to spread
information, such the bees’ dances to show the path towards food.

Insect colonies inspire solutions for a number of problems. These solutions explore
stigmergy (BONABEAU; DORIGO; THERAULAZ, 1999), a concept which is related
to the positive feedback mentioned above. Stigmergy defines an indirect coordination
mechanism that uses environment cues to orchestrate the actions performed by the
agents. The pheromone left by ants to form their trails is a concrete example of the
application of this concept. When ants find food, they lay down pheromones on the way
back towards their nest. When ants coming from the nest to search food in the
environment, they meet trails of pheromones and just follow those trails indicating the
shortest path towards the food source previously found. The trails left by the ants form a
collective memory shared by the individuals of the nest, which leads to the global
behaviour driving them to the food sources by the sum of simple individual behaviours
of laying down pheromone traces in the environment. This ant-foraging principle is also
known as Ant Colony Optimization (ACO), which is described in (BONABEAU,;
DORIGO; THERAULAZ, 1999) (DORIGO; DI, 1999). Metaphors to behaviours of
other insects, such as bees, are also used in a number proposals addressing routing in
mobile ad hoc networks, task partitioning and allocation, clustering and multi robots
controls to name few (KARABOGA; AKAY, 2009).

AntNet (CARO; DORIGO, 1998) is a routing algorithm based on ACO, which
disseminate messages in the network to collect information about links and updates the
routing tables of the communicating nodes accordingly. An extension of AntNet to ad
hoc networks is presented in (CARO; DUCATELLE; GAMBARDELLA, 2004).

A number of solutions for routing in WSN are based on insect colony metaphor
(DRESSLER; AKAN, 2010) (CELIK; ZENGIN; TUNCEL, 2010). In (MITTAL et al.,
2010) an approach that models the data communication among nodes as ants’
movements is proposed. The idea is to evaluate the accumulated pheromone level (left
by the forwarded communicated messages) in the neighbour nodes before a node selects
one of its neighbours to proceed with the message forwarding. This process aims to
balance the energy consumption of the sensor nodes due to the message forwarding.
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Flocking, schooling and herding provide concepts extensively explored in robotics,
in which flight formations of UAVs is an emerging research field (LABONTE, 2009)
(GURFIL; KIVELEVITCH, 2007). Approaches in this area have shown that good
performance in the coordination of UAV teams, requiring little communication among
team members, is achieved to collectively perform searching missions in unknown
environments. Collision avoidance solutions also benefit from these concepts as
discussed in (OLFATI-SABER, 2006), which presents the usage of flocking algorithms
to control complex manoeuvres performed by UAV teams. WSNs also apply this type
of approach, as the one presented in (ANTONIOU et al., 2009) that describes a self-
adaptable congestion control mechanism for WSNs. In this mechanism, messages form
flocks that flow towards the global attractor represented by the sink node avoiding
regions of congestion, which represent obstacles for the flock.

24 Summary

By analysing the characteristics of WSNSs, it is possible to notice that a main concern
in this research area is how to provide suitable decentralized solutions that provide
adaptability and flexibility to WSNs. These two desired features are strongly related to
autonomy and self-organization. This observation motivates the study of solutions that
can provide these features, such as agents and bio-inspired approaches, which is our
goal in presenting their main concepts in this chapter. Moreover, the proposed solutions
presented in Chapters 3 to 5 are inspired by these concepts.
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3 SENSING MISSION DISSEMINATION AND
ALLOCATION IN STATIC WSN

3.1 Introduction

Based on the scenario described in Section 1.2.1, the overall idea of the proposed
approach to tackle the identified problems described in Section 1.4.1 is to push the
responsibility for decisions about sensing missions’ allocation to the network, by means
of exploring local information while the missions are being disseminated. To achieve
this goal, instead of having the sensing mission being passively communicated in
packets describing sensing directives transmitted among the nodes, they are carried by
active software agents who have the capability to take decisions while being
communicated among the nodes.

The purpose of the agent-oriented approach is to avoid the need for a centralized
decision maker, a node which would be the only responsible for partitioning and
distributing the missions among the other nodes. To do this, such a central node would
need to collect information about the entire network with certain regularity in order to
have an overview of the nodes’ conditions. Instead, defined missions represented by
agents can enter the network via a sink node from any location, move themselves
around the network until they reach the desired area where the missions should be
performed, and then spread themselves among the nodes that may take part of the
mission. Then, the agents in each node autonomously decide about which nodes will
perform the missions, without the need for extra negotiations. The basis for this
decentralized decision procedure is the information contained in the missions that the
agents represent plus the information that they can get from the nodes while moving
through the network. A mission provides information about the requested types of
sensors to perform it, specifying their capabilities and the necessary amount of sensors
that should be engaged. A mission also contains information about the location where it
has to be performed and the criterion to be used in the decision about the selection of
nodes (the mission allocation itself).

Figure 3.1 presents an overview of the elements involved in the proposed approach,
in which it is possible to observe the representation of the mission being injected into
the network from a sink node by an agent. The network is composed by nodes of
different types, in which the agent will disseminate the mission in a specific area of
interest, the Mission Area (MA), and it will select a subset of nodes available in this
area according to their types and conditions and the mission requirements.
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Figure 3.1: Elements involved in the proposed solution.

In summary, the proposed solution addresses the mission dissemination and
allocation problem in two steps. The first one is accomplished by the injection of an
agent responsible for injecting a mission into the network which is geocasted towards
the location where the mission should be performed. When the agent arrives at this
location, it spreads clones of itself among the sensor nodes in that location while trying
to communicate as little as possible. The second part consists of the decision procedure
carried out by the clones of this agent in each node that may take part in the mission
accomplishment, which results in the decision if the node should participate or not. This
autonomous decision made by the agents in each node represents a decentralized
mechanism enabling a decentralized solution for the mission allocation in the network
as a whole.

3.1.1 Sensing Mission

The concept of sensing mission, or just mission, entails all the activities that the
sensor nodes must perform in order to deliver the information services based on the
requests from the final user. High level dedicated languages are desired by final users to
specify sensing missions, as discussed in the literature (YU; KRISHNAMACHARI;
PRASANNA, 2005). TinyDB (MADDEN et al., 2005) for instance uses SQL-like input
queries to provide this sensing mission specification interface to the end users. Then the
requirements of the mission are extracted from this specification and sent to the
network. As highlighted in Section 1.3, the focus of the contribution presented in this
chapter has to be considered from this step, in which the mission is represented by an
agent loaded with parameters and algorithms sent to the network. Thus, it is important
to first define the structure needed to represent a mission.

A sensing mission to be carried by an agent has a structure as presented in Figure
3.2. The first field is a mission identifier, a number that uniquely identifies each
submitted mission. The following field carries information about the area where the
mission has to be executed, i.e. the Mission Area (MA), which is defined by its
boundary points. The third field defines which sensor nodes’ types and capabilities are
needed to perform a given mission. The fourth field presents the evaluation criterion,
which is a function of selected parameters, such as for example remaining energy levels
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of the nodes and the sensors’ eligibility to the mission needs. This function g defines
how good the sensor node is to perform the mission, called the goodness of a sensor
node for that mission. The fifth field informs the desired amount of sensors that should
take part in the mission, which can be an absolute number or a percentage of the nodes
that are able (eligible) to perform it. The mission may also carry additional parameters
(dashed part of the mission structure in Figure 3.2), such as timing parameters, which
are defined in the sixth field, that can specify periods or frequencies in which the
measurements should be performed, delays, jitter and duration. The seventh field
represents the procedures to handle the acquired data, such as aggregation or fusion
algorithms. The eighth field describes possible actions that a sensor node may perform,
such as issuing an alarm to trigger other sensors, or even open or close valves in
industrial applications of wireless sensor and actuator networks (WSAN) (DRESSLER,
2007). Other additional parameters can be defined according to the needs of a specific
mission.
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Figure 3.2: Mission structure.

3.1.2 Agent Classes

The multi-agent approach proposed to address the sensing mission dissemination
and allocation problems uses three different types of software agents to support a
resource aware sensor network setup. They are used for different purposes and have
different properties in which the mobility is the main one, and, due to this, it is used to
classify them in two different types: static and mobile. Figure 3.3 presents a class
diagram, in which the bottom layer represents the concrete classes of agents used in this
approach while in the upper layers are the abstract classes that categorize the concrete
ones using established agent terminology (see Chapter 2), completing the agent
ontology needed in this context.
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Agent
SoftwareAgent
StaticAgent MobileAgent
7 7
NodeAgent MissionAgent BeeA gent

Figure 3.3: Class Diagram presenting the agents’ inheritance tree.

Static Agent: This kind of agent is aimed to stay fixed in the sensor nodes as
responsible for providing information about its node to the mobile agents that visit it. It
provides an interface to the sensing and communication devices so that the other agents
can perform their tasks, by means of exchanging messages. This method provides
access to the other agents and to the local platform resources offered by the
corresponding sensor nodes. It represents the sensor nodes themselves, and for this
reason this agent is called NodeAgent. It is important to notice that in a broader
perspective, the nodes that host a nodeAgent may not be static. Even that the
contribution presented in this chapter considers static sensor nodes that do not have
actuators that provide mobile capabilities, a sensor node may be displaced by humans or
non-intentionally, so it is important to make it clear that static is the agent in the node,
but not necessarily the node itself. Even considering a mobile sensor node, this same
statement about its nodeAgent holds, i.e. the nodeAgent represents the node and does
not move from the node, but it follows its movements.

Mobile Agent: There are two types of mobile agents as presented below:

MissionAgents are mobile agents that represent missions and are responsible for
carrying, disseminating, allocating and performing those missions in a MA defined by
the mission. Their role is to take a mission to the sensor nodes in the network, according
to the MA specified in the mission, disseminate it through the nodes where the mission
should be performed, decide about which nodes should participate in the mission and
then perform it.

BeeAgents are mobile agents responsible for distributing information about sensor
nodes’ status from specific regions to other locations within the MA that contain nodes
that may have useful characteristics in relation to the mission requirements. Their usage
provides context awareness of the conditions in the mission area to improve the mission
allocation decision results. Its name is given due to the fact that their patterns of
movements are inspired by the movement of bees flying from flower to flower, and by
an analogy to the pollination process performed by bees distributing pollen. This
analogy will be further detailed when the use of beeAgents is explained.
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3.2 Mission Dissemination

The mission dissemination is performed by missionAgents, and is defined by the
way these agents decide about their movement through the sensor nodes in the network.
It works as follows: a missionAgent (or a group of missionAgents when a mission
should be performed in different locations of the network) takes the description of the
mission that is first to be injected into the network. The missionAgent then migrates
from node to node towards the location specified in the mission, the Mission Area
(MA), as the movement described in Section 2.2.1. Figure 3.4 shows a schematic view
of the missionAgent’s migration towards the MA, in which Figures 3.4a and 3.4b show
the injection of the missionAgent with its mission into the network, while Figures 3.4c
and 3.4d show its migration until it arrives at the MA.
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Figure 3.4: MissionAgent moving towards the TA: (a) and (b) illustrate a missionAgent
being injected into the sensor network; (c) and (d) illustrate a missionAgent migration.

This first agent’s movement in the network is simply performed by a comparison
between the current hosting node position and its previous node position. An important
assumption is that the sensor nodes have the information about their own positions,
which is possible by means of a GPS (PARKINSON; SPILKER, 1996) device or any
other positioning mechanism, such as algorithmic solutions (DOHERTY; GHAOUI,
PISTER, 2001) (NICULESCU; NATH, 2003a). All nodes within the communication
range of the sender node will receive the messages sent; thus when a missionAgent is
being sent, it arrives at all the neighbours of the sender node. However, only nodes
closer to the MA are supposed to participate in the forwarding of the missionAgent.
When arriving at a node during a migration, a missionAgent compares its current and
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previous positions. If it is closer to the MA, it continues migrating, otherwise it is
simply discarded. Duplications of a missionAgent may occur during a migration
performed in this way, as more than one receiving node may be closer to the MA in
relation to the sending node. However, as these nodes will be close to each other, a
group of nodes in the direction of the MA will be able to detect that they have received
the same missionAgent more than once. In this case, if the missionAgent has already
been passed by another node in the direction of the MA, it is just discarded. Otherwise,
if duplicated copies of the missionAgent take slightly different directions towards the
MA, they will not harm the mission dissemination, but will contribute as a redundant
mechanism with a negligible overhead. Figure 3.5 presents a flowchart describing this

process.
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Figure 3.5: Flowchart describing the decision process for the missionAgent’s migration.

Arriving at the first node that can be part of the group of nodes possible to engage in
a mission, i.e. a node inside the MA, the missionAgent has to reach all the nodes that
possibly can be part of the mission execution. To do this, the missionAgent performs
different movement actions in relation to the migration action explained above. Instead
of just migrating from one node to another, it creates copies of itself (clones) which are
broadcasted to all neighbour nodes of the sender node. If the sender node is eligible to
perform the mission, one of these created clones is left in this node. This action that
keeps a clone in the sender node and sends one of the other clones to the neighbours is
called clone, following the concept of agent cloning presented in Section 2.2.1. If the
sender node is not eligible to perform the mission, no copy of the agent (no clone) is left
in the sender node. Thus this action is called migrate-clone. In Figure 3.6 these two
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movements are presented, starting from the entrance of the missionAgent in the MA,
depicted in Figure 3.6a. A migrate-clone is presented in Figure 3.6b and a clone is
presented in Figure 3.6¢. The actions clone and migrate-clone are repeated until all
pertinent nodes in the MA, i.e. nodes eligible for the mission, have got a “geocasted”
copy of this agent.

Agentincoming /iUy Agent Outgoing Agent Movement A sensor Nodes
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~__MA ., Sensor Node AQ Sensor Nodes: A\ Required Sensor
E Mission Area  { ¢ Communication [ (O Different Types Nodes for
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Figure 3.6: Agent movements inside the MA: (a) initial node inside the MA; (b)
migrate-clone; (c) clone.

The decision about which kind of movement action a missionAgent will take inside
the MA to proceed with the mission dissemination is done by the analysis of the node
that is currently hosting the agent, by means of an exchange of information with the
nodeAgent. Figure 3.7 presents a UML sequence diagram depicting this message
exchange process. It is noteworthy to mention that the messages exchanged by the
agents used in this work follow the semantics specified in the FIPA Agent
Communication Language (ACL) (FIPA, 2002a).
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Figure 3.7: Interaction between the agents while a mission is being disseminated.

In the first step of this message exchange process, the missionAgent acquires
information about the type of the node (1 and 2 in Figure 3.7), so that it can decide if the
node is eligible or not to perform the mission that it is carrying (3 in Figure 3.7). Then it
requests if the nodeAgent has knowledge about its mission, identified by its missionID,
and the nodeAgent informs if it knows about that mission or not (4 and 5 in Figure 3.7).
If the sensor node is eligible to perform the mission, and if the nodeAgent has
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knowledge about that mission, it means that a similar missionAgent is already in that
node, i.e. another missionAgent, a clone representing the same mission, has arrived to
this node. In this case the most recently arrived missionAgent provides information
about the neighbour nodes that it previously visited to the nodeAgent of the current
node (6 in Figure 3.7). Then the nodeAgent takes this recently acquired knowledge and
informs this to the missionAgent that is already in the same node (7 in Figure 3.7). By
its turn, this other missionAgent merges the received information to its own and informs
the nodeAgent when it completed the merging (8 and 9 in Figure 3.7). The recently
arrived missionAgent is then requested to be discarded and performs this action (10 and
11 in Figure 3.7). Otherwise, if the nodeAgent does not have knowledge about the
mission, it means that no similar missionAgent visited this node. In this case, the
missionAgent requests the node’s status, e.g. energy level, sensor devices capabilities
and accuracy, among others (according to mission criterion — the goodness), and then
decides to clone (12 to 14 in Figure 3.7). To limit the size of the data that an agent is
carrying about other nodes eligible to perform the mission, the goodness status
information of the visited eligible nodes is processed and an average is calculated before
the agent clones. In order to do this, the agent keeps information about the number of
nodes visited so far that contributed with this accumulated average, such that the
average can be updated with the contribution of the recently visited node. Besides this
average, it also carries the raw goodness value of the last visited node.

If the node is not eligible to perform the mission and the nodeAgent already has
knowledge about this mission, the missionAgent just decides to do a discard action (15
in Figure 3.7). In turn, if the nodeAgent does not have such knowledge, i.e. it is the first
time the node receives an agent carrying this mission, the missionAgent waits a random
time interval by setting a timer (16 in Figure 3.7) and requests information about a
possible arrival of a similar missionAgent, i.e. a missionAgent with the same mission,
by exchanging messages with the nodeAgent (17 and 18 in Figure 3.7). If a similar
missionAgent arrived during this time, it means that another node in the neighbourhood
already sent a clone of the same missionAgent (this switches the value of the
know edgeNewM ssi onl D for that mission to a value equal to true in the current
node), thus the one in the current node will be discarded (19 in Figure 3.7), otherwise it
decides to migrate-clone (20 in Figure 3.7). This random time waiting and then
checking about the arrival of a similar missionAgent (16 to 18 in Figure 3.7) avoids
unnecessary redundant forwarding of agents carrying the same mission, thus saving
energy resources.

Once all eligible sensor nodes available and reachable in the MA have received a
copy of the missionAgent, the mission is considered disseminated.

In order to keep the missionAgent inside the bounds of the MA, a simple location
consistency check is performed by the missionAgents while they perform clone or
migrate-clone actions. When a copy of an agent being disseminated in the MA, arrives
at a node after these two types of movement actions, it checks if this node has its
coordinates within the MA limits. If this is the case, then it proceeds as explained above.
Otherwise, it just decides to discard. This process is similar to the one presented in the
flowchart of Figure 3.5.
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3.3 Mission Allocation

The proposed solution for mission allocation has the goal to provide a fully
decentralized decision mechanism, to avoid extra overhead in terms of communication
due to unnecessary exchange of control messages. Thus, the idea is to take as much
advantage as possible of the information collected by missionAgents during the
dissemination phase and use it to decide about the mission allocation.

3.3.1 TheDecision Procedure

Once a missionAgent arrives at a node inside the MA and decides to clone (call
number 14 in Figure 3.7), the clone of the agent that stays in the node and that not is
forwarded starts a timer. By the expiration of this timer, the agent initiates the allocation
decision procedure. The timer is set to the estimated time to be elapsed until all nodes in
the MA are visited by the missionAgent to disseminate a mission. After the timer
expiration, the mission is considered disseminated. The choice of this duration is done
by considering both the number of hops that a missionAgent should take to cross the
MA from its entry point at arrival to the most distant node and the communication range
of the sensor nodes. To avoid premature start of the decision procedure in the first nodes
visited by the missionAgent, the timer is set to a value equal to twice the calculated
value (in order of seconds).

By the expiration of the timer, the missionAgents in each node consider that the
mission is disseminated. This means that all nodes in the MA should have been visited
by a clone of the missionAgent at least once, and, as there are no more movements,
there is no additional information about neighbours coming to any node via the clones.
Thus, the decision procedure, using information about the nodes in the neighbourhood,
can start.

In each node, the missionAgent will decide locally if it engages the hosting node in
the mission or not, using the goodness information of the node, plus the information
about the node’s neighbours, which was acquired when these neighbours transmitted the
missionAgent during a clone or migrate-clone agent movement action. This is the
reason why the timer mentioned above is used to trigger the start of the decision
procedure only after at least one missionAgent has surely arrived to any node in the
MA.

This local decision about the engagement of the node includes a weighted
probability calculation. By receiving information about its neighbours, the
missionAgent makes a generalization of the resources and capabilities available in its
neighbourhood, thus constructing an approximation of what exists in the entire MA.
From such reasoning, it assumes that the amount of requested nodes in its
neighbourhood has to be proportional to the one required in the mission directives for
the entire MA (fifth element in the mission structure, see Figure 3.2).

Each missionAgent adds the goodness values received from its neighbours to the
one of its hosting node and calculates the contribution of its node to this result,
corresponding to the probability of the node’s engagement in the mission, according to
the following:
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niEpDh, if prob <1
prob =1 >, (3.1)
j=i
1, otherwise

where: g; is the result for the goodness calculated for node i; p is the percentage of the
nodes capable to accomplish the mission that should engage on that mission; and n is
the number of neighbours with the required sensing capabilities and that are taken into
account in the decision procedure executed at node i.

Each node will then randomly decide whether to engage or not in the mission, based
on the value obtained in (3.1). The result prob; is thus compared to a random value
(rand) between 0 and 1 obtained from a random function with linear distribution. If
proby is bigger then rand, the node engages in the mission, otherwise it does not engage.
Notice that the random value used in the comparison could also be a fixed value, which
if closer to 1 would decrease the probability to the nodes engage in the mission while
values closer to 0 would increase this probability. The use of the random value aims to
avoid bias the decision.

Figure 3.8 presents a flowchart describing this procedure to decide about the node
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Figure 3.8: Mission Allocation Decision Procedure.
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3.3.2 Overcoming Unfavour able Situations Caused by Unbalanced Nodes
Distribution

An assumption made, influencing the efficiency of the above described decision
procedure, is that the nodes are randomly and uniformly distributed in the area where
the system is deployed, and thus also in the MA. This also models a MA equipped with
a heterogeneous set of sensor nodes, with respect to their abilities to perform a given
sensing mission depending on the requirements of the mission, i.e. their goodness. For
instance, a mission that requires nodes with a given level of accuracy or a certain
remaining energy level may find sensor nodes, which are more or less suitable to
perform it, well distributed in the MA.

In the example shown in Figure 3.9a, the sensor nodes are randomly distributed in
the area according to their capabilities to accomplish a given mission, which are
represented by the gray scale, in which lighter nodes represent those with better
capabilities, thus better goodness. However, in a situation in which the nodes are not
heterogeneously distributed according to their capabilities, as presented in Figure 3.9b,
there is a risk to bias the decision resulting from the mechanism described in the
previous section. This risk comes from the fact that, by exploring the locality
considering the nodes’ neighbourhood, the decision may result in the engagement of
nodes with poor goodness results that are in regions (parts of the MA) in which there are
concentrations of nodes with poor conditions. At the same time, nodes with higher
goodness values will not be engaged in other regions in which they are surrounded by
other nodes also with high goodness levels. This will result in leaving a number of
nodes that could be used in the mission unused, while engaging nodes that are not the
most appropriated ones. An example of distribution in which this situation may occur is
shown in Figure 3.9b. Such unpaired distribution can occur if a specific part(s) of the
network has (have) too much activity, for instance if it (they) is (are) overused for
routing in the case in which the energy level is the considered condition. This may
happen if the same route is overused to deliver messages to a sink node, or if the
network is performing several missions, and some of them overuse the sensor nodes in
specific parts of the MA (regions in the MA), while leaving other parts with idle unused
nodes.
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Figure 3.9: Sensor nodes distributions: (a) Random Distribution (Heterogeneous or
Mixed); (b) Unbalanced Distribution with Homogeneous Concentrations.
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To avoid inefficient mission distribution in the cases of existence of regions with
concentrations of nodes with similar status, the missionAgents have to be aware of these
regions, so that this can be taken into account in the decision making procedure.
However, to address this issue, two problems have to be solved: the first one is to detect
the existence of regions with concentrations of similar nodes, and the second one is to
alert the missionAgents in other nodes in the MA about such concentrated regions.

The proposal is to solve the first problem by means of a simple calculation of the
average and the standard deviation of the goodness values of the neighbour nodes and
then comparing this average with the accumulated averages brought to the node by the
missionAgents during the mission dissemination phase. An indication of a concentration
of similar nodes is given by the standard deviation of the nodes’ goodness in the
neighbourhood. If it is too small, below a given threshold, it means that the nodes
individually have goodness values very close to the average of the considered group of
neighbours, and thus close to one another which characterizes the region as
homogeneous. Otherwise, if the standard deviation is above the threshold, the region is
not considered as having a concentration of similar nodes but instead being
characterized as heterogeneous. However, even with an indication that a particular
region within the MA is homogeneous, it may happen that all nodes in the MA have a
similar characteristic, i.e. the whole MA is homogeneous, which is very probable when,
for example, the network has been recently deployed (all the nodes in the network have
high goodness values) or when the network is close to the end of its lifespan (all nodes
have low goodness values). This means that there are special circumstances that need to
be considered.

Therefore, even if the first test indicates that the region is homogenous, a second
check is done by comparing the accumulated goodness average that came with the
missionAgent during the mission dissemination phase. If this average is close to the
neighbours’ goodness average, i.e. the difference between them is smaller than a
threshold, then it is an indication that all nodes in the MA are homogeneous, i.e. all the
nodes have high or low goodness values. Otherwise, if the averages’ are not close, then
the MA is not homogeneous and a region of concentration has been identified.

For this type of analysis to make sense it is assumed that, during the mission
dissemination, the accumulated goodness value carried by the clones of a missionAgent
has information about nodes in different parts of the MA. However, it is very probable
that, for nodes close to the entrance point where the missionAgent arrived at the MA,
this comparison will not be so meaningful, as the missionAgent did not have yet the
chance to visit many nodes before. But, besides this borderline situation, for the other
nodes (the general case) it is reasonable that such a comparison is worth to be done, thus
giving the opportunity to this type of analysis to work properly. Figure 3.10 presents the
flowchart describing this algorithm, aimed to discover regions with concentration of
nodes with similar properties (homogeneous regions).
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Having solved the first problem, namely the identification of regions with similar
nodes, the next step is to inform other nodes in the MA about the existence of such
homogeneous regions. Being aware of the existence of such regions and their
characteristics, other regions with complementary characteristics can contribute with
their nodes’ goodness values in the calculation while the missionAgents take the
decision to engage or not a node in a mission. To provide this feature, the second mobile
agent introduced in Section 3.1.2 is used, i.e. the beeAgent. Its name is given by the
way bees fly from a flower to another in their search for nectar and pollen. When
collecting nectar or pollen from the flowers, bees, by using their sense of direction, are
capable to rapidly recognize that a given flower was recently visited. Having such
information, the bees are able to select non-visited flowers to continue their movement
and collect food. Moreover, while visiting flowers, bees contribute with the plants’
reproduction mechanism by a pollination process called entomophily, in which they
take pollen from a flower to another (PARTAP, 2011). In a similar way, the beeAgents
are capable to recognize nodes already visited while moving through the network, so
that they follow a path of non-visited nodes, and also transport information about the
group of nodes with similar characteristics from where they came to other nodes, as
bees carry pollen from flower to flower.

Considering a sensor network with uniform distribution of nodes, it is expected that,
in average, the nodes will be distributed uniformly according to their characteristics, as
the example presented in Figure 3.9a. However, due to a number of circumstances, such
as hot spots created by overused routes or higher incidence of events in a given part of
the area where the sensor network is deployed, it is reasonable to assume the existence
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of regions with concentration of nodes with similar characteristics, such as the example
presented in Figure 3.9b. However, it is probable that other similar situations not too
extremely adverse as presented in Figure 3.9b occur. Such situations represent regions
of concentrations which are surrounded by heterogeneous sensors, as illustrated in
Figure 3.11. This requires a more efficient way than a conventional flooding to inform
the sensor nodes about these complementary regions. The beeAgent is then responsible
for spreading information about such concentrated regions, in an attempt to improve the
mission allocation. The reason is that the probabilistic decision explained before
assumes diversity among the nodes’ goodness values, and situations with node
concentrations biases the results.
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Figure 3.11: Example of regions of concentration of similar nodes immersed in the
network.

The creation and sending of beeAgents is decided by the missionAgents for
situations in which they find regions of concentration in the network, according to the
identification algorithm described above. This information about whether the region in
which the sensor node is located has a concentration of similar nodes or not is shared
with the nodeAgent, which is responsible for informing incoming beeAgents that arrive
from complementary regions about the local situation. BeeAgents will be sent from one
or more nodes in the concentrated regions, depending on the relation between the
communication range and the size as well as shape of the region. Then they follow a
semi-random walk through the network, by selecting random directions so that they are
forwarded in a way that do not lead them back to the region where they came from, in a
way similar to how bees recognize flowers already visited. This is a migration action
similar to the one performed by the missionAgents explained in Section 3.2. However,
instead of having a precisely defined destination as the MA in the missionAgent’s
migration, the direction followed by the beeAgent’s is randomly selected inside the MA.

When beeAgents find regions with complementary characteristics, they disseminate
information about the existence and properties of their respective source regions by
means of a clone movement action through the eligible nodes in these regions. This
delivery of information to complementary regions is comparable to the bees’ pollination
process mentioned above. If the beeAgent does not find any complementary region after
a given number of hops or after that it reaches a limiting edge of the MA, it is just
discarded by the last visited node.
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After identifying the homogeneous region, before a missionAgent decides to send a
beeAgent, it first waits a random time interval and then checks if a missionAgent in
another node in the vicinity had already sent a beeAgent telling about this same region
of concentration. If, after this waiting time, a beeAgent was already sent, there is no
need to send another beeAgent carrying the same information, otherwise, the beeAgent
is sent. One neighbour node is chosen to forward the beeAgent, according to the
selected random direction. Before the beeAgent forwarding proceeds from this node, it
is performed a check if a beeAgent informing about the same region was already
forwarded by another neighbour node. Figure 3.12 presents the algorithm regarding the
decision to create and send a beeAgent.

Once a beeAgent is sent, the missionAgent is aware that it is possible that another
beeAgent from a complementary region may arrive. So, it should wait a certain amount
of time before starting the decision process. On the other hand, if the node is not in a
homogeneous region, the missionAgent can directly start the decision procedure after
running the algorithm to identify homogeneous regions. The complete flow-chart with
the whole process explained above is presented in Figure 3.13.
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Figure 3.13: Complete process to perform the mission allocation.

3.4 Experimentsand Results

This section presents a set of experiments performed to evaluate the performance of
the mission dissemination and mission allocation mechanisms proposed for static WSNs
proposed in this work. The experiments were conducted in the form of simulations
using GrubiX simulation tool, in which the proposed agents are implemented as Java
objects.

Different simulation setups were used to highlight the usefulness of the proposed
solution and to measure the benefits and overhead of the beeAgents.

3.4.1 Simulation Setup

Basic Setup

In the performed simulations, the mission is small enough and fits in a tiny
missionAgent that can be sent using just one communication packet.

The mission area, MA, has dimensions 5 Km x 5 Km, in which 8000 sensor nodes
are randomly positioned according to an independent uniform probability
(homogeneous Poisson point process (ROSS, 2007) in two dimensions, which generates
a geometrical random graph). This density and distribution results in a probability of
71% that the nodes in the network form a connected graph (BETTSTETTER, 2002),
assuming a communication range of 100 meters, and a probability of 100% with a
communication range of 200 meters, which were the values used in the performed
simulations. The condition about the network connectivity is important due to the fact
that the nodes have to be connected to the rest of the network in the MA to receive the
mission being disseminated; there should be at least one link that individually connects



88

each node to the rest of the network, i.e. there are no isolated nodes. Considering this
restriction, for the simulations with 100 meters communication range, only those
instances of the nodes’ distributions that formed a connected graph were used.

The sensor nodes each have one of four possible types of sensors: humidity,
temperature, vibration and luminosity. These capabilities are equally distributed among
the nodes.

Simulated Mission

As the purpose of the contribution presented in this chapter is to present a solution
for the sensing mission dissemination and allocation, just the first five fields of the
mission structure (see Figure 3.2) were effectively used to specify the mission.

The mission that is requested to be assigned in the simulation requires luminosity
sensing capability and has its evaluation criterion based on the sensor device accuracy
and on the remaining energy level. The mission specifies that the nodes that have better
sensor, for example with better accuracy, and higher energy levels are to be engaged in
the mission and that both parameters have the same importance, such that the goodness
function can be written as:

g=alac+(l-a)le (3.2)

where ac is the sensor accuracy and e is the remaining energy level. The value « is a
tuning factor that determines the importance of each parameter in the goodness
calculation. In this case, it has value equal to 0.5, as both parameters (accuracy and
energy) have the same importance.

The mission requires that 50% of the eligible nodes, i.e. those that have the required
sensing capabilities, are engaged in its accomplishment. From the total number of nodes
(8000), 2000 ones have the required sensing capability to perform a mission (they are
thus eligible), i.e. luminosity sensing capability, and 50% of them (1000 nodes) should
be engaged in the mission according to the criterion established as a mission
requirement.

Setup Variations

From the common setup parameters presented above, two different variations were
derived. In the first one, each node starts the simulation with different sensor accuracy
and different energy levels available. The sensor accuracy and energy levels are
randomly distributed according a uniform distribution in the same range, from 10% to
100% of their full capability. Thus, the node distribution in the area in relation to their
capabilities to perform the mission, i.e. their goodness, is similar to the one presented in
Figure 3.9a. This first variation will be called “setup-Random” in the presentation of the
results.

The second variation represents a scenario in which the network is divided in two
areas, according to the distribution of the eligible nodes for the mission. Half of the
nodes eligible to the mission are concentrated in one part of the area, with energy and
sensor device accuracy level varying between 90% and 100%, while the rest of the
eligible sensors are concentrated in the other half of the area, having at most 10% of
remaining battery and 10% of the sensor device accuracy. This provides a distribution
with concentration of nodes similar to Figure 3.9b. In the presentation of the results, this
second setup will be called “setup-Conc” (for “setup-concentration”).
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For the two setups described above, two sets of results were obtained, one using the
communication range of 100 meters for the sensor nodes and the second one using a
range of 200 meters.

Another variation of the performed simulations was in relation to the usage of the
beeAgents. Two types of simulations were performed, one with the beeAgents (running
the complete mission allocation procedure presented in Figure 3.13) and without
beeAgents (running the mission allocation procedure as presented in Figure 3.8 only).
For each setup variation, a set of 100 runs were performed. Table 3.1 summarizes the
setup variations.

Table 3.1: Simulation Setup Variations

Node Communication Program Variation
Setup Variation C o (with or without
Distribution Range
beeAgent)
Setup-Random-100-NB Random 100 No BeeAgent (NB)
Setup-Random-200-NB Random 200 No BeeAgent
Setup-Conc-100-NB Concentrated 100 No BeeAgent
Setup-Conc-200-NB Concentrated 200 No BeeAgent
Setup-Random-100-WB Random 100 With BeeAgent (WB)
Setup-Random-200-WB Random 200 With BeeAgent
Setup-Conc-100-WB Concentrated 100 With BeeAgent
Setup-Conc-200-WB Concentrated 200 With BeeAgent

3.4.2 Resultsand Discussion

The results present three metrics aimed to assess the efficiency of the proposed
approach. The first metric assesses the efficiency of the mechanisms to reduce the
energy consumption. Considering that communication is the major energy consumer in
WSN:s, this metric evaluates the reduction in the data communication, as compared with
an ordinary flooding-based mechanism presenting the maximum number of packets
needed to disseminate the mission among the nodes. This result also provides
information about the communication overhead, compared to the cost for the optimal
case, of the proposed approach. The second metric gives the average number of nodes
engaged in the disseminated mission, which is compared to the desired number of nodes
to be engaged. The third metric gives the average goodness of the engaged nodes, as the
goal is to engage those nodes that have better goodness.

An important rationale for the proposed approach is to assign missions to the sensor
nodes with low overhead due to transmission of control messages. To achieve this goal,
the proposed agent-based approach disseminate and allocates the mission in a
decentralized way, in which the only overhead is caused by the mission dissemination
and by the spreading of information about regions with similar nodes concentrations, if
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such regions are identified. Figure 3.14 presents this communication cost, in which the
average number of sent packets carrying agents is shown for each set of simulation runs,
corresponding to each setup variation described above. To give support to comparisons,
the optimal solution based on a search of the global state of the simulations and results
of an ordinary flooding-based solution are also presented. The optimum solution is
implemented by storing the information about the type of the sensor and the respective
goodness value for each individual sensor node, as well as their position. Based on the
criteria defined in the mission, the more suitable sensor nodes are selected from this
global view of the network, i.e. only the 2000 eligible nodes in this simulated scenario.
The flooding-based considers that all 8000 sensor nodes forward the mission when they
receive it.

Notice that Figures 3.14b and 3.14d present results for two variations of the optimal
and flooding solutions. The reason for this is due to the fact that the first optimal
solution does not consider the identification of the regions of node concentration and is
thus comparable to Setup-Conc-100-NB and Setup-Conc-200-NB, which holds for the
first flooding results too. On the other hand, the second results for the optimal solution
(Optimum-B) considers the dissemination of the information about regions of
concentration, and is thus comparable to Setup-Conc-100-WB and Setup-Conc-200-
WB, and the same holds for the second flooding results (Flooding-B). Optimum-B
solution calculates the shortest path between regions of concentration, i.e. the minimum
number of nodes that links the regions, and considers that the beeAgent follows this
path. Then the beeAgent is disseminated in the region following clone movements
through eligible sensor nodes, as explained in Section 3.3.2. Notice that the results for
the Optimum, Flooding and Flooding-B do not present error bars because they have
always the same value. This result is due to, in the case of the Optimum, only the 2000
eligible nodes forward the missionAgent, while in the Flooding, every node forwards
the missionAgent during the dissemination, and in the Flooding-B, every node forwards
the missionAgent, and then all of them forward the beeAgent. As the dissemination of
the beeAgent in the Optimum-B varies according to the nodes distribution for each run,
the average result is presented with the respective standard deviation.

It is possible to observe that the number of messages sent for the setups with
communication range of 200 meters is lower than those for the corresponding setups
with 100 meters range. Due to the nature of the broadcast, i.e. sending a single packet
enables the reception of its information in all nodes located within the communication
range of the sender node, this difference can be explained by the lower probability that
the nodes will forward a packet containing an agent in the 200 meters range setups due
to the longer range in this case, which enables a packet sent by a sensor node to reach a
greater number of other sensor nodes. This means that a sensor node has more
neighbours in the long range case and this impacts the number of packets that need to be
sent according to the mission dissemination procedure explained in Section 3.2. As
described there, if an agent is prepared to migrate-clone from a node and this node
receives a similar agent, the agent does not proceed with its movement. This decision
avoids unnecessary redundant transmissions, as confirmed by the results shown in
Figures 3.14c and 3.14d, i.e. it reduces the total number of sent packets.

The results presented in Figures 3.14a and 3.14c also reveal that the variations with
random distributions (Setup-Random-100NB, Setup-Random-100WB, Setup-Random-
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200NB and Setup-Random-200WB) are not affected by the beeAgent, because in fact it
is not used (even in the WB setup variations, because no region of concentration is
identified), so there is no increase in the number of packets sent due to its transmission.
Similar results can also be seen for the variations with node concentration that do not
use the beeAgent (Setup-Conc-100NB and Setup-Conc-200NB). This shows the
consistency of the process in correctly recognizing regions of concentration. The
increased number of packets sent is then observed in the variations with node
concentration and in which the beeAgent is used (Setup-Conc-100WB and Setup-Conc-
200WB). These results are consistent with the expected ones, as the usage of the
beeAgent implies more packets being communicated in the network, besides those used
for the mission dissemination. However, considering the high concentration of the
nodes in the simulated concentrated scenario, i.e. two very distinct regions of
concentration, the increase of around 30% in the overhead due to the use of the
beeAgent is fairly acceptable compared to the 100% increase of Flooding-B. This
statement is based on the fact that the dissemination of the beeAgent in these highly
concentrated regions requires that the beeAgent be forwarded by a number of nodes to
cover all the nodes in this region. Notice that this is an extreme case in which these
regions are very big in relation to the entire MA. Cases in which these regions are
smaller would require less communication among the nodes.

Compared to the flooding-based solutions, these results represent the contribution of
the proposed approach, as no additional package besides those used in the mission
dissemination are used in the whole process when no regions of concentrations are
identified. In the cases in which such regions are detected, only around 30% additional
packets are required to disseminate information about these regions by using the
beeAgent.

Besides the importance in reducing the overhead due to communication among
nodes, another important concern in WSN based systems is to search for solutions in
which an optimal or close to the optimal number of resources are used. In the case
considered in this paper, each mission specifies the number of sensor nodes it requires.
Thus, the goal is to engage a number of nodes as close as possible to this target number.
This implies that the network should avoid to use more sensor nodes than required, but
also avoid to engage too few so that the mission could not be performed. The number of
engaged nodes in the mission is the metric used to assess how good the approach
performs in relation to this goal. Figure 3.15 presents the average number of engaged
nodes for each set of runs, corresponding to each setup, compared to the target number
of nodes to be engaged in the mission, i.e. 1000 nodes in this experiment.
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Figure 3.14: Average number of agent packets that are sent in each solution (the error
bars indicate the standard deviation).
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Figure 3.15: Number of nodes engaged in the mission.
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The results presented in Figure 3.15 are complemented by the statistics presented in
Table 3.2, from which one can observe that all setups have averages very close to each
other and to the target value (1000). Moreover, the values for the standard deviations are
not too high, in which the highest one was 77.55, which was observed for the
measurements of the setup Setup-Random-100-NB. These results certify the robustness
of the proposed approach in engaging a number of nodes that does not represent a waste
of system resources, i.e. it does not engage an unnecessary big number of nodes, and at
the same time it is able to perform the mission, as it does not engage too few sensors
either.

A careful observer may ask why the average values presented in Table 3.2 are all
below the target number. This occurs due to the result of the comparison between prob;
calculated by (3.1) and rand (see Section 3.3.1). The comparison is based on a “greater
than” operator between the two values only, as presented in the flowchart of Figure 3.8.
Replacing the comparison with a “greater than or equal” operator will give a higher
number of engaged nodes. Additional simulations with the same setups reveal that
increasing or reducing one of these values by a tuning factor can also be used to shift
the results to lower or greater averages. However, since the achieved results can be
considered “good enough”, i.e. very close to the target value, variations of this possible
tuning factor were not further explored.

Table 3.2: Number Engaged Nodes Statistical Results.

Setup Variation Average Maximum Minimum [S)te?,?:t?é?,
Setup-Random-100-NB 970.11 1130 833 77.55
Setup-Random-100-WB 983.70 1112 845 67.14

Setup-Conc-100-NB 993.20 1106 840 68.49
Setup-Conc-100-WB 978.36 1103 847 70.24
Setup-Random-200-NB 963.63 1075 848 68.43
Setup-Random-200-WB 975.34 1100 843 66.39
Setup-Conc-200-NB 970.46 1104 846 71.23
Setup-Conc-200-WB 978.54 1092 844 66.94

The last assessed metric provides information about how suitable the selected sensor
nodes are to perform the mission. Together with the number of nodes engaged to
perform the mission, this metric measures how well the user needs, as described in the
mission specification, are met. It is important to engage a number of nodes close to the
one specified by the mission, but of equal importance is the quality of the results that
these sensor nodes can provide, which is specified by the goodness function that
evaluates how suitable a sensor node is for a given mission. Figure 3.16 presents the
normalized averages for the goodness value for the set of selected sensor nodes for each
setup variation and each run, in relation to the optimal value, which is calculated by a
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search in the global state of the simulation (in the figure, 1.00 is the normalized optimal
value).

The results presented in Figures 3.16a and 3.16¢ show the non interference of the
beeAgent in the setup variations with random node distributions for both
communication ranges, as it was expected. In turn, Figures 3.16b and 3.16d present the
expected better results achieved by the setups with the beeAgent for variations with
node concentration, for both communication ranges. Moreover, an interesting point to
be explored is the comparison between these results in relation to the communication
range.

As discussed before in Section 3.3, the quality of a node’s assessment in its
neighbourhood depends on the number of neighbours from which it received the
respective goodness values to take into account in the decision procedure. A higher
communication range allows a higher number of nodes to have knowledge about more
neighbours, i.e. it enlarges the nodes’ neighbourhood. As a consequence, during the
missionAgent dissemination, each node will receive goodness information from a
higher number of other nodes, which helps to enhance its decision process. However,
the difference in the results obtained with the different communication ranges shows
that the gain due to the increased range is not as significant as the gain coming from the
introduction of the beeAgent for the same range, in cases of the presence of regions of
concentrations. Figures 3.17 and 3.18 graphically present the average of the obtained
results, with error bars representing the standard deviation. In Figure 3.17 it is possible
to compare setups that have regions of concentration of nodes. Observe the difference
between Setup-Conc-100-NB and Setup-Conc-200-NB (0.02 units), which is smaller
than the differences between Setup-Conc-100-NB and Setup-Conc-100-WB (0.157
units) and between Setup-Conc-200-NB and Setup-Conc-200-WB (0.194 units). These
observations lead to the conclusion that the use of the beeAgent is more efficient than
the increase of the range to handle the problem caused by the regions of node
concentrations. Figure 3.18 presents the comparison among the setups with random
distribution of nodes. From this figure it is possible to observe that the difference
between the results from the setups with and without the beeAgent for the same range
are negligible, which was expected and is coherent, as the beeAgents are not really
used. On the other hand, the comparison between the setups according to the ranges
reveal a difference around 0.026 units, with the better results for the setups with 200
meter range, which was also expected, as the increased range enlarges the nodes’
neighbourhood, as previously discussed.
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Figure 3.16: Normalized goodness values.



97

1.00
0.95
0.90
0.85
0.80
0.75
0.70 -
0.65
0.60 -
0.55 -
0.50 -

B Setup-Conc-100-NB

0.780

@ Setup-Conc-100-WB

B Setup-Conc-200-NB

m Setup-Conc-200-WB

0.623

Averages for the Normalized
Goodness Values

Figure 3.17: Average goodness values — Setups with node concentrations.

1.00
0.95
0.90
0.85 -
0.80 -
0.75 A
0.70 -
0.65
0.60 -
0.55 -
0.50

0.850 | [ 0850 ] [ 0.875 ] [ 0878

Setup-Random-100-NB
B Setup-Random-100-WB
Setup-Random-200-NB
H Setup-Random-200-WB

Averages for the Normalized
Goodness Values
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These findings provide evidence that the use of the beeAgents is more efficient to
overcome unfavourable situations due to concentration of nodes, than just an increase of
the communication range. All three metrics show that an increase in the communication
range provides better results, as the goodness metric shows, while reducing the total
number of messages sent. This result holds both for random nodes distributions and
distributions with concentration of nodes when they are compared between them, it
means the variations of Setup-Random-100-* compared to Setup-Random-200-*
variations, and Setup-Conc-100-* variations compared to Setup-Conc-200-* variations.
However, comparing the increased range without the use of beeAgents to the use of the
beeAgents in the reduced range, for setups with concentration of nodes, namely
comparing Setup-Conc-200-NB to Setup-Conc-100-WB, the use of beeAgents performs
better. The metric that assesses the engaged number of nodes did not show significant
influence for the different setup variations, which represents a good result, as it shows
that the proposed solution, in spite of the conditions (ordinary, with a random
distribution of the nodes, or adverse, with concentration of nodes), performs equally
well in engaging a number of nodes close to the one required for the mission. Thus the
weight of the evaluation rests on the overhead and on the goodness metrics.

Notice that these results should be carefully interpreted. Despite the benefits that an
increase in the communication range presents in the achieved results, it may imply a
severe augmentation in the energy required by the radio transmitter, which may not
compensate the savings in the number of emitted packets and on the enhancement in the
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goodness values. This issue has to be taken into account for each specific
communication device used by the nodes in the WSN that is being deployed.

3.5 Summary

The proposed decentralized solution presented in this chapter explored geographical
awareness to address the mission dissemination in static WSN and local context
information to control sensor nodes’ decisions about the mission allocation. The goal of
the proposed solution was to engage a number of sensor nodes in the mission by
selecting the most appropriate nodes for this particular mission, while keeping the
communication overhead as low as possible. The achieved experimental results indicate
that the proposed approach successfully selects high quality nodes (approximately 15%
worst than the optimum solution) and in a number close to the desired one (less than 5%
different from this desired number in average). Moreover, the communication overhead
among the sensor nodes is expressively lower than the flooding based approach, using
less than 50% of the communication used by a flooding solution in cases in which
regions of concentration are detected.
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4 SENSING MISSION DISSEMINATION IN MOBILE WSN

4.1 Introduction

Regarding the scenario presented in Section 1.2.2 and the related problem stated and
discussed in Section 1.4.2, the goal of the solution proposed in this part of the thesis
work is to assemble sensing missions and the rules telling how they move among a fleet
of mobile sensor nodes to reach and stay in their mission areas (MAs). This is
implemented by mobile software agents representing both the missions and their motion
rules.

Considering the conditions of a mobile wireless sensor network (MWSN) as
presented in Section 1.2.2, the mobile sensor nodes are not bound to the sensing
missions, but they are necessary to enable the missions, provided that they can offer the
conditions required to perform them. As it is assumed that every node has the same
resource capabilities to perform the missions, the remaining condition to be considered
is the nodes’ location. Sensing missions are to be performed in MAs and as the nodes
can move freely and are not bound to the missions, the missions instead have to move
among the nodes to reach and utilize nodes that will carry them to their respective MAs.

In such scenario, it is expected that different users submit sensing missions to the
network. As in principle there is no strong relation among the nodes and the missions,
these missions can decide individually, and possibly in different ways, how they select
and use sensor nodes that are suitable to help in their dissemination and execution. This
autonomy aspect motivates the usage of mobile software agents to represent and
encapsulate missions and the decision mechanisms needed to achieve this. To do the
actual work the mobile software agents perform software migrations among the nodes.
Software migrations are actions that transfer mobile software agents from a node to
another node fulfilling a temporary or final goal via one or more neighbourhood
migrations as presented in Section 2.2.1. Thus, the solution for the sensing mission
dissemination in mobile WSN is performed by agent migrations among the sensor
nodes, in which the agents have the goal to reach sensor nodes that lead them to the
MAs of their corresponding missions.

Figure 4.1 shows an example in which an agent first is being carried by sensor node
S-1, which is moving outside the MA where the agent should execute its mission.
Besides moving outside the MA, node S-1 moves away from the MA (Figure 4.1a), i.e.
in a wrong direction in relation to what that is desired. During its movement, the node
S-1 however meets another node, S-2, which is moving in a direction that can lead the
agent closer to MA. At this moment a decision to migrate or not to S-2 has to be taken.
Assuming that the decision is positive, the agent migrates to S-2 and follows with the
node in its movement. Eventually, S-2 meets another node, S-3, which is moving in the
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direction of the MA (Figure 4.1b). As S-2 is not moving towards MA, the agent decides
to migrate to node S-3, and finally the agent manages to arrive to its MA (Figure 4.1c).
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Figure 4.1: Example of a Successful Migration of an Agent Carrying a Mission.

Figure 4.1 shows an example of successful migration of an agent from a node
outside the MA that was not moving towards the area (S-1) to another node that
eventually carries the agent to its MA (S-3). This migration of the agent was performed
by in two hops (first from S-1 to S-2 and then from S-2 to S-3), exploring the concept of
agent ferrying (TEI et al., 2005) as explained in Section 2.2.1.

As presented in Figure 4.1, nodes S-1 and S-3 just meet another node during their
movements and node S-2 meets two others, but in a real scenario with a higher density
of nodes, node meetings happen much more often. In this case, the agents are not
supposed to migrate to all nodes that they meet, but instead, they have to consider if it
worth or not to migrate to a meeting node considering the costs and benefits of such an
action. Thus, there is a need to have a good policy and idea about what to consider when
deciding about migrating or not.

The goal in migrating software agents via mobile sensor nodes in the
neighbourhood is to eventually reach nodes that are inside the MA of the respective
mission by preferring nodes moving towards this area, as in the example presented in
Figure 4.1. For this purpose, there is context information that can be explored to provide
intelligence to the agents, so that they can take better decisions in relation to their
migration actions. This context information is related to the geographic position of the
nodes, as well as the directions of their next movements.

The above mentioned facts motivate the proposal and comparison of three different
approaches to perform the agent migration, based on different levels of intelligence and
thus processing and communication capabilities, to explore different levels of context
information.
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4.2 Intelligent Agent Migration

As mentioned above, the proposed approaches have in common that they explore the
concept of agent ferrying to provide a solution for the sensing mission dissemination
problem in mobile WSN, by means of agent migrations among mobile sensor nodes
moving in the direction of the MA.

In the proposed and investigated solutions to this problem, two types of agents are
used: NodeAgent and MissionAgent. These two types of agents follow the same
categorisation and description as presented in Chapter 3, in which the nodeAgents are
static and allocated to all sensor nodes, being responsible to provide access interfaces to
the node’s resources to the missionAgents, i.e., the mobile agents that handle the
sensing missions.

Differently from what was presented in Chapter 3, in this chapter all nodes are
mobile. Considering the node mobility, the missionAgents migrate from node to node
by selecting nodes that with higher probability eventually lead them to the MA where
they then can perform their missions.

The first condition that a missionAgent has to consider is if its current node is inside
or outside the MA. In the first case, the agent has arrived to a node where it can perform
its mission and does not need to migrate to another node. Otherwise, it has to wait for its
current node to arrive to the MA to perform its mission, or try to migrate to another
node, when its current one meets another node that has a better valuation. Based on
these considerations, the missionAgent’s behaviour, needed to analyse if it can perform
the mission or try to migrate to another node, can be defined as presented in Listing 4.1.

Listing 4.1: Algorithm, in pseudo code, defining the behaviour for the missionAgent.

01 Wiile (true)

02 Wile (Inside_My
03 perforn(M ssion);
04 End Wil e

05 Wile (!lInside_M)

06 If Meeting_Node !'= null then

07 Wrth < eval uateM gration(Meeting_Node);
08 If Worth == true then

09 m grat e( Meeti ng_Node) ;

10 End_I f

11 End_I f

12 End_ Wil e

13 End_Wile

Listing 4.1 above shows that the missionAgent is either performing its mission
inside the MA (lines 02 — 04) or waiting for a meeting node while its current node is
outside the MA (lines 05 — 12). When its current node meets another node, it evaluates
if it is worth or not to move to this node (line 07), and if so, it migrates towards the
meeting node (line 09).
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The method eval uat eM grati on( Meeti ng_Node) (line 7 of Listing 1), is
responsible for the decision about the missionAgent migration towards the meeting
node. To implement this method, the missionAgent has to communicate with the
nodeAgent to obtain the necessary geographical information about the current node and
the meeting node so that a decision can be taken. Which information the missionAgent
requests from the nodeAgent and how well it uses this information defines its level of
intelligence. The nodeAgent in its turn acquire information about the meeting node by
communicating with the nodeAgent in the meeting node.

This proposal considers three levels of intelligence distinguished by the information
that they use to take the decision about migrating or not to a meeting node, which are
detailed in the following.

4.21 Destination Based Reasoning

For the first level of intelligence, called Destination Based Reasoning, the
missionAgent is just capable to know if its carrying node is inside or outside of the MA,
and if the next destination of a node is inside the MA or not. It represents, for example,
a situation in which the nodeAgent only has a course grained map and no access to
additional geographic or positioning information provided e.g. by a GPS (Global
Positioning System), such as the precise position or the route followed by the mobile
node or its direction. Thus it cannot provide more detailed information to the
missionAgent.

The eval uateM grati on( Meeti ng_Node) method, implementing the
Destination Based Reasoning intelligence level, performs the following sequence of
steps: 1) if its current node has a destination inside the MA, the missionAgent continues
in this node, i.e. it decides to not migrate; 2) if its current node does not have its
destination as a position inside MA, in the case in which the destination of a meeting
node is inside the MA, the agent decides to migrate to the meeting node, otherwise the
agent continues in the current node. Listing 4.2 presents this algorithm, in which the
evaluation of the current node’s destination is presented in line 01, while the evaluation
of the meeting node’s destination is presented in line 05.

Listing 4.2: eval uat eM gr ati on( Meet i ng_Node) implementing Destination
Based Reasoning

01 If (Current_Node. getDestination() == Inside_MA) then
02 deci sion <« fal se;

03 End_If

04 El se

05 If (Meeting_Node. getDestination() == Inside_MA) then
06 deci sion € true;

07 End If

08 El se

09 deci sion €« fal se;

10 End_El se

11 End_El se

12 return deci sion;
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4.2.2 Direct Path Reasoning

The second higher level of intelligence is an evolution of the reasoning performed
by the first. For this level, it is considered that the nodeAgent has not only the
information available from the simple map, but also the exact position of its hosting
node as well as the destinations of this node and of the meeting node. This is a case in
which the missionAgent is assumed to receive information from the nodeAgent that has
access to a positioning system such as GPS, but does not have information about routes,
i.e. from a detailed map.

The reasoning mechanism used at this level is based on the probability of a node to
pass through the MA. To calculate such probability, an evaluation of the direct path that
connects the node’s current position and the destination is done, and accordingly is
called Direct Path Reasoning. The probability is computed by creating a direct path
connecting the node’s current position and destination position and evaluating the
length of this path that stays within the MA. The greater the length of this path inside
the MA for a node is, the greater the probability of the missionAgent to select this node
to stay or to migrate to. If the computed probability for a meeting node is higher than
for the current node, the missionAgent migrates, otherwise it stays in the current node.
Figure 4.2 presents two examples of the application of this strategy.
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Figure 4.2: Examples for the evaluation performed by the Direct Path Reasoning.

Observe that in Figure 4.2a, the line connecting the current position of node S-1, the
one currently carrying the missionAgent, does not cross the MA, while the
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corresponding line for node S-2 has a portion that is inside the MA. Following the
described reasoning strategy, the missionAgent will migrate from node S-1 to node S-2.
In Figure 4.2b, a complementary example is presented. In this situation, the lines
connecting the current positions and the destinations of both nodes have portions inside
the MA, but the length of the path inside the area for node S-1 is bigger than the one for
node S-2. As a result, the missionAgent that is currently in node S-1 will not migrate to
node number S-2. Listing 4.3 depicts the algorithm implemented by the direct path
reasoning level of the eval uat eM gr ati on( Meet i ng_Node) method.

Observe that in Figure 4.2a, the line connecting the current position of node S-1, the
one currently carrying the missionAgent, does not cross the MA, while the
corresponding line for node S-2 has a portion that is inside the MA. Following the
described reasoning strategy, the missionAgent will migrate from node S-1 to node S-2.
In Figure 4.2b, a complementary example is presented. In this situation, the lines
connecting the current positions and the destinations of both nodes have portions inside
the MA, but the length of the path inside the area for node S-1 is bigger than the one for
node S-2. As a result, the missionAgent that is currently in node S-1 will not migrate to
node number S-2. Listing 4.3 depicts the algorithm implemented by the direct path
reasoning level of the eval uat eM gr at e( Meet i ng_Node) method.

Listing 4.3: eval uat eM gr ati on( Meet i ng_Node) implementing Direct Path
Reasoning.

01 prob_Current <«
Cal cul ate_Prob(Current Node. get Destination())
02 prob_Meeting_Node <
Cal cul ate_Prob(Current _Meeti ng_Node. get Desti nation())
03 If (prob_Current > prob_Meeting Node) then
04 decision <« fal se;

05 End_If
06 El se
07 deci sion €« true;

08 End_El se
09 return deci sion;

4.2.3 Route Aware Reasoning

The third and highest intelligence level for the missionAgent considers that the
previous approaches may not present a good performance in some cases. For instance,
the direct path one may fail in cases in which the node takes a route that does not match
with, or deviates much from, the straight line traced between its current position and its
destination point. This can be the situation in the example presented in Figure 4.2b. In
this example, node S-1 may not even pass inside the MA to reach its destination, while
node S-2 may take a path that effectively pass through MA. This situation is depicted in
Figure 4.3. The direct path reasoning cannot consider this hypothesis, because it does
not have information about the route that the nodes are going to follow.

Observing the kind of problem presented above, the third type of intelligence level,
the Route Aware Reasoning, considers the complete route from the nodes’ current
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positions to their destinations. This feature enables the missionAgent to calculate the
shortest path from the current position to the MA or even to positions closer to the MA.

The computation of the shortest path enables the agent to decide to migrate to a node
that will go more directly to the MA, even in the case in which its current hosting node
is also moving towards the MA. Moreover, the ability to consider destinations closer to
the MA represents an improvement in relation to the other strategies. This is because for
the nodes that are not moving towards the MA, but may have destinations closer to it
and have no probability of passing inside the MA, the missionAgent using the route
aware reasoning may consider to migrate into them, while it would not occur in the two
previously presented intelligence levels. In this case, for instance, with the direct path
reasoning the missionAgent would stay in its current hosting node. Conversely, for the
route aware reasoning, the missionAgent would consider the complete route of each
node, both the one in which the agent is currently hosted and the meeting node, in order
to define which one will pass closer to the MA. Selecting the node that would pass
closer to the MA increases the opportunity of the agent to meet other nodes that are
moving into the MA.
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Figure 4.3: Example of complete route paths considered by the Route Aware
Reasoning.

Listing 4.4 presents the algorithm used by the route aware reasoning to implement
the eval uat eM grati on( Meeti ng_Node) method. Line 1 tests the cases in
which both nodes have destinations either inside or outside MA. In this case, the
decision to move or not to the meeting node considers the shortest path in relation to
MA (lines 02 — 07). Otherwise, if one of the nodes has destination inside MA and the
other outside MA, the decision will be to migrate if the meeting node is the one that
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moves towards the MA (lines 10 — 12), or to not migrate if the current node is the one
that moves towards the MA (lines 13 — 15).

Listing 4.4: eval uat eM gr ati on( Meet i ng_Node) implementing the Route
Aware Reasoning.

01 If ((Current_Node.getDestination() == Inside_MNA &
Meeti ng_Node. get Desti nation() == Inside_ MA) ||
(Current _Node. getDestination() != Inside MA &&
Meet i ng_Node. get Destination() != Inside_M\)) then
02 If (Current_Node. pat h(MA) <
Meeti ng_Node. pat h(MA)) then
03 decision < fal se;
04 End_I f
05 El se
06 deci sion €« true;
07 End_El se
09 End If
09 El se
10 If (Meeting_Node. get Destination() == Inside_MA) then
11 deci si on € true;
12 End_I f
13 El se
14 deci sion < fal se;
15 End_El se
16 End_El se
17 return deci sion;

4.3 Experimentsand Results

4.3.1 Case Study and Simulated Environment

Simulations were performed taking a vehicular sensor network (VSN) as case study,
in which the mobile sensor nodes of the VSN are a fleet of taxis. In this application, the
taxis move around a city to respond requests from customers. During their movement
around the city they will, with some probability, cross areas of interest of the missions,
i.e. mission-areas. Therefore, the missionAgents can take advantage and ride the taxis
while this is convenient for them to do so, according to the location of their MAs.

The environment used for the experiments is a squared area representing a map of a
city, divided in blocks, in which a MA is defined. Figure 4.4 presents this environment
which illustrates an area indicating the MA. Notice that in this “screenshot view” of the
simulated environment presented in Figure 4.4, there are nodes that have a
missionAgent, while others do not have it. Among the last ones, some had a
missionAgent in the past, but have migrated to other nodes.
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Figure 4.4: Simulated environment model.

The movement of the nodes in the presented case study is based on the Manhattan
Mobility Model (BAI; SADAGOPAN; HELMY, 2003) and modelled according to the
following. The nodes move along the streets between the blocks that compose the city
scenario. They select a given point of one street and move towards it. When a node
reaches an intersection, it chooses one direction to follow: north, south, west, or east.
This choice of direction is random but considers the direction that the node is driving to,
i.e. if the node is moving to a point located at north-east of its current position, it
randomly select to move north or east.

If the node is a taxi with a defined destination, it means, a taxi that is carrying a
passenger or is going to take a passenger, it moves preferably in a straight line towards
the destination point. This is done by assigning a higher probability to the choice of
moving forward, it means to continue in the same direction, or to turn into the direction
of the destination. For instance, if the destination is in a north-east location in relation to
the current node’s location and the node is facing north, it moves preferably straight to
the north direction, until reaches the north level of the point. Then it turns east and
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follows this direction until reaches the destination. When a node reaches its destination,
it starts to search for a passenger or goes to another destination, i.e. takes another
passenger.

A taxi that is driving without a specific destination, i.e. searching for passengers, is
given equal probability to move forward as to turn left or right, and a lower probability
to move backwards. The backward movement has a lower probability in order to avoid
unrealistic “back-and-forth” movements. In this state, when a taxi driver is searching for
passengers, the destination considered by the agent reasoning is the next street
intersection, which is the decision point in which the node will decide where to go next.
Then, the nodes either may be taken by a new passenger, thus acquiring a destination to
move to, or continue the search. If it gets a new passenger it will move towards its new
destination according to the movement pattern described above.

4.3.2 Simulation Setup

The simulated environment is a 1.8 Km x 1.8 Km area divided in 20 x 20 blocks of
90 meters side each. The considered MA has dimensions of 4 x 4 blocks. The sizes of
the entire environment and the MA are adequate to the evaluation of the proposed
approach, as the region around the MA represents the surroundings where the agents
should find a node to move to and come back to the MA, otherwise they will stay to far
from it.

The number of simulation runs was set to 100, each representing 30 minutes run.
The nodes moved in the scenario with speeds varying between 10 and 50 Km/h, a
realistic range for cars driving in urban areas of a city. Two variations in the numbers of
nodes that populate the scenario were tested, namely 30 and 60, and 5 agents were
created to migrate around them. The number of agents was empirically defined due to
the fact that values lower than 5 provided very poor results for the Random Reference
used for comparison purposes. In the beginning of the simulations, these agents are
deployed in 5 randomly selected nodes. The communication among nodes is performed
with omni-directional propagation model with a range of 90 meters, which is fairly
realistic even considering an environment such as a city in which the blocks with
buildings hinder the wireless communications, as discussed in (GIORDANO, 2010).
The wake-up period to search for neighbours to communicate with (meeting nodes) was
set to 5 seconds. This value was empirically established. It was verified by simulations
that values smaller than this did not provide any significant improvements in the main
results. On the other hand, values greater than this one negatively impacted the results,
as the nodes may have a significant displacement depending on their actual speed, then
loosing the opportunity to communicate with meeting nodes. A summary of the
simulation parameters is presented in Table 4.1.



Table 4.1: Simulation parameters.

Parameter

Value

Area Dimensions

1.8 Km x 1.8 Km

Block Dimensions 90 m x 90 m
MA Dimensions 4 x 4 Blocks
Simulation Time 30 minutes

Nodes’ Speed

10 Km/h — 50 Km/h

Number of Nodes (Density)

30 (9.25 nodes/szg

60 (18.51 nodes/Km®)

Number of Agents 5
Nodes’ Communication Range 90m
Broadcast period 5 seconds

Besides the three intelligence levels presented above, an additional one was also
simulated to be used as reference for comparisons. This type represented a “dummy”
agent which performed a random decision to migrate or not when its current node meets
another.

4.3.3 Resultsand Discussion

The evaluation of the different levels of intelligence presented above was done by
means of two metrics: 1) Number of performed migrations per agent in each simulation
run; and 2) Percentage of the simulation time during which the agents were inside the
MA. The first metric provides an insight about the overhead in terms of usage of
communication resources. The second provides information on how efficient each
model of intelligence is in driving the agents towards and keeping them inside the MA.
It is important to notice that the first metric is considering the overhead due only to the
migration of the agent itself, and this is why the results are presented in terms of number
of migrations instead of transmitted bytes per migration. This is explained by the fact
that in this work it is considered that the data (or state) transmitted with the
missionAgents during their migrations are of similar size for all agents, which is a
reasonable assumption, considering that in a real usage of this approach, they would
only carry data processed by algorithms that they would implement as services, e.g. data
aggregation, and would not carry large amounts of raw data.

Figure 4.5 presents the results for the first metric, grouped according to the two
different simulation variations in relation to the number of nodes, namely 30 nodes
(Figure 4.5a) and 60 nodes (Figure 4.5b). The results are presented for an average of
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migrations that the 5 agents do in each simulation run according to their different
intelligent levels (Random Reference, Destination Based, Direct Path or Route Aware).
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Figure 4.5: Number of migrations per agent: (a) Simulations with 30 nodes; (b)
Simulations with 60 nodes.

The results reveal that two levels (the Destination Based and the Route Aware ones)
presented a lower numbers of migrations, while the Direct Path one has a higher number
of migrations in relation to these two first in both setup variations with 30 and 60 nodes.
However, it is remarkable the difference of the Random reasoning level, which in both
setups presented much more migrations than the other intelligent solutions. These
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observations can be understood by the way each level performs the reasoning. Both the
Destination Based and the Route Aware levels only decide to migrate when they are
“sure” about the value in migrating to another node, by analysing the information that
they are capable to analyse. On the other hand, the Direct Path one “risks” more. For
instance, if the missionAgent using the Direct Path reasoning is in a node that has 50%
of chance to pass through the MA and it meets another node with 51%, it migrates to
this node. On the other hand, the Random one does not take any information in
consideration, and just randomly decides to migrate or not. Thus, as the decision is
based on a uniform random distribution of a Boolean variable, it is possible to state that
each time it meets another node it has 50% of chance to migrate towards this node or
stay in its current one. As the average number of meetings for the simulations with 30
nodes was 33.66 and for the variation with 60 nodes the average was 62.55, the average
number of migrations executed with the Random reasoning is consistent, respectively
15.92 and 29.94 in each variation.

Analysing the averages along the simulation runs, the Destination Based reasoning
presents the lower numbers of migrations, followed by the Route Aware and the Direct
Path one. As mentioned before, the Random provides the worst result. Figure 4.6
presents these averages with error bars representing 95% confidence interval.
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Figure 4.6: Average Number of migrations per agent: (a) Simulations with 30 nodes; (b)
Simulations with 60 nodes.

Figure 4.7 provides results for the second metric that evaluates how efficient each
reasoning level is in keeping the missionAgents in the MA during the simulations.
Following the same presentation as in Figure 4.5, the values for each run are displayed
in the plots. The graphs plotted in Figure 4.7 are a bit intertwined, which is explained by
the high variation of the acquired results, as summarised in Table 4.2, which presents
the average and the standard deviation for this second metric.

Despite the high variation of the results, it is possible to observe that the Random
reasoning clearly presents the lowest values in most of the runs for both setups with 30
and 60 nodes. The other three types of reasoning provide better results in average,
keeping the agents in the MA. Clearly the Direct Path and the Route Aware present
better results in the first simulation set with 30 nodes (Figure 4.7a). The difference
between their results in relation to those achieve by the other two agents, Random and
the Destination Based, is diminished in the second variation, with 60 nodes, in which
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these last two obtained better results. This indicates that the Destination Based and the
Random agents are more sensitive to the node density if compared to the other two
more intelligent ones. This observation becomes clearer by observing the average of the
simulation runs for each type of agent presented in Table 4.2 and graphically in Figure
4.8, in which the averages are presented with error bars representing 95% confidence
interval.
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Table 4.2: Average and standard deviation values for the metric that assesses the
percentage of the simulation time the missionAgents spent inside the MA.

Number of Nodes Intelligence Level Average Staf.‘d"?“d
Deviation
Random Reference 13.53 5.09
Destination Based 15.64 9.85
30
Direct Path 36.76 9.86
Route Aware 49.25 11.36
Random Reference 26.02 8.99
Destination Based 42.06 8.08
60
Direct Path 54.32 9.37
Route Aware 62.21 9.93

The cross-analysis of the results of both metrics makes possible to consider using
context awareness to provide support to applications running on top of mobile nodes;
such as the one proposed in this thesis. Even the Destination Based reasoning level,
provides fairly good results, which are improved by adding the capability to analyze
more information, i.e. the “upgrade” to the Direct Path, and finally these results present
even more improvement with the upgrade represented by the Route Aware level.
Despite the drawback presented by the higher overhead of the Direct Path reasoning in
relation to the Destination Based, the better results achieved by the Route Aware in both
metrics show the value in using more context information compared to the use of less
(as the Destination Based reasoning does) or no context information at all (as the
Random Reference approach).

It is noteworthy to mention the improvements in the results achieved by these two
levels, the Destination Based and the Random ones, when the node density is higher.
Indeed, with more nodes deployed in the area, these two agents managed to perform
much better then in the simulations with less nodes. This is especially true for the case
of the Destination Based reasoning level, which managed a result almost three times
better in simulation with higher number of nodes than the one achieved in the variation
with lower number of nodes, while still doing fewer migrations. This result is evidence
that even the simpler approaches are useful in more dense populated environments.
However, it is important to highlight that the efficiency of the lower level of intelligence
based approaches depend on the node density, achieving better results only in the high
density scenarios, while the higher levels of intelligence performed well in both cases
with low and high density of nodes.
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Figure 4.8: Average Number for the percentage of the simulation time that the
missionAgents spent inside the MA: (a) Simulations with 30 nodes; (b) Simulations

with 60 nodes.

4.4 Summary

Aiming to solve the problem of mission dissemination in mobile WSN, this chapter
presented an approach in which mobile software agents that disseminate and execute
sensing missions use geographic information to support their decisions. Different levels
of intelligent decisions based on three distinct levels of information completeness are
proposed and compared. The experimental results indicate that the increased
information richness provides better results in keeping the agents responsible for a
mission in their mission area, which is the main goal in the performed experiments.
However, the associated cost due to communication does not follow the same trend, as
it can be noticed by comparing the results achieved by the Direct Path approach to those
achieved by the Destination Based. Despite of maintaining the agents more time inside
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the mission area, the Direct Path approach requires approximately three times more
communication among the nodes than the Destination Based one. The Route Aware
approach, which is the one that uses the most complete information, achieves the best
results keeping the agents inside the mission area for more time, and having a low cost
associated with the nodes’ communication. This low cost due to communication is very
similar to the one achieved by the Destination Based approach. Nevertheless, the
hypothesis that it is worthy to use geographical context for the mission dissemination in
mobile WSN is confirmed by the comparison of the results achieved by the three
proposed approaches to those achieved by a random reference solution. The random
solution requires more communication (almost 50% more than the Direct Path in the
case of high node density), and presents poor results in relation to keeping the agents
inside the mission area (approximately 61% of the time that the Destination Based
approach manage in the case of high node density).
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5 ALARM HANDLING IN COOPERATIVE STATIC AND
MOBILE WSN

5.1 Introduction

Observing the scenario presented in Section 1.2.3, the combined use of static and
mobile sensor nodes for surveillance applications is a promising approach. The
possibilities of such a combination are even larger if also considering mobile sensors in
air, as those addressed in the presented scenario. There are different arguments that can
be used to advocate this statement, but the improved coverage achieved due to increased
mobility summarise most of them (GIAMBERARDINO; GABRIELE, 2008). However,
as described in Section 1.4.3, the combination of these two types of sensor nodes offer
challenges that have to be tackled so that the overall system can efficiently respond the
final users’ expectations, avoiding waste of resources.

As intrinsically distributed, a surveillance system as depicted in the presented
scenario would hardly scale if it is dependent of a single central entity to organize the
interactions among the nodes that compose the system. The main reasons for that are
related to the size of the network, the non-determinism of the events that it has to
handle, as well as its desired responsiveness to these events.

In respect to the size of the network, this kind of system is expected to employ a
large number of static nodes and smaller number of mobile nodes, where the specific
quantity depends on the available budget and user requirements. Thus, a central entity
collecting information from all these nodes and issuing specific orders about what they
should do next is clearly undesirable because it would imply an enormous traffic of
control messages. This overuse of communication to transmit control messages would
represent a waste of resources, regarding that communication is an expensive operation
in terms of energy consumption, as already discussed. Moreover, a central information
collector and order issuer would represent a single point of failure, which is also an
undesirable characteristic.

Regarding the events that such a network has to handle, they are expected to happen
in any location of the network, and in principle, events happening in a given location
have nothing to do with events happening at other locations. This locality characteristic
demands local interactions among the closest nodes in order to engage appropriate
resources close to the place where these events occur. However, it is possible that this
interaction may trigger the request for remote nodes, but in principle the engagement
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and preference of resources selected from the close by neighbour nodes is a desirable
characteristic.

The system responsiveness is also related to the above two mentioned reasons. This
connection is explained by the fact that to develop a surveillance system that can
effectively and timely respond incoming demands, a central entity to process them
would represent an inacceptable bottleneck, while the scattered pattern of events
demands local and concurrent handling.

In order to handle the complexity described above, the network design has to take
into account aspects that the nodes should present to successfully address the problems
that emerge from their complex interaction. These aspects can be summarised as
follows (DRESSLER, 2007):

a) Autonomous behaviour control;

b) Loose coupling;

¢) No need of a global state;

d) No (global) synchronization;

e) Dependence on the environment;

f) Possibly cluster-based collaboration.

Observing these aspects, self-organizing solutions for massively distributed system,
such as the surveillance systems composed of static and mobile sensor nodes addressed
in this thesis work, present a plausible approach (DRESSLER, 2007). According to this
statement, involved nodes should present autonomous decentralized behaviours, being
loosely coupled, but also being able to locally collaborate with peer nodes in groups or
clusters, without requiring global synchronization via central entities. As there should
be no central entity controlling all the nodes, the system should not present any global
state either.

In light of the problems presented in Section 1.4.3, and the above mentioned
observations, this chapter presents a contribution in providing a cooperative use of static
and mobile sensor nodes to be used in surveillance systems. To provide a self-
organizing alternative for the interaction among static and mobile sensor nodes, this
chapter presents and shows the benefits of an approach inspired by the biological
process and behaviour of ants constructing and following trails to locate food.

To support the above goal, first the adopted assumptions and definitions of the
elements composing the application scenario are presented. In the following it is
presented the proposed technique based on the ant pheromone trail analogy to tackle the
identified alarm delivery and assignment problems. Finally, extensive experimental
results are presented along with their related analysis.

5.2 Definitions and Assumptions

Considering the scenario presented in Section 1.2.3, the proposed approach to
address the alarm delivery and assignment problem is based on a multi-agent solution in
which each static and mobile sensor node, is handled by a software agent (a nodeAgent
as in Chapters 3 and 4), which provides the sensor nodes’ with intelligence. Thus, every
action made by a sensor node is in fact decided by its respective nodeAgent. By means
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of interactions among nodeAgents, sensor nodes cooperate to handle threats in the area
under surveillance. To perform this handling, first the detection of possible threats is
performed by static sensor nodes placed on the ground, followed by a threat
confirmation performed by a mobile sensor node (carried by a UAV). Once a UAV is
called by the static sensor node that detected the threat, it moves to the position of this
node to confirm the threat.

To carry out this detection, search and confirmation process in which the static
nodes call the UAV carried sensors, a bio-inspired idea is proposed. In this proposal, the
UAVs act like ants that leave pheromones on the environment to form trails that can be
followed. These trails can be of different flavours, in the case in which there are
differences among the sensors carried by the UAVs. As tightly connected to the
environment where they are deployed, the static sensor nodes represent the environment
where the pheromones left by passing UAVs are deposited. As discussed in the scenario
presentation (see Section 1.2.3), the static sensor nodes emit alarm messages to call the
UAV carried sensors to handle a given threat. The idea is to make these alarms behave
like ants that search and follow the trails left by other ants, i.e. the UAV carried sensors.
To carry out this proposed solution, the alarms are represented as mobile software
agents sent by the nodeAgents of the nodes that detect a threat. This type of mobile
agent is called alarmAgent.

In the case in which the pheromones left by the UAVs have different flavours, the
alarmAgents, behaving like ants, are able to recognize the different flavours of these
pheromones. Having this ability, the alarmAgents are able to select the trails of those
UAVs that carry the most appropriate sensors to handle the confirmation of the threat
announced by their respective alarms.

The different elements that compose the application scenario are presented in the
following.

Mission Area

The considered scenario is composed of a mission area in which each element
(threats and sensors) is identified by its Cartesian coordinates, x and y. This area may be
subdivided in sub-areas, consisting of a sub-set of positions in the area, which may have
properties assigned to them, such as weather conditions for a specific sub-area. These
conditions can be for instance incidence of fog, mist or any type of condition that may
interfere in the sensors measurements.

Threat

A given threat ; is of kind k and has an identifier i, which represents the order of its
occurrence in the mission area. The threat occurrence means its detection by a sensor
node. There are K possible types of threats, so k = 1,..., K. The threats may be static or
mobile, depending on the application semantics. If mobile, they are considered to move
with a constant speed v,;, but different threats may move with different speed. Mobile
threats may also randomly change their movement direction.

The appearance of threats is defined by a given probabilistic arrival model, such as a
Poisson distribution in which a factor A determines the number of appearances during a
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given time interval, or by a deterministic model that describes specific conditions of
threats appearance.

Static Sensor Node

The static sensor nodes are identified by their corresponding coordinates (p=(x.y)),
and this position is assumed to have been established during system deployment and
does not change during system operation. It is also assumed that static sensor nodes
know their own position, which is possible by means of a GPS device (PARKINSON;
SPILKER, 1996) or any other positioning mechanism, such as algorithmic solutions
(DOHERTY; GHAOUI; PISTER, 2001) (NICULESCU; NATH, 2003a), or their
positions can be stored by an external agent when static sensor nodes are deployed.

These nodes have their communication capabilities defined by a communication
range (rc). Their sensing capabilities are defined by a sensing range (rs) and the types of
threats they may identify are represented by a set of values from k.

The static ground sensor nodes behaviour is to be realistic modelled, assuming the
influence of an energy saving mechanism (LIN; HE; XIONG, 2006) (YUE; SUN; JIN,
2010), in which the nodes sleep most of the time, which means that they turn off all or
almost all their devices. A duty cycle mechanism defines the periods in which the nodes
wake up (ty), i.e. they turn on their processing, communication and sensor devices to
process information, exchange messages with other nodes and sample the environment.
Figure 5.1 shows a finite state machine (FSM) model that represent the ground sensor
nodes’ behaviour, with the two possible states, active and inactive (sleep), and the
transitions between them.

wake up

1

Inactive

2
Active

E: turn off
devices

E: turn on
devices

no_tasks
to _perfoxm

Figure 5.1: FSM for ground sensor nodes.

As an essential part of their behaviour these sensor nodes are supposed to be
configured to emit alarms, i.e. the alarmAgents mentioned above, when they detect a
possible threat. This important part of their behaviour is assumed to be setup by a
mission dissemination and allocation method as presented in Chapter 3. In this
configuration, the additional fields seven and eight of the mission structure (see Figure
2 of Chapter 3) are used to respectively define the threat detection algorithm and the
alarm emission action, to be triggered when a potential threat has been detected.

Mobile Sensor Node (UAV)
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The UAV instance i (denoted ;) is considered to have an internal state S;(t) at a
given time t, which contains two components: a physical state and an engagement state.

a) Physical State: this state includes information about u;’s current position
Pui(t)= (Xi(t),yui(t)), speed vi(t), heading angle (w.i(t)), communication range (rc), Sensor
type (j), sensor status (¢'i(t)) and energy resources (eu(t)).

b) Engagement State (ES): according to the detected threats in the surveillance area
and to the respective alarms issued, a UAV can be in one of the following states: idle,
engaged, negotiating or busy. The first state may occur when a UAV is just patrolling
the area, being considered idle and ready to engage in performing a task over a threat
informed about by an alarmAgent. The second state occurs when a UAV is engaged in
performing a task related to a threat, but it is not performing it yet, e.g. it is still moving
towards the location where the threat was detected. The third state occurs when a UAV
negotiates a given alarm with another UAV. The forth state, finally, occurs when a
UAV is handling a given threat, i.e. performing a task over it, for example to confirm
the threat. The set of states is represented by:

ES= {idle, engaged, negotiating, busy}. (5.1)

Received alarms are stored in a queue and are handled according to a first come first
served policy.

Figure 5.2 presents the FSM for the UAVS, in which it is possible to observe the
possible states and transitions among them. The transition from state 1 (Idle) to state 2
(Engaged) happens when a UAV receives an alarm delivered by an alarmAgent and
assumes the responsibility to handle it. If a UAV is responsible for handling an alarm
and it meets another UAYV, it switches from state 2 (Engaged) to state 3 (Negotiating).
In this state the UAVs decide which of them has the best conditions to respond an
alarm, e.g. the one that has the most suitable sensor to handle a threat, and should take
the responsibility for a given alarm. If the result of a negotiation is that a UAV should
hand it over to another, it releases itself from the responsibility of that alarm and if it is
responsible by other alarms, it transits back to state 2 (Engaged), otherwise it transits to
state 1 (Idle). If an idle UAV meets another that has alarm(s) to negotiate, it transits to
the Negotiating state and if it is decided that it should assume the alarm it transits to the
Engaged state, otherwise it comes back to the Idle state. Once an engaged UAV reaches
the threat location, informed about in an alarm, it transits to state 4 (Busy). When it
finishes handling the threat it transits to the Idle state, unless it is engaged also with any
other alarm and transits back to Engaged.
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Figure 5.2: FSM for UAVs.

The adopted kinematic model considers that the UAVs move along continuous
trajectories with constant speed and with a constrained turning angle (JIN et al., 2006).
An additional assumption is added to the model presented in this work, allowing the
UAVsS’ maximum speed to be higher than the maximum speed of mobile threats. This
assumption allows the system to have a high-level of responsiveness to handle new
threats

The sensors that equip the UAVs are able to detect members of a set of possible
types of threats and then perform more advanced tasks such as analyze or track a
selected subset of these types of threats. In the case that a sensor, needed for analysis or
tracking, is missing or does not match with the type of the threat, poor results are
expected. The range of the detection as well as the analysis and tracking capabilities are
tunable, according to the types of sensors that equip the UAVs in the fleet. This is done
by adjusting the radius around the UAV that controls the range of the surveillance area
in which it is able to detect and/or analyze/track a threat, identified as rs (sensing range).
A UAYV changes from the state engaged to busy when the position of the threat that it is
supposed to handle is covered by its sensing range, and it remains in this state while it is
handling the threat.

Based on information about the type of threat, the sensor that equips the UAV (type
and status) and other operation and/or environmental conditions, such as weather
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conditions or remaining available energy for instance; it is possible to determine the
feasibility to perform a given task related to a given threat with that sensor. This is
expressed by @, the applicability of a sensor that equips a UAV to handle a threat, which
is proportional to the sensor (j) capability to perform a given task over a certain type of
threat (k) at a specific time instant (t) in a given position p=(X,y).

¢, )©Op,, (1), if kK] CKI

. (5.2)
0 otherwise

gi,j,p, (t) :{

where Op; (t) is a function that estimates the degradation in the measurements offered
by a sensor of type (j) due to the operation conditions at time (t), which may possibly be
dependent of the position p,=(x,y) where the threat was detected, and K; is the subset of
all types of threats containing those that match the sensor type (j). Poor or not at all
useful results offered by sensors that do not match or are not suitable for the type of
threat are mapped to a value equal to zero.

5.3 Pheromone-based Alarm Delivery Concept

To address the alarm delivery problem, the proposed approach uses a decentralized
mechanism, with artificial pheromones, inspired by the biological mechanism used by
ants to track food in the nature (DORIGO; DI, 1999).

Artificial pheromones are usually applied to distributed coordination by means of
stigmergy, the indirect communication using environment cues (BONABEAU;
DORIGO; THERAULAZ, 1999). Pheromone marks are deposited in the environment
forming a trail while biological entities such as ants are moving. The pheromone
provides information to other entities when they pass over it. Artificial pheromones also
loose their strength over time, modelling the evaporation of the real pheromones.

In this work, the pheromones are used to guide the alarmAgents issued by a ground
sensor nodes throughout the network until the alarm is delivered to a UAV that carries a
sensor able to handle it. When a threat is detected and an alarmAgent is issued, the
alarmAgent is responsible for locating a UAV to respond to the alarm. This is
performed by routing the alarmAgent to the UAV that has the strongest pheromone
marks over the area. Then, the alarmAgent delivers the alarm to the UAV, which will
move to the area where the alarm was generated. This strategy is denominated heuristic-
P.

Following the above outlined principles, UAVs that are not handling any threat (ES
equal to idle or engaged) leave pheromone marks over the sensors on the area which
they cross, by means of broadcasted beacon messages. These pheromone marks are
collected by the ground sensor nodes that are deployed in the area through which the
UAVs have passed. When a threat is detected by a ground sensor node, it issues an
alarm that is routed through the network by the alarmAgent, as already mentioned. The
alarm delivery will be performed by the alarmAgent through a routing mechanism in
which the alarmAgent acts like an ant that moves in the direction that points to the UAV
that has the strongest pheromone marks in that area. This means that the alarmAgent
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migrates among the nodes through a pheromone trail in the direction that points to the
UAVs that most recently passed that location. Heuristic-P is inspired in (HEIMFARTH,;
JANACIK, 2008), which presents a pheromone-based strategy to migrate services in a
sensor network. In this referred work, the pheromone concentration determines the
places where the services are required. In heuristic-P, instead of services, alarms move
through the network, by the migration of the alarmAgents, following the pheromone
concentration to reach UAVSs.

Figure 5.3 illustrates an example of how an alarmAgent issued by a sensor node
(Figure 5.3a) is routed through the network, following the pheromone trail (Figures 5.3a
to 5.3d), until it reaches and delivers the alarm to a UAV (Figure 5.3e). This process is
called trail-follow. The pheromone marks in the nodes are illustrated by numbers placed
in the centre of the circles representing ground sensor nodes. The bigger the number, the
stronger the pheromone mark. In this example, the number 10 represents the highest
pheromone level, which represents a situation in which a sensor node just received a
beacon from a UAV that is flying over it, while the number O represents the opposite
situation, in which the sensor node has no pheromone mark. Notice that during the trail-
follow, the alarmAgent can be redundantly sent by more than one node, according to the
pheromone concentrations. This behaviour is achieved by using the same migrate-clone
process used by the missionAgent while performing the mission dissemination, as
presented in Section 3.2.
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Figure 5.3: Pheromone-based alarm delivery example.

Aiming at robustness of the proposal, in case an alarm is issued by a node that has
no pheromone trace (“0” pheromone mark on it), a direction is randomly chosen and the
alarmAgent follows this direction until it finds a pheromone trail. When a pheromone
mark is found in a node, it follows the respective trail as explained above. This situation
is more likely to occur during system initialization, and in cases in which the number of
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UAVs deployed in the system is very low and/or the size of the trail is small in relation
to the size of the mission area. This mechanism is called trail-search, which is illustrated
in Figure 5.4.
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Figure 5.4: Trail-search mechanism: a) Illustration of the mechanism concept; b)
General case for forwarding direction change; c) Particular case for forwarding
direction change in the limits of the area.

As can be observed in Figure 5.4a, while performing the trail search, an alarmAgent
follows the nodes towards a given direction, which is randomly chosen from the
position of the alarm issuer node, until it reaches a trail or satisfies a given condition to
change the direction of its forwarding. This condition can be defined as a number of
hops or just by reaching the limits of the mission area, for instance. This movement of
the alarmAgent is somewhat similar to the migration of the missionAgent in the
dissemination phase presented in Section 3.2, but instead of having a defined MA as
destination, the alarmAgent just follow a random direction. It is more similar to the
migration performed by the beeAgent presented in Section 3.3.2 due to the randomness
of the direction followed by the agent and to the avoidance of possible redundant
duplication during the forwarding process.

Considering the direction which the alarmAgent follows in the trail-search, in the
case in which the decision to change the forwarding direction is taken after a given
number of hops, when arriving at a node that fulfils this condition, a new direction is
chosen by the alarmAgent. This new direction is defined by an angle p randomly chosen
according to a uniform distribution in the interval (-n/2, n/2) in relation to the current
direction. This is depicted in Figure 5.4b. If approaching the limits of the MA, by
reaching a node that is located close to an edge that limits the area, a new direction in
relation to this edge is chosen. This direction is defined by an angle y randomly chosen
according to a uniform distribution in the interval (0, xt), as shown in Figure 5.4c. Notice
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that in the first case, in which the condition to change direction is determined by a
number of hops, if the alarmAgent does not find a trail and reaches one of the edges that
limits the MA, the same behaviour presented in Figure 5.4c is taken.

The implementation of the trail-search mechanism can be done by using a simple
greedy position-based routing mechanism (STOJMENOVIC, 2002), as the one used by
the missionAgent during the mission dissemination phase as presented in Section 3.2.
The one adopted here considers the selection of the forwarding node based on the angle
that the line that links the current node to a neighbour node forms with the reference
direction. The neighbour node with which the current node forms the line that has the
angle closer to the forwarding direction is selected to proceed with the alarm forwarding
process. When an alarmAgent reaches a node that is placed in a position closer than one
communication range from one of the edges that limit the MA, it is considered that the
alarmAgent reached a limit edge, and thus a new angle is chosen as illustrated in Figure
5.4c.

The trail-search mechanism is also performed in cases in which the network is
disconnected and while performing a trail-follow, the alarmAgent reaches a limit of a
partition of the network and is not possible to proceed following the trail in the right
direction. Then it starts a trail-search in an attempt to find another trail. While the
alarmAgent is performing the trail-search towards a given direction, if it also reaches a
situation in which it gets stuck due to network disconnection, it selects a new direction
to proceed with the trail-search, acting similarly to what it does when it reaches a
limiting edge of the mission area. This behaviour avoids deadlock situations.

The pheromone marks stored by the ground sensor nodes have three components:
temporal, spatial and type classification. The first defines the elapsed time since the
UAYV beacon was received by the ground sensor node, while the second defines the
distance between the UAV and the sensor node, which can be achieved by different
methods, such as the received signal strength indication (RSSI) of the incoming beacon
or by the current UAV’s GPS position sent in the payload of the beacon message, for
instance. The third component classifies the pheromone by a “flavour” (Fp), which
defines the type of threats that the UAV is able to handle, corresponding to the type j of
the sensor that equips the UAV.

The first two of these components are used to define the pheromone concentration
(Cp(t)), which decays with the elapsed time since a ground sensor node receives a
beacon from a UAV, as defined as follows:

C,(t)=C,(t-D) [ | r {OK). (5.3)

where r is the tunable pheromone decay rate. This decay rate may have a predefined
fixed value if all UAVs are assumed to have the same and constant speed; otherwise
they transmit this decay rate to the ground sensor nodes in the payload of their beacon
messages.

Infinity loops, in which the alarms would follow trails indefinitely, are not expected
to happen since the alarms’ propagation is much faster than the movement of mobile
nodes, even in cases in which the mobile nodes move in closed paths (routes). This
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because once a mobile node reaches the beginning of the path where the trails started, it
will update the pheromone level of the static sensor nodes in that location and ahead,
allowing the correct delivery of the alarms following that trail.

5.3.1 Pheromone Distribution over the Ground Sensor Nodes

The example presented in Figure 5.3 shows a uniform distribution of the ground
sensor nodes. This simplifies the alarm forwarding process, as the pheromone
information is evenly distributed among them, assuming for instance that the received
signal strength indication (RSSI) is used to define the pheromone level. However,
considering a more general case, in which the sensor nodes are randomly placed on the
ground, such an even distribution of the pheromone information would hardly be
achieved, which may cause problems in the alarm forwarding. The main problem is the
increased number of sensor nodes that would forward a given alarmAgent in the trail-
follow process, thus unnecessarily increasing the number of sent messages, leading to a
waste of energy resources. To tackle this problem, a special region is defined in the
centre of the pheromone trail, which constrains the broadcast of messages transmitting
alarmAgents towards the UAV. To understand the reason for this, Figure 5.5a shows
how an alarmAgent propagates in the trail without the definition of such region.
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Figure 5.5: Alarm forwarding inside the pheromone trail: a) Trail-follow without
backbone; b) Trail-follow with backbone.

As shown in Figure 5.53a, the alarmAgent is broadcasted towards the direction of the
movement of the UAV, by creating clones that move towards the UAV by means of a
migrate-clone mechanism as presented in Section 3.2. Notice that this generates a
number of redundant forwarding alarm messages that are unnecessary. Using the spatial
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component of the pheromone stored by the ground sensor nodes, it is possible to restrict
the alarmAgent forwarding to the nodes closer to the real path followed by the UAV.
Like this, the alarmAgent would be forwarded to the inner part of the trail, which is
called the trail backbone, and, by reaching this inner part, the trail-follow can be
constrained by its limits. The width of the backbone can be defined in terms of the
UAVsS’ communication coverage range on the ground (R..), and it can be wider or
narrower according to the accepted level of redundancy. The reduction in the number of
messages when using this backbone concept can be seen in Figure 5.5b.

Figure 5.6 visualizes the proposed backbone from a top-down two-dimensional
perspective (Figure 5.6a) similar to Figure 5.5 and from a three-dimensional perspective
(Figure 5.6b). In the figure it is possible to observe the UAV’s communication range
(Reom), its coverage on the ground (Reoy), and the delimitation of the backbone coverage
(Rop).
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Figure 5.6: Pheromone trail with backbone: (a) top-down 2D view, (b) 3D view.

AlarmAgents issued by nodes located inside the backbone follow the backbone until
they deliver their alarms to the corresponding UAV. AlarmAgents issued by nodes
outside the backbone are first forwarded towards the backbone and then follow the
backbone, as in the example of Figure 5.5b. This approach bounds the flooding of
messages used to forward alarmAgents, i.e. the overhead of the trail-follow mechanism,
to the limits of the backbone. This avoids the retransmission of alarmAgents by a large
number of nodes, as it would be the case when a backbone is not adopted, as illustrated
in Figure 5.5a.



129

5.3.2 Advanced Usage of Pheromonesto Enhance Alarm Delivery

In the pheromone-based strategy presented above, when multiple UAVs fly over a
given area, the sensor nodes located in that area take the pheromone information of each
UAV and simply store them accordingly. In the occurrence of an alarmAgent that
reaches these nodes while performing the trail-search, it will either follow the
pheromone trail that points towards the direction of the closest UAV, i.e. the one that
has the stronger pheromone concentration, or try to find the pheromone trail with the
most suitable UAV to handle the corresponding event. This decision depends on how
the pheromone concentrations are defined and on the type of pheromone, i.e. if the
pheromone messages carry information about the sensors that equip the UAVS, the
flavour mentioned before, or just indicate the UAVS’ movement direction. If the UAVS’
pheromones carry different flavours and they are analyzed to decide which trail an
alarmAgent should follow, then heuristic-P is called heuristic-Pf, in a reference to the
flavour analysis.

Figure 5.7 illustrates the situation when a UAV crosses the trail of another UAV. In
Figure 5.7a, UAV-1 leaves its pheromone marks creating its trail over sensor nodes on
the ground, the same occurring for UAV-2. In Figure 5.7b, UAV-2 crosses the path
followed by UAV-1, leaving its pheromone over some of the sensor nodes that form the
trail of UAV-1. In Figure 5.7c, UAV-2 continues its path, and it is indicated that the
nodes in the location where both trails cross have the pheromone information of both
UAVs. Figure 5.7d presents almost the same information as Figure 5.7c, but it is
possible to see more clearly that the nodes in each trail have the pheromone information
of each UAV, and just those nodes in the intersection of the two trails have the
pheromone marks of both UAVSs.
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Figure 5.7: System behaviour when UAVs cross the path of one another.

It is also possible to observe in Figure 5.7, by following the numbers shown in
squared brackets, the evolution of the pheromone concentrations on the ground sensor
nodes related to each UAV. These numbers represent the pheromone marks for each
UAV stored by the sensor nodes. In the figure, this information is shown only for some
of the sensor nodes, as an example. The first element of the tuple represents the
pheromone mark for UAV-1, while the second element corresponds to UAV-2.

A key feature for heuristic-P, and especially for the heuristic-Pf variation, is the way
the pheromone information spreads itself through the ground sensor nodes. In principle,
the sensor nodes get this information only by receiving the beacon messages from the
respective UAV.
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However, noticing that the overall system performance is heavily dependent on the
pheromone information spreading and observing the situation highlighted in Figure 5.7,
which describes the event of one UAV crossing the path of another, an opportunity to
enhance the pheromone spreading mechanism was considered. At this point, it is
important to understand why the spreading of pheromone information is so important to
system performance. This is due to the fact that, as the system may be composed by
UAVs carrying different types of sensors, some of them may be more suitable to handle
a given event, while others may be less suitable or even incapable to do so. Then it is
possible that an alarmAgent does not find a trail of a suitable UAV to handle it, or even
no trail at all, and has to perform the trail-search until it finds such a trail. This trail-
search mechanism may unnecessarily consume additional resources and, therefore,
should be used only when strictly necessary. On the other hand, if the UAVs could
collaborate to spread pheromones with different flavours, more trails of different
flavours would be available, thus reducing the need for the random search based trail-
search mechanism.

Observing the above mentioned facts in the situation presented in Figure 5.7, which
is very likely to occur during system runtime, an approach to explore such a situation is
proposed to enhance heuristic-Pf and to increase the overall system efficiency. This
proposal aims to improve the dissemination of the pheromones’ spread by the UAVs
and considers three consecutive improvements: 1) Pheromone hitchhiking (Heuristic-
Pf-h); 2) Pheromone hitchhiker backwards dissemination (Heuristic-Pf-hb); and 3)
Pheromone dissemination in both trails (Heuristic-Pf-hbt).

5.3.2.1 Pheromone hitchhiking (Heuristic-Pf-h)

As a UAV crosses the path of another one, for instance UAV-2 crosses the path of
UAV-1 in Figure 5.7, it can be informed by the ground sensor nodes about the previous
UAV that passed over the area. Like this, it may take the pheromone information of this
previous UAV and spread this information together with its own pheromone. It is
possible to state that the pheromone of one UAYV is getting a “ride” on the other UAV
(thus the use of the term “hitchhiking” to define this enhancement). Acting this way,
every node that receives the pheromone of the second UAV will also receive the
information of the first one. This enhancement in the pheromone dissemination is
especially important when UAVs have different capabilities, which make them able to
handle different types of events. Figure 5.8 presents the same situation described in
Figure 5.7, but using this enhancement.
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Figure 5.8: Pheromone hitchhiking.

Figures 5.8a and 5.8b present the same situations as in Figure 5.7. The difference
can be observed in parts 5.8c and 5.8d, which show UAV-2 spreading both pheromone
information (its own and the “hitchhiker” one from UAV-1) to the sensor nodes in its
path after crossing the nodes that form the intersection with the pheromone trail of
UAV-1. This mechanism is efficient, as it does not incur any additional overhead in the
system. As UAV-2 has to send beacon messages with its own information, the spread of
the pheromone information of UAV-1 “takes a ride” in these beacons, so it is
disseminated “for free”. Only one additional message is required: the message that
UAV-2 receives from sensors in the UAV-1 trail when it flies over them, in order to get
knowledge about the pheromone of UAV-1 in this area and its current level. Notice that
this is an important detail about the mechanism. As there is an elapsed time from the
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moment when UAV-1 has passed over the area which UAV-2 is currently crossing, the
pheromone of UAV-1 has already started to “evaporate” according to the decay in (5.3).
This means that the information that UAV-2 will spread about UAV-1 should
correspond to such a situation, so that the correct concentration of this pheromone is
informed. This can be observed in Figures 5.8c and 5.8d, in which the nodes in the
UAV-2’s path are receiving decreasing amounts of pheromone of UAV-1 from the
beacons of UAV-2. The numbers in the tuples present this information, for instance, the
tuples for the two sensor nodes that are closer to the backend of UAV-2, which have the
tuples [0.47, 0.95] (the one on the left) and [0.55, 0.9] (the one on the right). Moreover,
just the sensors in the backbone of the trail send hitchhiker pheromone information to
the UAVS, as they are the ones that have the stronger pheromone level in a trail.

5.3.2.2 Pheromone hitchhiker backwards dissemination (Heuristic-Pf-hb)

As already mentioned, the spread of pheromone information is essential for the
efficiency of the designed alarm delivery approach. The first proposed enhancement
described above does really help in this task, as the UAVs help each other to spread
their pheromone information. However, as presented in Figure 5.8, only the nodes
ahead in the UAV-2 path will receive the information about UAV-1. It would be good if
all nodes in the UAV-2 trail could have such information.

A possible solution for this problem can be obtained by making the sensor nodes
spread the information of the first UAV (or previous UAVS) that passed in the area
when they notice that they are making part of a new trail, i.e. a trail of another UAV.
This mechanism will push the pheromone of the previous UAV(s) backwards towards
the trail of the UAV that is currently flying over the area. Figure 5.9 presents this
situation. In this figure, parts (a), (b) and (c) show the communication that disseminates
the information backwards in the trail of UAV-2, while Figure 5.9d presents the final
situation that will eventually emerge, when all nodes in the trail of UAV-2 will have
also the information about UAV-1. In order to provide a clear view of the situation, the
tuples with the pheromone information were suppressed in Figure 5.9.
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Figure 5.9: Pheromone backwards dissemination in the UAYV trail.

5.3.2.3 Pheromone dissemination in both trails (Heuristic-Pf-hbt)

Following the reasoning that led to the idea of spreading the pheromone backwards
into the UAVS’ trails, a natural extension of this proposal would be also to spread the
pheromone information of a given UAV into the trail of the UAV that has previously
passed over the area. The mechanism used to perform this task would be similar to the
one presented before. When sensor nodes notice that another UAV is crossing the area
where there is a trail of a previous one, they forward th