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ABSTRACT

Cloud computing can offer virtually unlimited resources without any upfront
capital investment through a pay-per-use pricing model. However, the shared na-
ture of multi-tenant cloud datacenter networks enables unfair or malicious use of the
intra-cloud network by tenants, allowing attacks against the privacy and integrity
of data and the availability of resources. Recent research has proposed resource
allocation algorithms that cannot protect tenants against attacks in the network or
result in underutilization of resources. In this thesis, we introduce a resource alloca-
tion strategy that increases the security of network resource sharing among tenant
applications. This is achieved by grouping applications from mutually trusting users
into logically isolated domains composed of a set of virtual machines as well as the
virtual network interconnecting them (virtual infrastructures - VIs), while consid-
ering the amount of traffic generated by the communication between VMs from the
same application. Due to the hardness of the cloud resource allocation problem, we
decompose the strategy in two steps. The first one allocates a given set of VIs onto
the physical substrate, while the second distributes and maps applications into the
set of virtual infrastructures. The use of VIs provides some level of isolation and
higher security. However, groups may lead to fragmentation and negatively affect
resource utilization. Therefore, we study the associated trade-off and feasibility of
the proposed approach. Evaluation results show the benefits of our strategy, which is
able to offer better network resource protection against attacks with low additional
cost. In particular, the security can be logarithmically increased according to the
number of VIs, while internal resource fragmentation linearly grows as the number
of VIs offered by the provider increases.

Keywords: Cloud computing, Resource allocation, Intra-cloud network sharing,
Security, Performance interference, Denial of service.



Agrupamento de Aplicacoes Baseado em Relagoes de Confianca para
Datacenters de Nuvens: Aumentando a Seguranga em Infraestruturas
Compartilhadas

RESUMO

A computagao em nuvem é um paradigma que tem atraido uma grande quan-
tidade de clientes por meio do oferecimento de recursos computacionais através de
um modelo de pagamento pelo uso. Entretanto, o compartilhamento da rede in-
terna da nuvem por todos os locatérios possibilita que usuarios utilizem de forma
egoista ou maliciosa os recursos da rede, ocasionando ataques contra a privacidade
e a integridade dos dados e a disponibilidade dos recursos. Os algoritmos de alo-
cagao atuais nao impedem que a disponibilidade dos recursos de rede seja afetada
por ataques ou resultam em subutilizagao de recursos. Nessa dissertagao, é proposta
uma estratégia para a alocacao de recursos que aumenta a seguranga no compar-
tilhamento da rede da nuvem entre as aplicacoes de locatarios. Esse objetivo é
alcancado por meio do agrupamento de aplicagoes provenientes de usuérios mutu-
amente confidveis em dominios logicamente isolados, compostos por um conjunto
de méaquinas virtuais interconectadas por uma rede virtual (infraestruturas virtu-
ais — VIs), além de considerar-se a quantidade de trafego gerada pela comunicagao
entre VMs da mesma aplicacao. Devido a complexidade do problema de alocacao
de recursos em nuvens computacionais, a estratégia é decomposta em duas etapas.
Na primeira, dado um conjunto pre-estabelecido de VlIs, alocam-se as mesmas no
substrato fisico, enquanto a segunda distribui e mapeia as aplicagdoes no conjunto
de infraestruturas virtuais. O uso de VIs prové um maior nivel de isolamento entre
locatérios e, consequentemente, maior seguranca. Contudo, o agrupamento pode
resultar em fragmentagao e afetar negativamente o grau de utilizagao dos recursos.
Dessa forma, estuda-se esse compromisso e a factibilidade da abordagem proposta.
Os resultados mostram os beneficios da estratégia de alocagao proposta, que ofe-
rece maior protecao aos recursos de rede com baixo custo extra. Em particular, a
seguranga aumenta logaritmicamente de acordo com o niimero de VIs, enquanto a
fragmentacao de recursos cresce linearmente de acordo com o aumento do nimero
de VIs oferecidas pelo provedor.

Palavras-chave: Computacao em nuvem, Alocacao de recursos, Compartilhamento
de recursos da rede interna da nuvem, Seguranca, Interferéncia de desempenho,
Negacao de servigo.
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1 INTRODUCTION

Cloud Computing has become the platform of choice for the delivery and con-
sumption of IT resources. It offers several advantages, such as pay-per-use pricing
model, on-demand self-service, broad network access and rapid elasticity. In this
model, providers increase resource utilization, reduce operational costs and, thus,
achieve economies of scale by implementing cloud datacenters as highly multiplexed
shared environments, with different applications coexisting on the same set of phys-
ical resources (ARMBRUST et al., 2009, 2010).

Providers, however, lack mechanisms to capture and control network require-
ments of the interactions among allocated virtual machines (VMs) (POPA et al.,
2012; XIE et al., 2012; GUO et al., 2010a). For example, congestion control mech-
anisms used in intra-cloud networks, such as TCP-Friendly Rate Control (TFRC)
(FLOYD et al., 2008) and Datagram Congestion Control Protocol (DCCP) (KOHLER;
HANDLEY; FLOYD, 2006), do not ensure robust traffic isolation among different
applications, especially with distinct bandwidth requirements (ABTS; FELDER-
MAN, 2012b). Thus, communication between VMs of the same application takes
place in an uncontrolled environment, shared by all tenants. This enables selfish
and malicious use of the network, allowing tenants to perform several kinds of at-
tacks (RISTENPART et al., 2009; SHIEH et al., 2011; LIU, 2010). Selfish attacks
are characterized by the consumption of an unfair share of the network (i.e., per-
formance interference attacks (SHIEH et al., 2011)), while malicious ones include
man-in-the-middle, extraction of confidential information from tenants and denial
of service (DoS).

Such attacks hurt both tenants and providers. Tenants have weaker security
guarantees and unpredictable costs (due to potential attacks against network avail-
ability), since the total application execution time in the cloud is influenced by
the network (XIE et al., 2012). Providers, in turn, lose revenue, because attacks
can affect network availability and reduce datacenter throughput (BALLANI et al.,
2011D).

Vulnerabilities of cloud network resource sharing have been studied in Liu (2010),
Ristenpart et al. (2009) and Shieh et al. (2011). Recent proposals try to increase
network security through network-aware resource allocation strategies (SHIEH et al.,
2011; LAM et al., 2012; BREITGAND; EPSTEIN, 2012; BALLANI et al., 2011b).
Nonetheless, these schemes can neither protect the network from malicious insiders
nor prevent selfish behavior by other applications running in the cloud environment
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or result in underutilization of resources.

In this thesis, we propose a resource allocation strategy for Infrastructure as a
Service (IaaS) providers. Our approach increases the security of network resource
sharing among tenant applications by mitigating the impact of selfish and malicious
behavior in the intra-cloud network. Unlike previous work, we investigate a strategy
based on grouping of applications in virtual infrastructures! (VIs).

Grouping applications into VIs has two benefits, as follows. The first one is
related to security: grouping can provide isolation among applications from mutu-
ally untrusted tenants. That is, the system becomes more resilient against tenants
that would try to cause disruption in the network, capture confidential informa-
tion from other applications or use a disproportionate share of resources (seeking to
reduce costs at the expense of other applications). The second benefit regards per-
formance, since grouping allows cloud platforms to provide performance isolation
among applications with distinct bandwidth requirements. In summary, security
and performance isolation increase network guarantees for applications and reduce
tenant cost. Moreover, the proposed approach does not require any new hardware.
In fact, it can be deployed either by configuring network devices or by modifying
VM hypervisors, similarly to Ballani et al. (2011b) and Xie et al. (2012).

On the other hand, the number of groups created is pragmatically limited by
the overhead of the virtualization technology. Moreover, groups may lead to inter-
nal resource fragmentation while allocating requests and negatively affect resource
utilization. Therefore, we study different strategies to group tenants based on their
mutual trust and on the network requirements (bandwidth) of their applications.

Overall, the main contributions of this thesis are summarized as follows:

e We develop a security- and network-performance-aware resource allocation
strategy for TaaS cloud datacenters. It aims at improving network security
and performance predictability offered to tenant applications by grouping them
into virtual infrastructures.

e We formally present the proposed strategy as a Mixed-Integer Programming
(MIP) optimization model and introduce a heuristic to efficiently allocate
tenant applications in large-scale cloud platforms. Our strategy can be ap-
plied on different datacenter network topologies, such as today’s multi-rooted
trees (BALLANT et al., 2011b) and richer topologies (e.g., VL2 (GREENBERG
et al., 2009) and Fat-Tree (AL-FARES; LOUKISSAS; VAHDAT, 2008)).

e We evaluate the trade-off between the gain in security and performance for
tenants and the cost imposed on cloud providers by our solution. Evaluation
results show that the proposed approach can substantially increase security
and performance with low extra cost (resource fragmentation).

The remainder of this thesis can be outlined as follows. Chapter 2 presents a
review of the problem being addressed and summarizes related work. Chapter 3

!The term virtual infrastructure is used to represent a set of virtual machines as well as the
virtual network interconnecting them. This concept is formally defined in Chapter 3.
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defines the basis in which our approach was developed, that is, the threat model
considered and the basic formulations related to the problem, which are later used
throughout the thesis. Chapter 4 formally presents our resource allocation strategy
as a Mixed-Integer Programming optimization problem, while Chapter 5 introduces
a constructive heuristic to efficiently allocate tenant applications in large-scale cloud
platforms. The evaluation of the proposed strategy appears in Chapter 6 and, finally,
Chapter 7 closes the thesis with final remarks and perspectives for future work.
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2 LITERATURE REVIEW

Datacenters (DCs) are facilities consisting of tens to hundreds of thousands of
servers (physical machines) and tens of hundreds of network devices (e.g., switches,
routers and cables), power distribution systems and cooling systems. They can be
divided in two classes: production and cloud datacenters. Production datacenters
often have 100~10k servers, present low rate of tenant arrival and departure and
run data-analytics jobs from multiple groups/services. Cloud datacenters, in turn,
usually have 50k~300k servers, present high rate of tenant arrival and departure
(churn), run both user-facing applications and inward computation and require elas-
ticity (demands are more variable) (BENSON; AKELLA; MALTZ, 2010; BALLANI
et al., 2011b; ABTS; FELDERMAN, 2012b).

Both classes of datacenters provide computational and network resources for
tenants to run applications. Given the large scale of datacenters, the network is
shared by a myriad of applications. However, the lack of control over how network
resources are shared results in network performance variability and introduces vul-
nerabilities. This chapter is organized as follows. First, Section 2.1 presents an
overview of datacenter networks. Then, Section 2.2 shows recent approaches and
how they attempt to mitigate network resource sharing issues.

2.1 Datacenter Networks

A datacenter network (DCN) is the communication infrastructure used in data-
centers and is described by the network topology, routing/switching equipment and
the protocols (e.g., Ethernet, IP and TCP) (BARI et al., 2012). In this section, we
show an overview of datacenter networks. First, Section 2.1.1 shows how DCNs are
structured (i.e., the most common topology and some other topologies that have
been recently proposed). Then, we discuss about network performance variability
(Section 2.1.2) and network security (Section 2.1.3).

2.1.1 Topology

In this section, we present an overview of datacenter topologies. The network
topology describes precisely how switches and hosts are interconnected. This is
commonly represented as a graph in which vertices represent switches and hosts,
and links are the edges that connect them.
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Figure 2.1 shows a canonical three-tiered tree-like physical datacenter topology,
which is implemented in today’s datacenters. The datacenter topology three tiers
are: i) the access (edge) layer, which consists of the Top-of-Rack (ToR) switches that
connect the servers mounted on every rack; ii) the aggregation (distribution) layer,
consisting of devices that interconnect the ToR switches in the access layer; and i)
the core layer, which consists of devices in the network core that interconnect the
devices in the aggregation layer. Furthermore, every ToR switch may be connected
to multiple aggregation switches for redundancy and every aggregation switch is con-
nected to multiple core switches. Typically, a three-tiered network is implemented
in datacenters with more than 8,000 servers (AL-FARES; LOUKISSAS; VAHDAT,
2008). In smaller datacenters, the core and aggregation layers are collapsed into one
tier, resulting in a two-tiered datacenter topology (flat layer 2 topology) (BENSON;
AKELLA; MALTZ, 2010).

Aggregation

Access (ToR)

Servers

Figure 2.1: A canonical three-tiered tree-like datacenter network topology.

This multitiered topology has a significant amount of oversubscription, where
servers attached to ToR switches have significantly more (possibly an order of mag-
nitude more) provisioned bandwidth between one another than they do with hosts
in other racks (ABTS; FELDERMAN, 2012b, 2012a). This is necessary in order to
reduce network cost and improve resource utilization, which are key properties to
help providers achieve economies of scale.

This topology, however, presents one major drawback: limited bisection band-
width!. This limitation results in overloaded network core links (e.g., Microsoft re-
searchers found links as much as 1:240 oversubscribed in their datacenters (GREEN-
BERG et al., 2009)) and constrained server utilization (CURTIS; KESHAV; LOPEZ-
ORTIZ, 2010; CURTIS et al., 2012).

!The bisection is the segmentation of a network in two equally-sized partitions. The sum of
link capacities between the two partitions is called the bandwidth of the bisection. The bisection
bandwidth of the network is the minimum bandwidth along all possible bisections. Typically, it
refers to the worst-case segmentation of the network in two equal parts (FARRINGTON; RUBOW;
VAHDAT, 2009).
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To improve bisection bandwidth, some proposals follow a Clos-based (switch-
oriented) design. A Clos topology is built up from multiple layers of switches
(DALLY; TOWLES, 2003). Each switch in a layer is connected to all switches
in the next layer, which provides extensive path diversity. Two proposals follow
a Clos design: VL2 (GREENBERG et al., 2009, 2011) and Fat-Tree (AL-FARES;
LOUKISSAS; VAHDAT, 2008).

VL2 (GREENBERG et al., 2009, 2011) is a Clos-based topology that provides
a larger number of paths between any two aggregation switches than the conven-
tional topology. This means that, for N intermediate switches, the failure of one of
them reduces the bisection bandwidth by only 1/N, which the authors call graceful
degradation of bandwidth. An example of VL2 is shown is Figure 2.2(a).

Fat-Tree (AL-FARES; LOUKISSAS; VAHDAT, 2008), in turn, is a specific type
of Clos topology (folded Clos topology). The topology, shown in Figure 2.2(b), is
organized in a k-ary tree-like structure. There are k pods, each one of them has
two layers (aggregation and access) of k/2 switches. Each k/2 switch from the
access layer is connected to k/2 servers and the remaining ports are connected to
k/2 aggregation switches. Each of the (k/2)? k-port core switches has one port
connected to each of k pods. More specifically, the i-th port of any core switch is
connected to pod 7 so that consecutive ports in the aggregation layer of each pod
switch are connected to core switches on k/2 strides. In general, a fat-tree built with
k-port switches supports k*/4 hosts.

=== === Layer 1 i == /= i Core
S as T mm I % % A
KKK X ~
< 2>
? % — z \f ’/ Layer 2 (> §
X I SEK X Aggregation

ﬁ ﬁ;;/ Layer3 Access (ToR)

Jb3adaah Jem Bkl b oo o

(a) VL2. (b) Fat-Tree.

Do

Figure 2.2: Clos-based topologies.

Other proposals for datacenter network topologies exist in the literature, such
as server-oriented topologies (CamCube (ABU-LIBDEH et al., 2010)) and hybrid
switch/server topologies (BCube (GUO et al., 2009) and Dcell (GUO et al., 2008)).
Nevertheless, they are not easily implemented by providers because they require
significant changes in comparison with today’s topologies; thus, they have high
implementation costs.

2.1.2 Performance Variability

Unlike computational resources (CPU, memory and storage), control of network
usage is hindered because it is a distributed resource (SHIEH et al., 2011). Several
papers (GIURGIU, 2010; MANGOT, 2009; SCHAD; DITTRICH; QUIANE-RUIZ,
2010; WANG; NG, 2010) concluded that VM bandwidth inside the cloud platform
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(i.e., the throughput achieved by communication among pairs of VMs in the same
datacenter) can vary by a factor of five or more. In particular, measurements of cloud
resources (GIURGIU, 2010; LI et al., 2010; MANGOT, 2009; SCHAD; DITTRICH;
QUIANE-RUIZ, 2010; WANG; NG, 2010) demonstrate that the intra-cloud network
performance variability can negatively affect application execution time, resulting
in poor and unpredictable overall application performance (BALLANI et al., 2011b;
IOSUP; YIGITBASI; EPEMA, 2011; KOSSMANN; KRASKA; LOESING, 2010;
ZAHARIA et al., 2008).

There are four factors that cause performance variability: type of traffic, het-
erogeneity of flows, network oversubscription and VM location (BALLANT et al.,
2011b; SHIEH et al., 2011; ABTS; FELDERMAN, 2012b). These will be discussed

next.

The type of traffic? in datacenters is one of the main causes for network perfor-
mance variability. Despite the available mechanisms for TCP and its variants, such
as DCCP and TFRC, to achieve scalability and high resource utilization, they do not
provide robust performance isolation among flows from different applications (i.e.,
they allow flows to interfere with one another) (SHIEH et al., 2011). This scenario
is further exacerbated by UDP, which does not have any mechanism to control how
distinct flows share the network.

Second, the heterogeneity of flows (volume of data in each flow) inside a data-
center facilitates the occurrence of interference among flows, which is usually called
performance interference (SHIEH et al., 2011; BARI et al., 2012). Flows are com-
monly classified as bimodal in the cloud: elephant or mice. Elephant flows have a
large number of packets injected in the network over a short amount of time, exhibit
bursty behavior and are long-lived. Mice flows, on their turn, have a small num-
ber of packets and are usually short-lived. The transient load imbalance created
by elephant flows can adversely impact on any mice flow that is using the same
heavily utilized link. For example, consider an elephant flow from A to B sharing a
congested link with a mice flow from C to D. Any long-lived contention in the link
increases the likelihood of discarding a packet from the C-to-D flow. Any packet
discards will result in an unacknowledged packet at the sender and be retransmitted
when the timeout period expires. Since the timeout period is generally one or two
orders of magnitude more than the round-trip time (RTT), the latency may be a
significant source of performance variability (ABTS; FELDERMAN, 2012b, 2012a).

The third factor, network oversubscription, exacerbates this scenario. The
provider uses this factor to reduce operational cost, increase resource utilization
and, thus, achieve economies of scale (MUDIGONDA et al., 2011). However, net-
work traffic intensity varies over time and the momentary load imbalance resulting
from this variation, which, at peak times, can be several times greater than the
network capacity, creates contention, causing packets to be discarded (ABTS; FEL-
DERMAN;, 2012b).

Lastly, VM location inside the cloud infrastructure may be another source of
performance variability. For instance, communication between a pair of VMs on the

2Traffic is tipically identified by flows in datacenters. Flows are characterized by sequences of
packets from a source to a destination host.
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same rack has higher performance predictability than communication between pairs
of VMs located on opposite ends of the network topology. This happens because
the first one is subject to interference originated from a smaller quantity of flows
in the network than the second one; in the second, the flow needs to traverse links
closer to the network core and, therefore, shared by a larger number of applications

(BALLANI et al., 2011b; SCHAD; DITTRICH; QUIANE-RUIZ, 2010).

2.1.3 Security

The shared nature of multi-tenant cloud datacenter networks enables unfair
or malicious use of the intra-cloud network by tenants, allowing attacks against
the privacy and integrity of data and the availability of resources (SHIEH et al.,
2011, 2010; RISTENPART et al., 2009).

In particular, Liu (2010), Shieh et al. (2011) and Ristenpart et al. (2009) show
intra-cloud network vulnerabilities. Liu (2010) shows how an adversary can obtain
information about the cloud infrastructure in order to launch DoS attacks, while
Shieh et al. (2011) show how to launch performance interference attacks. These
attacks are made possible because of four main reasons. First, as previously dis-
cussed, TCP cannot provide robust isolation among flows. Second, DCNs are usually
under-provisioned (i.e., oversubscribed), since it is expensive to build a network with
full bisection bandwidth (CURTIS; KESHAV; LOPEZ-ORTIZ, 2010; CURTIS et al.,
2012). Third, a cloud datacenter is used by many clients (organizations and common
users), which opens up the possibility for adversaries to attack other applications
hosted in the same datacenter. Fourth, a tenant usually has little or no control over
the network.

This way, selfish or malicious parties can simply saturate the limited network
bandwidth from a bottleneck link to perform performance interference or DoS at-
tacks against other applications in the DCN. For instance, an adversary can degrade
network performance of targeted victims (performance interference) or, by using a
variable number of flows or higher rate UDP flows, can utilize all of the available
network bandwidth (DoS) (SHIEH et al., 2011). Liu (2010) describes two types of
DoS: untargeted and targeted attacks. In an untargeted attack, an adversary wants
to stop network communication for some VMs in any portion of the DCN. Targeted
ones, on the other hand, are directed for specific VMs (or applications) in the cloud.

Ristenpart et al. (2009), on their turn, conducted a case study in Amazon Elastic
Compute Cloud (EC2). The authors report they have no privileged information, that
is, they know only the information publicly disclosed by Amazon. They assume that
attackers are common cloud customers (i.e., they can perform the same actions of
other users). First, the internal cloud infrastructure is mapped in accordance with
its availability zones in each region. With this mapping, they concluded that IP
addresses are statically partitioned between regions, which facilitates management
of routing, but helps a malicious user.

After successfully mapping EC2, the next step of an attack is to determine co-
residency between VMs. They identify several network-based potential methods for
checking if two VM instances are co-resident. Instances are likely co-resident if one
or more of the following tests is true:
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e Matching Dom0 IP address. Since Amazon uses Xen (BARHAM et al., 2003)
virtualization technology, an instance network traffic first hop is the Dom0
privileged VM. Tenants can determine their Dom0 IP from the first hop on
any route out from the instance. Similarly, a user determines an uncontrolled
instance Dom0 IP address by verifying the last hop in a TCP SYN traceroute.

e Small packet round-trip times. They verify that round-trip times for traffic be-
tween co-resident VMs are smaller than RTTs between VMs hosted by distinct
physical servers.

e Numerically close internal IP addresses (e.g., within 7). The authors state
that, according to their experiments, the same Dom0 IP is shared by instances
with a contiguous sequence of internal IP addresses.

Based on the information acquired, Ristenpart et al. (2009) show that malicious
users can exploit VM placement in EC2 to colocate their VMs in the same server as
the target victims. Thus, they can take advantage of the shared network to carry
out several kinds of attacks, such as man-in-the-middle, extraction of confidential
information, performance interference and DoS.

To sum up, attacks are made easier because providers lack mechanisms to per-
form robust isolation among tenants and to manage bandwidth used by VMs for
intra-cloud communication (POPA et al., 2012; XIE et al., 2012; GUO et al., 2010a).

2.2 Cloud Network Resource Sharing

Providers use VLANs (IEEE COMPUTER SOCIETY, 2005) in an attempt to
isolate tenants (or applications) in the network. However, VLANs are not well-
suited for cloud datacenter networks for two reasons. First, they use the Spanning
Tree Protocol (STP), which cannot utilize the high capacity available in datacenter
network topologies with rich connectivities (e.g., VL2 (GREENBERG et al., 2009)
and Fat-Tree (AL-FARES; LOUKISSAS; VAHDAT, 2008)) (GUO et al., 2010b).
Second, VLANs do not provide bandwidth guarantees.

Current resource allocation algorithms employed by public cloud providers do
not handle network performance and security (KITSOS et al., 2012). Such al-
gorithms use round-robin across servers or across racks, taking into account only
computational resources (processing power, memory and storage). Nevertheless, al-
location algorithms must also be aware of network resources, in order to protect
tenant data in the network.

Some recent work seek to provide efficient means of controlling network resource
sharing, in order to improve network predictability and security for tenants. We di-
vide these proposals in three classes: virtual machine consolidation (Section 2.2.1),
proportional sharing (Section 2.2.2) and network virtualization (Section 2.2.3). Fi-
nally, we discuss the presented approaches in Section 2.3.
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2.2.1 Virtual Machine Consolidation

Some recent work handles the problem of network-aware resource allocation
as VM consolidation (i.e., VM placement). Meng, Pappas & Zhang (2010) pro-
pose a traffic-aware VM allocation process by adapting the Stochastic Bin Packing
optimization problem (KLEINBERG; RABANI; TARDOS, 1997; GOEL; INDYK,
1999). Wang, Meng & Zhang (2011) capture VM bandwidth demand with random
variables that follow probabilistic distributions and propose an approximation algo-
rithm to efficiently solve the problem. Breitgand & Epstein (2012), in turn, present
an approximation algorithm closer to the optimum solution than Wang, Meng &
Zhang (2011).

HomeAlone (ZHANG et al., 2011), from another perspective, explores vulner-
abilities of physical co-residence of VMs to increase the security of computational
resources. That is, the key idea is to invert the usual application of side channels.
Rather than exploiting a side channel as a vector of attack, HomeAlone uses a side-
channel as a defensive detection tool. By analyzing cache usage during periods in
which well-behaved VMs coordinate to avoid portions of the cache, a tenant can
detect the activity of a co-resident malicious VM.

2.2.2 Proportional Sharing

Lam et al. (2012) and Shieh et al. (2010, 2011) focus on providing fair network
sharing in accordance with weights assigned to VMs or tenants. NetShare (LAM
et al., 2012) proposes a statistical multiplexing mechanism to allocate bandwidth
for tenants in a proportional way, to achieve high link utilization and to provide
weighted hierarchical max-min fair sharing (bandwidth unused by an application is
shared proportionally by other applications). The weights are either specified by a
manager or automatically assigned at each switch port based on a virtual machine
heuristic.

Seawall (SHIEH et al., 2010, 2011), in turn, is a bandwidth allocation scheme
that divides network capacity based on an administrator-specified policy. The key
ideia is to assign weights to any entity that generates traffic (such as a VM or
a process) and to allocate bandwidth according to these weights in a proportional
way. It uses congestion control and point to multipoint tunnels to enforce bandwidth
sharing policies.

2.2.3 Network Virtualization

Another class of approaches proposes to allocate each application (or tenant) in
a distinct virtual network. The most representative papers of this class are: Second-
Net (GUO et al., 2010b, 2010a), CloudNaaS (BENSON et al., 2011), Gatekeeper
(RODRIGUES et al., 2011), Oktopus (BALLANTI et al., 2011b) and Proteus (XIE
et al., 2012).

SecondNet proposes the allocation of Virtual Datacenters (VDCs) as a means
to provide bandwidth guarantees for pairs of VMs in a multi-tenant datacenter. It
defines three service types: (a) guaranteed bandwidth between pairs of VMs (type
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0); (b) bandwidth guarantees for the first and/or last hops of a path (type 1); and
(c) a best-effort service (type 2).

Gatekeeper focuses on providing guaranteed bandwidth among VMs in a data-
center and achieving a high network utilization. This is done by defining both the
minimum and maximum allowed bandwidth for each VM. CloudNaaS, in turn, is a
virtual network architecture to deploy applications in cloud platforms with a set of
network functions (e.g., custom addressing and service differentiation).

Oktopus introduces two virtual network abstractions, namely virtual cluster
(VC) and virtual oversubscribed cluster (VOC), in order to explore the trade-off
among performance guarantees offered to tenants, their costs, and the provider rev-
enue. Proteus, on its turn, attempts to address the low resource utilization caused
by Oktopus by proposing the Time-Interleaved Virtual Cluster (TIVC) abstraction,
which allows specifying the time-varying networking requirements of cloud applica-
tions.

2.3 Discussion

In this section, we provide a detailed discussion about the previously presented
projects. Each class (VM consolidation, proportional sharing and network virtual-
ization) introduces some advantages and disadvantages. In particular, some draw-
backs, such as resource management overhead and underutilization of resources,
may hinder the implementation of the approach in cloud platforms because they
hurt fundamental properties of the cloud computing paradigm (e.g., scalability).

VM consolidation approaches present strategies and mathematical models di-
rected to computational resources (servers and virtual machines) over network re-
sources, aiming at reducing the number of servers used during the process of resource
allocation. Nevertheless, the network must be taken into account by the allocation
process when providing security and network-performance predictability for tenants.

Proportional sharing provides fair network sharing among entities. However, it
adds substantial management overhead to control each VM network share (especially
in large-scale shared infrastructures), wasting network resources. In particular, Net-
Share may not be well-suited for cloud datacenters for two reasons. First, scalability
is compromised because queues have to be configured at each switch port for each
application. Second, it relies on specific features of Fulcrum switches to implement
its mechanisms, which reduces its deployability (BARI et al., 2012).

Network virtualization proposals isolate one tenant (or application) per virtual
network. Nonetheless, they present three main drawbacks: i) low utilization of
network resources, since each virtual network reserves bandwidth equivalent to the
peak demand, yet most applications generate varying amounts of traffic in different
phases of their execution (ABTS; FELDERMAN;, 2012b); i) high resource manage-
ment overhead; and iii) (internal) fragmentation of both computational and network
resources upon high rate of tenant arrival and departure (i.e., churn) (SHIEH et al.,
2011). These drawbacks hurt provider revenue and, ultimately, translate to higher
tenant costs.
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More specifically, SecondNet and Proteus present the following drawbacks. Sec-
ondNet results in a clique virtual topology (with dense connectivity), which makes
it difficult for the provider to multiplex multiple tenants on the underlying network
infrastructure (BALLANT et al., 2011b). Proteus, in turn, results in high allocation
complexity and high implementation costs.

To sum up, cloud resource sharing presents two shortcomings: i) network re-
sources are scarce and often represent the bottleneck when compared to computa-
tional resources in datacenters (XIE et al., 2012; GREENBERG et al., 2009); and
i1) the lack of isolation provide means for malicious parties to launch attacks against
well-behaved tenants. These attacks will be further discussed in Chapter 3.



25

3 FOUNDATIONS

In this chapter, we define the basis of our approach. More specifically, we present
the threat model considered (Section 3.1) and the system model (Section 3.2). These
fundamental definitions are used throughout the rest of this thesis.

3.1 Threat Model

We consider an IaaS tenant that operates one or more applications!. Each
tenant has the same privileges as the others, similarly to Ristenpart et al. (2009).
In our model, adversaries are selfish and malicious parties. Selfish tenants launch
performance interference attacks against other applications, increasing the network
throughput of their VMs (SHIEH et al., 2011). Malicious parties, in turn, cast
several kinds of attacks on previously defined targets, including the extraction of
confidential information from victims, man-in-the-middle, and DoS. To increase the

effectiveness of an attack, malicious adversaries make use of placement techniques
(RISTENPART et al., 2009) to collocate their VMs near the target.

Attacks against the availability of network resources are performed in two ways:
i) by increasing the volume of data in each flow and the number of flows in the
network, exploiting the lack of traffic isolation among applications (XIE et al., 2012);
and i) by sending large UDP flows. Since all tenants share the same network (they
compete for bandwidth in the intra-cloud network), such attacks are not limited to
their targets, but rather can affect many applications. Therefore, a tenant with many
VMs can cumulatively send enough traffic to overflow the receiver, some network
link en route to that host or other network bottleneck. Furthermore, TCP only
achieves long-term throughput fairness, which may lead to low-RTT flows getting
higher shares of the bandwidth than high-RTT flows (PRAKASH et al., 2012).
Figure 3.1 shows an example of performance interference attack (that may even
lead to DoS), in which an attack can take place by compromising a link between
two virtual switches.

The attacks considered can only be launched by an insider, that is, a tenant
registered with the cloud. This requirement reduces, in theory, the likelihood of
an attack, since the user should be accountable. However, in some platforms, ac-

!Basically, each application consists of a collection of VMs. We will define an application in
Section 3.2.1.
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Q VMs from Application 1
Q VMs from Application 2
E VMs from Application 3

Potential Attack

Figure 3.1: Potential attack against network availability due to the lack of mecha-
nisms to control network resource sharing.

counts can be easily obtained (no strict requirements for accounts), or compromised
(user behavior) (GREENBERG et al., 2008). Furthermore, the detection of such
attacks is not simple because of two reasons. First, an attacker can conceal ma-
licious traffic as well-behaved (SHIEH et al., 2011). Second, a persistent attacker
is not easily deterred by obfuscation schemes (SHIEH et al., 2011), i.e., techniques
used by providers to hide resource location, for instance against network-based VM
co-residence checks and internal cloud infrastructure mapping (RISTENPART et
al., 2009).

3.2 System Model

In this section, we define fundamental formulations used to model our strategy.
The notation is represented by the following rules: ) superscripts s, v and r denote
entries related to the physical substrate of the cloud platform, the virtual infras-
tructures and the requests from tenants, respectively; i7) subscripts are indices from
attributes, variables or elements of a set. Table 3.1 shows an overview of the sym-

bols defined in this section. The notation is similar to that employed in Chowdhury,
Rahman & Boutaba (2009).

3.2.1 Application Requests

The set of applications is denoted by A". An application request a € A" from
a tenant is defined by < M, Band] >, with the terms specifying the number of
VMs and the network bandwidth required by each VM. Without loss of generality,
we assume an homogeneous set of VMs, i.e., equal in terms of CPU, memory and
storage consumption.

A request also specifies network requirements. Tenants are provided with a
simple abstract view of the virtual network topology in which they reside. All VMs
from the same application are represented as being connected to a virtual switch by a
bidirectional link of capacity Band!, € R™, as shown in Figure 3.2. This abstraction
is motivated by the observation that, in private environments, tenants typically
run their applications on dedicated clusters, with computational nodes connected
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Table 3.1: Notation of cloud resource allocation problem.

Symbol Description
A" Set of applications.
MY Number of requested VMs for application a € A".

Band,, Bandwidth requested for each VM of application a € A".

4 Trust relationship between applications a; and a;.

a;,a;
Iv Set of virtual infrastructures.

Sy Set of virtual switches in 7 € I*.

RY Set of virtual Top-of-Rack switches in ¢ € 1.
MY Set of VMs in 7 € I".

E? Set of virtual links in i € I".

Band’(e’)  Bandwidth of virtual link e” € EY.
Oversub’(e) Oversubscription factor of virtual link e’ € EY.

S Set of physical switches.

R Set of physical Top-of-Rack switches.
M? Set of servers.

E? Set of physical links.

Band®(e®)  Bandwidth of physical link e® € E*.
Slots®*(m®)  Number of slots for VMs of server m*® € M?*.
Cost®(s®)  Cost of s* € S® to host a virtual switch.
Cap®(s®) Maximum number of virtual switches that s* € S* can host.

through Ethernet switches (BALLANT et al., 2011b).

Trust relationships between applications are represented by Tgi7aj, which denotes
whether application a; from a tenant trusts application a; from another tenant. We
assume that trust relationships are direct, binary and symmetric. In other words,
a tenant may or may not trust another tenant, with whom he interacts. If there is
trust, then it is reciprocal.

These relationships can be established in two ways. First, they can be created
based on the web of trust concept, similarly to a PGP-like scheme (ZIMMERMANN]
1995). Second, the creation of trust relationships can be materialized by matching
properties contained within SLAs signed by different customers and providers. This
process would be assisted by the front-end responsible for receiving the requests and
transferring them to the allocation module.

3.2.2 Virtual Infrastructures

A Virtual Infrastructure is composed of a set of virtual machines interconnected
by a virtual network (virtual network devices and virtual links). It is a logically
isolated domain with arbitrary topology (i.e., independent of the underlying cloud
substrate). We model the set of VIs by IY, where each VI i € I" is a weighted
bidirectional graph G} = < S}, RY, M?, Y, Band’, Oversub” >. The set of network
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Figure 3.2: Tenant’s view of an application’s network topology.

devices in ¢ is denoted by S} and is composed by switches only, similarly to Ballani
et al. (2011b) and Xie et al. (2012). The subset of Top-of-Rack switches (ToR), in
turn, is represented by R} C S7. The set of virtual machines in ¢ is indicated by
MY, and the set of virtual links by EY. Each link ¢” = (u,w) € EY | u # w connects
nodes v and w (u,w € SY U M!). Moreover, each link e’ € EY has a bandwidth
Band’(e”) € R and an oversubscription factor Oversub’(e”) € R employed by the
provider to increase network resource utilization.

3.2.3 Physical Infrastructure

The physical substrate is composed of servers, network devices and links, sim-
ilarly to Guo et al. (2010a). This infrastructure is represented as a weighted bidi-
rectional graph G®* =< S*, R*, M?® E°® Band®, Slots®, Cost®, Cap® >, where 5° is
the set of network devices (switches), M# is the set of servers, and E* is the set of
links. Each server m® € M?® has Slots*(m®) € Z* slots. Each switch s* € S® has
an associated number of virtual switches it can host (Cap®(s®) € Z*1), and a cost
(Cost®(s®) € RT) per virtual switch. The cost is proportional to the importance
of the physical switch in the network (i.e., switches closer to the network core have
higher utilization costs), because the closer the switch is to the network core, the
more oversubscribed it tends to be. The subset of ToR switches is represented by
R C S*%. Each link, in turn, e® = (u,w) € E* | u,w € S* U M* and u # w between
nodes u and w is associated with a bandwidth Band®(e®) € R*. Finally, P* and
P?(u,w) denote, respectively, the set of all substrate paths and the set of substrate
paths from source node u to destination node w.
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4 RESOURCE ALLOCATION STRATEGY

This chapter presents, using the model defined in Chapter 3, a novel approach
to allocate resources for incoming application requests at cloud platforms. Unlike
previous approaches, the one proposed in this thesis takes both security and network
performance into account. The strategy aims at mitigating the impact of attacks
performed within the intra-cloud network. This is achieved by grouping applications
into logically isolated domains (VIs) according to trust relationships between pairs
of tenants and expected traffic matrix between VMs of the same application.

To provide security- and network-performance-aware resource allocation, there
is a fundamental challenge to be addressed: the mapping of resources considering
bandwidth-constrained network links is an NP-Hard problem (GUO et al., 2010b).

For this reason, we solve the problem by breaking it in two smaller steps (sub-
problems), propose an allocation strategy for each one of them and, lastly, combine
their results. An abstract view of the allocation process is shown in Figure 4.1, which
contains three functions. Function H : A” — G* is the approach employed by current
public cloud providers, which maps applications directly into the physical substrate
(considering only computational resources). Unlike this approach, we consider the
network in the allocation process and decompose H in F and G, as follows. Function
F : A" — I? distributes and maps applications into virtual infrastructures. Function
G : I' — G” allocates each virtual infrastructure onto the physical substrate. Note
that, in theory, F and G can be executed in arbitrary order, but in practice we
expect G to be used first to allocate the VIs on the cloud substrate whereas F can
be used later to allocate every incoming application request.

Table 4.1: Defined functions for cloud resource allocation.

Notation Description

Function H Maps applications directly to the cloud physical substrate.

Function G Allocates the set of virtual infrastructures onto the physical sub-
strate of the cloud platform.

Function F Maps each application request into a virtual infrastructure accord-
ing to security and performance criteria.

The proposed approach takes as input a set of virtual infrastructures. The proper
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Figure 4.1: Cloud resource allocation overview.

definition about the number of VIs and their sizes affects the efficiency of functions F
and G. This could be determined arbitrarily by the provider, or for example based on
the resource utilization history (MENG; PAPPAS; ZHANG, 2010), with information
from already allocated applications collected by tools such as Amazon CloudWatch!.
Furthermore, the network topology of each VI is not restricted by the physical
infrastructure topology (CHOWDHURY; RAHMAN; BOUTABA, 2009), since the
heterogeneity of topologies is addressed by function G. Further investigation on
mechanisms for choosing Vs is out of scope and left for future work.

The next sections describe functions G and F, respectively. Lastly, Section 4.3
shows the optimal resource allocation evaluation.

4.1 Mapping VIs onto the Physical Substrate

The mapping of virtual infrastructures on the cloud substrate (virtual to physi-
cal mapping) is performed by Function G. It addresses a problem similar to Virtual
Network Embedding (VNE) (CHOWDHURY; RAHMAN; BOUTABA, 2009), which
allows the strategy to deal with the heterogeneity of virtual topologies in comparison
to the physical substrate topology. Unlike VNE, the allocation also takes computa-
tional nodes (physical and virtual machines) into account.

Input. This function receives as inputs the set of virtual infrastructures (Sec-
tion 3.2.2) and the physical substrate (Section 3.2.3). Furthermore, three parameters
are used: Q/(uw, w,), 7 and 0, defined as follows. Factor oy, w,) quantifies the impor-
tance of link (wy,ws) within the (0,1] range. Parameters v and & balance both
components of the objective function [Equation (4.1)].

Variables. The variables related to this function are:

o z; o €{0,1}: indicates if virtual switch s € SY from virtual infrastructure

"http://aws.amazon.com/cloudwatch/
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i € IV is allocated on physical switch s* € S*;

® Yiev (wruwe) € 10, 1}: indicates if virtual link e” € EY, which belongs to virtual
infrastructure ¢ € IV, uses physical link (wy,wsy) € E*;

® Zimvms € {0,1}: indicates if VM m" € M} from virtual infrastructure i € I”
is allocated at server m® € M?*.

Objective. Equation (4.1) minimizes the amount of network resources used
to allocate the virtual infrastructures. By dividing oy, w,) by the total capacity of
link (wy,wy), we ensure that links with lower importance and greater capacity are
preferred. The second component quantifies the cost of allocating virtual switches
on physical switches.

(0% w1 ,Ww:
Z = Min ~ * (w1, 19) * Z Z Yiev,(wi,wp) ¥ Band’(e’) | +

Band? (w1, ws) Lt Lt
(w1,w2)€EES® i€lv eVeE]

§ * Z Z Z T gv g ¥ Cost®(s®) (4.1)

s$€8%iclv svesy

The set of constraints guides the allocation process. The assignment of each VI
to the substrate can be decomposed in two major components, as follows.

Node assignment. Each virtual node (virtual switch or VM) is assigned to a
substrate node by mapping M,, : (MY U S?) — (M* U S*)?, Vi € I' from virtual
nodes to substrate nodes:

M, (m"¥) € M*® | m¥ € M} or
M, (r?) € R° | r’ € R} or
My (s?) € §° | s” € SP\R}

Link assignment. Each virtual link is mapped to a single substrate path
(unsplittable flow) between the corresponding substrate nodes that host the virtual
nodes at both ends of the virtual link. The assignment is defined by mapping

M, : EY — P, Vi € IV from virtual links to substrate paths such that for all
e’ = (wy,wy) € EY, Vi e I

Me(wr,ws) € P* (M (wr), My, (ws))

subject to:
Resid(p®) > Band®(e") | p € M.(e")

where Resid(p®) denotes the residual (spare) capacity of substrate path p°.

2The set of switches (S?) is composed by all network devices, including ToR switches (R?), as
we formally defined in Chapter 3.
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Constraints. We present the model constraints in the following manner. Con-
straint sets (4.2) and (4.3) ensure that one VM and one virtual switch are mapped
to one physical machine and one physical switch, respectively. Additionally, Equa-
tion (4.4) assures that virtual switches from the same VI are allocated in distinct
physical switches.

> Zimems =1 VieI" Ym' e M (4.2)
mseMs$

Y wigwe =1 Viel', Vs'eS' (4.3)
ssesSs
YD) miwe <1 Vie I, Vs*eS® (4.4)

i€lv sveSy

Constraint sets (4.5), (4.6) and (4.7) guarantee that physical resource capacity
(from servers, switches and links, respectively) is not exceeded. This is achieved by
verifying if the sum of the allocated capacity for virtual resources is not superior to
the capacity of the physical resource in which they are mapped.

Z Z Zi,m”,ms S SlOtSS(mS) Vms € M? (45)

€IV mve M

Z Z Ti v < Cap®(s®) Vs® € S° (4.6)

iclv sveSy

Z Z (Yi,ev (wy,w9) * Band’(e”)) < Band®(e®) Ve® = (wy,wy) € E° (4.7)

€IV eveEY

The last constraint sets are related to virtual link embedding. Equation (4.8)
maps virtual links to valid substrate paths (unsplittable flows) between the corre-
sponding substrate switches that host the end virtual switches of that virtual link.
It compares the in-degree and the out-degree of each physical switch ws.

E Yiev,(wswa) — E Yiev (wa,ws) = Liawr,wg — Liswg,ws

wy €SS \{wg} wy €SS \{wg}|
(w3,wq)€ B3 (wq,w3z)e B3

Viel’, YwseS® Vw,wyeS|e" = (w,we)€E (4.8)
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Equations (4.9) and (4.10), in turn, map virtual links between VMs and ToR
switches. More specifically, Equation (4.9) guarantees that there is an outgoing link
to connect each virtual switch to each one of its VMs, while Equation (4.10) ensures
that there is an incoming link to each VM from its ToR switch.

T sv g5 = E Yi,ev,(ms,ss)

mseMs|(ms,s%)eEs

Viel’, Vs*elS® vYm'eM!, Vs'eR!|e" =(s",m")e€E (4.9)

Zi,m”,ms = yi,e“,(ms,ss) Vi € Iv, ‘v’ms € ]\487
vm® e M/ Vs® € S° | (s*,m®) € E°,Vs” € R! | e’ = (s",m"”) € EY (4.10)

Finally, Equation (4.11) ensures that links are symmetric. That is, if there is a
link from one virtual node n; € {M} U S} to another node ny € {MP U S?}, then
there is a link from nsy to n;.

yive’ijv(wlwa) - yivegv(w27w1) = 0

Vi€ I',V(wy,wy) € B°, Vei = (ws,wy) € E | e§ = (wy,ws) € Ef (4.11)

4.2 Mapping Applications into Virtual Infrastructures

Function F maps applications into VIs according to the mutual trust among
tenants and the expected bandwidth consumption among VMs of the same applica-
tion.

Input. This function receives as input an incoming application request (Sec-
tion 3.2.1), the set of virtual infrastructures (Section 3.2.2), two parameters (v and
) and sets P?, Vi € IV, as follows. v and § are used to balance both components
of the optimization objective. Set P/ consists of all pairs of racks from VI ¢ € I
[p = (r1,m9) € PP | ri,re € RY and 11 # o] and is used to calculate the maximum
bandwidth necessary for communication between VMs of the same application allo-

cated at distinct racks.
Variables. The variables related to this function are:

® goirm € {0,1}: indicates if VM m € M} at rack r € R} from VI i € I was
allocated for application a € A";

e (G,; €{0,1}: indicates if application a € A" is located at VI i € I";

® Nai(wiw)p € 10,1} indicates if application a € A™ uses link (wq,ws) € EY |
wy,we € SY for communication between the pair of racks p = (r1,7r2) € P}
from VI € I
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® H;u .4 € {0,1}: indicates whether applications a; and as are allocated at VI
1€ 1Y

e B,., € {0,1}: indicates if application a needs bandwidth for communication
between the pair of racks p € P/ at VI € I

® Fli(wiwa)p € R*: indicates the total amount of bandwidth required by appli-
cation a at link (wy,wy) € EY | wy,wy € Sy for communication between its
VMs allocated at racks 1,70 € RY | p = (r1,72) € P} from VI i € I”. The
amount of bandwidth is defined according to the number of VMs of application
a at r; and ro and will be explained later |[Equation (4.13)].

Objective. Equation (4.12) addresses two key properties of cloud comput-
ing: security and performance. Security is increased by minimizing the number
of mutually untrusted relationships inside each VI (i.e., maximizing mutual trust
among applications inside VIs). Performance, in turn, is increased in two ways.
First, we cluster VMs from the same application, reducing the amount of network
resources needed by communication between these VMs. Second, we isolate mu-
tually untrusted tenant applications in distinct VIs. Thereby, applications are less
susceptible to attacks in the network, specially performance interference and DoS.

Z = Min vx <Z Z Z (1 B Tgl,az) * Hi,al,az)
1€I? a1 EA” as € AT
+ 5 Z Z Z Z Fa,i,wl,wg,p (412)

a€AT eV (w1,w2)EEY pEPY

Next, we discuss two aspects of our model: inter-rack bandwidth consumption
and path selection.

Inter-rack bandwidth consumption. The cost of communication between
VMs positioned in the same rack is negligible, since traffic remains internal to the
rack and uses only links that connect those VMs to the ToR switch. In contrast,
traffic between VMs from different racks imposes a cost, which is given by the
bandwidth consumed and the set of links used.

We minimize bandwidth consumption by employing the concept of VM clusters®.
A VM cluster consists of a set of VMs of the same application located in the same
rack. Therefore, we aim at allocating each application into few, close VM clusters to
avoid spending extra bandwidth for communication. Using less resources on average
when accommodating requests allows more requests to be accepted.

When all VMs of the same application are placed into the same VM cluster, all
traffic is kept within the ToR (i.e., negligible cost). However, if the set of VMs is
distributed into more than one VM cluster, we must ensure that there is enough

3This concept is similar to that of VM grouping, used in Ballani et al. (2011b). We prefer the
term VM cluster so to avoid confusion with application grouping.
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Figure 4.2: Communication between VM clusters.

available bandwidth for communication between these clusters. For instance, con-
sider the scenario presented in Figure 4.2, where two applications have two VM
clusters each: we must guarantee network bandwidth in all links of a path connect-
ing the pairs of VM clusters from each application. Since a single VM of applica-
tion a; cannot send or receive data at a rate greater than Bandj, , traffic between
the pair of clusters C,, 1 and Cjy, o is limited by the cluster with the lowest rate:
min(|Cy, 1/, |Ca, 2|) * Band;, . Thus, the bandwidth required by one VM cluster to
communicate with all other clusters of the same application is given by the following
expression:

By, ., = min | |¢;| x Band;, , Z |c| * Band;,_ Ve, € C) 0 (4.13)

cngw ,CHEC;

where B, ., denotes the bandwidth required by the ith VM cluster to communicate
with other clusters associated with application a,.

Path selection. The model presented in this thesis considers the use of a
single path for communication between pairs of VM clusters from the same ap-
plication. The use of a single path does not limit the proposed approach for
the following reason. Datacenters typically have networks with rich connectivity,
such as multi-rooted trees (MUDIGONDA et al., 2010) and Fat-Tree (AL-FARES;
LOUKISSAS; VAHDAT, 2008). Cloud network devices are usually connected with
several links that are balanced by multipathing techniques, such as Equal-Cost
Multi-Path (ECMP) (ABTS; FELDERMAN, 2012b) and Valiant Load Balancing
(VLB) (XIE et al., 2012). Given the amount of multiplexing over the links and the
limited number of paths, these multiple paths can be considered as a single aggregate
link for bandwidth reservation (BALLANTI et al., 2011b).

Constraints. We present the model constraints in the following manner. First,
the model quantifies the number of mutually untrusted relationships between tenant
applications allocated in the same VI by means of the value assigned to H,, 4,
Yay,ao € A", Vi € IV. The value of H would be defined in the following constraint:
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Gal,i * Gagﬂ' = Hal,ag,i Val,aQ c A" ’ ai 7é as, Viel” (414)

However, this equation represents a quadratic constraint, which cannot be em-
ployed in a linear optimization model. Therefore, we linearize this constraint by
creating three new constraint sets [Equations (4.15), (4.16) and (4.17)] to indicate
if a pair of applications is allocated in the same VI.

Ha1,a2,i < Gal,i ‘v’al,aQ c A" | ai 7é ag, Vie I (415)
Hal,ag,i < Ga2,i Val, as € A" | ay 7& as, Vie I’ (416)
Hoyani > Gayi + Gayi — 1 Vay,ay € A" | ay # ay, Vie IV (4.17)

Constraint set (4.18) defines the value of the variable indicating in which VI the
application is allocated. The value of G, ; is set to 1 if and only if all VMs from
application a are allocated at VI ¢ € IV. Otherwise, it is set to 0.

Gai _ ZTER}; ZmEM;)KT,m)GE;) Yasirm Ya € Ar7 Vi e IV (418)
’ Mg
The upcoming constraint sets specify how applications are mapped in VIs ac-
cording to the available resources. Constraint sets (4.19) and (4.20) ensure that all
VMs requested by each application are allocated and that all VMs from the same
application are allocated in the same VI, respectively.

DD D Gairm =M Va € A" (4.19)

i€lV reRY meMP|
(r, m)EEU

Guirim < Gl Vae A", Viel’, VreR', Yme M| (r,m)eE’ (4.20)

Constraint set (4.21) guarantees that one VM is only allocated to one applica-
tion, while constraint set (4.22) ensures that link capacity is not exceeded (i.e., the
sum of all bandwidth allocated at link e cannot be superior to its capacity).

> Gaiwm < Viel’, YreR', VYmeM’|(r,m)eE" (4.21)

acA”
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Z Z Foi(wr ) p < Band’(e”) * Oversub’(e”)

acA" pePY

Viel”, Ve’ = (w,wy) € E; (4.22)

Finally, the remaining constraints are related to flow conservation. Equations
(4.23) and (4.24) calculate the outgoing and the incoming traffic from the source
and destination racks, respectively. The value is calculated according to what was
previously explained in Equation (4.13).

—_ 1 ;’n
E : Fa,i,(f‘hw)m_mm E : Ga,irems E : Gasiram >kBanda

wa€SY|(r1,w2)EEY meMy meMy

Viel’, Yae A", Vp=(r,ry) € P/ (4.23)

—_— 1 7,‘
E , Fa,i,(wl»m)m_mm E : Ga,irems E : Gasiram >kBanda

w1 E€SY|(w1,r2)EEY meMY meMy

Viel’, Yaec A", Vp=(r,r) € P’ (4.24)

However, Equations (4.23) and (4.24) are not linear. Therefore, we linearize
these constraint sets by creating seven new linear sets [Equations (4.25) to (4.31)].
First of all, we introduce an auxiliary variable B, ;, € {0,1} (which was previously
defined). Considering that M« Band!, is an upper bound for Zmer\(rl,m)eE;f Gajiry,m*
Band], and for ZmeMﬂ(rz,m)eEf Gayire,m* Band],, we define constraints sets (4.25) and
F,

(4.26) to get whichever value produces the smaller value of i, (r1 ws2) p-

wa€SY|(r1,w2)EEY

Z Fa’i’(Tlv’LU?)vp Z Z ga,i,rl,m * Bandz

w2 E€SY|(r1,w2)EEY meM?|(r1,m)eEY
— (M} « Band,, * B ,)
Viel®, Yae A", Vp=(r,ry) € P’ (4.25)

Z Faiyriwn)p 2 Z Yasira,m * Band,

wa€SY|(r1,w2)EEY meM?|(ra,m)eEY
— (M}« Band, * (1 — By p))
Viel®, NYae A", Vp=(r,ry) € P/ (4.26)

Since variable F,; (v, w,)p is used in other constraint sets, its value is not guar-
anteed to be the minimum between both VM clusters. Thus, we need additional
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formulations to ensure that this variable will have the correct value (i.e., the mini-
mum bandwidth that satisfies the VM clusters at racks r and r, € R} Vi € I?).
Equations (4.27) and (4.28) compute which is the smaller VM cluster.

>
E ga,i,n,m S E ga,i,rg,m * Banda

meM?|(r1,m)EE? meM?|(ra,m)eEY
+ (M} « Band, * Bq; )
Viel’, Yaec A", Vp=(r,r) e P’ (4.27)

.
E Yairam < E Gairr,m * Band,

meMY|(r2,m)eE? meM?|(r1,m)EEY
+ (M} % Band], * (1 — Bqip))
Viel®, Yae A", Vp=(r,ry) € P/ (4.28)

Constraint sets (4.29) and (4.30) ensure that ngesvl(n wyyery Fajirwp and

sze 50| wa)e Y Fasir wa,p Will receive the maximum allowed value (that is, the min-
imum foandvvldtzh required for communication among VM clusters from application
a allocated at racks 1 and ry).

§ r
Z Fa,i,rl,wg,p S ga,i,m,m * Banda

w2€SY|(r1,w2)EEY meMy|(r1,m)eEY
+ (M} = Band], * B, ; )
Viel’, Yac A", Vp=(r,r) € P’ (4.29)

"
: : Fa,i,rl,wg,p S : : ga7i,r2,m * Banda

wa€SY|(r1,w2)EEY meM?|(ra,m)eE?
+ (M} % Band], * (1 — By ))
Viel’, Yaec A", Vp=(r,ry) € P’ (4.30)

Equation (4.31), in turn, assures that, for a pair of racks exchanging data, the
amount of traffic leaving the outgoing rack will be the same that the one entering
the incoming rack.

: : Fa,i,wl,rz,p - : : Fa,i,rl,wg,p

w1 €SY|(w1,r2)EEY w2 €SY|(r1,w2)EEY

Viel’, Yae A", Vp=(r,r:) € P’ (4.31)
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Equation (4.32) guarantees flow conservation at intermediary switches of the
path and Equations (4.33), (4.34) and (4.35) ensure that each flow has only one
path in the network (by setting variable hq; (w,w.),p only if link (ws,ws) is used by
p = (r1,72) € P for communication of VMs from application a).

Z Faiyws wi)p — Z Foi(wsws)p =0

wy €SP\ {r1, w3}l wg €SY\{rg, w3}l
(w3, wq)EEY (wy,w3)EEY

Viel’, Yae A", Vp= (7”1,7"2) S Piv Yws € S;)\{TI,TQ} (432)

(w1,w2),p S Bandv(wla wQ) * ha,i7(w1,w2),p
Vae A", Viel’, Yw,,wy€S! | (w,wy) € E, Vpe P’ (4.33)

a7i7

> haiwiwe <1 Vaec A", Viel’, Yw, €S’ VpeP’ (4.34)
|

wQESEJ
(wy,w2)EEY

ha,i,(wl,wz),(rl,7‘2)+ha,i,(w1,w2),(r2,r1) S 1 Va S Aru Vi S ]U7 vp - (Th T2> S Pz'va
Vw, € R}, Ywy € S} | wy # we and (wy,we) € £ (4.35)

The last two constraint sets, Equations (4.36) and (4.37), ensure flow conser-
vation between switches ToR and VMs. Specifically, Equation (4.36) allocates the
requested bandwidth for the link between a VM and its ToR switch, while Equa-
tions (4.37) guarantees that all links are symmetric.

Z Fazia(wlyw2)7p - ga7i7w27wl * BandZ \V/CL G Ar’

pEPY

Viel, Yw, € M, Ywy€ R]|(w,wy) € E} (4.36)

Z Favi:(wl,wﬂ,p = Z Fa,i,(wg,wl),p Vi e 1Y,

pEPZ‘U pePf
Va e A", Yw, € M}, Ywy € R} | (wy,w2) € EY (4.37)
4.3 Optimal Resource Allocation Evaluation

In this section, we focus on evaluating two aspects of the proposed strategy: )
the solution quality, which is measured considering the benefit provided by grouping
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applications into VIs (i.e., the increased level of security); and i) the cost (resource
fragmentation), due to the use of VIs. We also verify the processing time required
for the optimal resource allocation.

Evaluation Environment. The mathematical formulation described in this
chapter was implemented on IBM ILOG CPLEX Optimization Studio 12.3*. CPLEX
uses variants of the Simplex algorithm and Branch-and-Bound technique to find op-
timal solutions within an error margin (i.e., “gap to optimality”). All experiments
were performed in an Intel Core i3-2120 running at 3.30 GHz, equipped with 8 GB
of RAM and operating system GNU /Linux Debian x86 64. Each experiment is
limited to a maximum duration of 1 hour and with a search tree of at most 4 GB,
due to the problem complexity. Thus, the results shown are the best feasible ones
achieved by CPLEX during the period.

Cloud datacenter infrastructure. Similarly to related work (BALLANI et
al., 2011b; GUO et al., 2010a; SHIEH et al., 2011; XIE et al., 2012), the physical
substrate (cloud datacenter infrastructure) was defined as a tree-like topology. The
substrate is composed of 60 physical servers, each one with 4 available slots to host
VMs, equally divided into 10 racks. Racks are connected by switches at upper layers
with path diversity.

Workload. The workload is composed of batches of 10, 13 and 16 requests to
instantiate applications in the cloud, each one from a distinct tenant. The number
of VMs and bandwidth specified in each request is uniformly distributed within |2,
5| and [50, 300] Mbps, respectively. Mutual trust between tenants was generated
by means of direct relationships between them in a random graph with degree of
cach vertex (tenant) following a distribution P(k) o +. Each virtual infrastructure
from the set I”, in turn, is defined as a tree-like topology with no path diversity and
similar size in comparison to the other VIs from the set.

The use of such small values for the physical substrate and workload was nec-
essary to perform the set of experiments, since CPLEX consumes a lot of CPU and
memory resources. This limitation is discussed at the end of this section.

Solution Quality. The solution quality is measured considering the benefit
provided by grouping applications into VIs. That is, we seek to evaluate the solution
based on the security offered by grouping tenant applications in comparison with
the baseline (current) scenario, in which there is no grouping (i.e., all tenants share
the same network). Thus, the metric employed is the number of mutually untrusted
relationships between tenant applications that were assigned to the same VI. It
is desirable to have this value minimized, because it may expose applications to
attacks.

Figure 4.3(a) shows the variation of the number of mutually untrusted relation-
ships in accordance with the number of VIs offered by the provider for different
batches of application requests. We then define the trust level mean difference when
applications are grouped together: A =1 — %, where ® is the number of untrusted
relationships between applications within each group and I' denotes the number of
mutually untrusted relationships without grouping. A is shown in Figure 4.3(b),

“http://www-01.ibm.com/software/integration/optimization/
cplexoptimization-studio/
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which demonstrates that the number of applications is not the main factor to in-
crease security, but the number of VIs offered by the provider. In general, we see
that security increases with a logarithmic behavior according to the number of VIs.
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Figure 4.3: Security provided by grouping applications.

The grouping of applications can also be beneficial to reduce the bandwidth
consumed and to achieve isolation among applications with distinct bandwidth re-
quirements. VMs that belong to the same application are positioned, by definition,
within a VI, while resources from each VI are likely to be allocated close to each
other on the physical infrastructure. Therefore, the smaller the VI, the closer the
communicating VMs and, hence, the lesser the amount of network resources con-
sumed. The isolation among applications with different bandwidth requirements, in
turn, minimizes the harmful interference that can be caused by mixing applications
with distinct traffic characteristics (ABTS; FELDERMAN;, 2012b).

On the other hand, the creation of VIs and the grouping of tenants introduces
two potentially negative effects. First, the creation and maintenance of VIs intro-
duce management and communication overheads in comparison with a conventional
network. Nonetheless, the overhead is small and fully justifiable considering the ben-
efits for both tenants and providers (BALLANI et al., 2011b). Second, the grouping
of applications may restrain the allocation of cloud requests, because of (internal)
resource fragmentation. This may increase the number of rejected requests, even if
the sum of available resources considering all VIs would be enough to allocate the
application.

To this end, Figure 4.4 shows the overall acceptance ratio of requests during 70
time units. The arrival rate of each request is given by a Poisson distribution with
an average of 5 requests per time unit. At first, all application requests are accepted
because the cloud has ample resources. As time passes and the load increases,
requests start to be dropped, resulting in a convergence period. Since rejections
occur at different loads for different configurations, we can see a brief moment where
the best alternative is unclear. Finally, the allocation converges after time 35. In
particular, we see that the acceptance ratio stabilizes around 0.6, showing negligible
overhead (acceptance 1.5% lower) than the baseline scenario. Thus, it is possible to
increase security with a minimum addition to the rejection rate in comparison to
the baseline scenario.

Allocation cost. Function G complexity is combinatorial in accordance with
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Figure 4.4: Overall acceptance ratio of requests.

the set of VIs and the physical substrate. Therefore, CPLEX may take many hours
to optimally solve Function G. The time taken, however, is highly variable, since it
depends on the location of the optimal solution on the solution tree generated by
CPLEX (and the tree depends on the input data). Nonetheless, the time taken may
still be acceptable, since Function G needs to be executed only when VIs are allocated
on the cloud substrate. Should the time taken be high, virtual network embedding
heuristics, such as D-ViINE and R-VINE (CHOWDHURY; RAHMAN; BOUTABA,
2009), can be adapted to perform this operation. Function F complexity, in turn,
is combinatorial according to the number of applications, the number of VIs and
their respective virtual elements. In this sense, the solver may take several minutes
to find a feasible (or the optimal) solution for Function F (specially in large-scale
cloud platforms). Given the environment dynamism (i.e., churn) and that Function
F must be executed to allocate every incoming application, the time taken is not
suitable. Therefore, application allocation in large-scale cloud datacenters should
be carried on by a constructive heuristic.
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5 EMBEDDING HEURISTIC

The functions F and G, defined in the previous chapter, cannot be optimally
solved in reasonable time for the application in mind. Therefore, heuristics for
functions F and G are needed. One can find heuristics for G in the literature, such
as Yu et al. (2008), Chowdhury, Rahman & Boutaba (2009) and Zhang et al. (2012).
The same does not apply for F. This chapter covers this gap by proposing a heuristic
for function F.

Function F may take a considerable amount of time to allocate one application
in the cloud when executed by a solver, specially in large-scale cloud datacenters.
Despite this, the high rate of tenant arrival and departure requires the operation
to be performed as quickly as possible. In general, it is computationally expen-
sive to employ optimization strategies (YU et al., 2008), such as iterative methods
(LU; TURNER, 2006) and simulated annealing (FAN; AMMAR, 2006; SKISCIM;
GOLDEN, 1983). Hence, we design a constructive heuristic, which is shown in
Algorithm 1.

The key ideia is based on two factors. First, we quantify the number of mutually
untrusted relationships inside each VI for the incoming request (we seek to increase
security by avoiding mutually untrusted tenants to be allocated in the same VI).
Second, in the VI with the lowest number (that is, the highest security), we allocate
the application VMs as close as possible to each other and in the smallest number
of VM clusters. Thus, we can increase security and, at the same time, attempt to
minimize bandwidth consumption for intra-application communication.

The algorithm works as follows. First, it creates a list (unvisitedVIs) of all
VIs with enough available VMs to hold the request (line 1). Then, it verifies one VI
at a time from the list in an attempt to allocate the incoming application (lines 2
— 30). To this end, function SelectVI selects one VI based on two factors: i) the
number of mutually untrusted relationships; and i) the number of available VMs
(line 3). It selects the VI with the lowest number of mutually untrusted relationships
between the incoming request and the tenant applications already allocated in the
VI. If there are more than one VI with the lowest number, it will choose the one
with the largest number of available VMs. In doing so, we take security into account
while increasing the likelyhood of allocating all VMs from the application close to
each other in order to address network performance as well.

The algorithm initializes the set of VM clusters C? for the application (line 6)
and calls function FindBestRack (line 7). This function selects one rack in the
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following way: if the number of unallocated VMs is smaller than the number of
VMs per rack, it tries to find a rack with the closest number of available VMs
(which must be enough to allocate the entire application), in order to create a
single cluster; otherwise, it employs a greedy behavior, that is, it selects one of the
racks with the largest number of available VMs. When a rack is chosen, function
MaxAvailableCluster verifies the maximum cluster size that the rack can hold (line
8) and the cluster is created (line 9).

Next, if there are still unallocated VMs, the algorithm will search for racks close
to the already allocated VM cluster (lines 13 — 25). This step is performed by
verifying directly connected switches (function FindNeighborSwitches) from the
ToR switch 7 and racks connected to the topology lower levels of these switches
(function FindRacks). When a rack with available capacity is found, a new VM
cluster is created for the application. This process is repeated until all requested
VMs are allocated.

Finally, after all VMs have been mapped inside the VI, function Al1locBandwidth
calculates and allocates the bandwidth necessary for communication among VM
clusters from the incoming application (line 27). Upon successfully allocating the
bandwidth required by communication among the clusters, the algorithm returns a
success code. In contrast, if the selected VI was not able to hold the request due to
the lack of available resources, function DeallocatePartiallyAllocatedRequest
deallocates the set of resources that could have been reserved for application a
during the iteration in VI 7. The algorithm, then, attempts to allocate the incoming
application to another VI. In case that all VIs were verified and none of them had
enough residual resources to allocate the request, the operation fails and the request
is discarded.



45

21
22
23
24
25
26
27
28
29
30
31
32
33

Input : Application a, Virtual infrastructure set I"

unvisitedV s < GetVIs(IY);

while {rue do

i < SelectVI(unvisitedVIs, Ty .);

if not ¢ then return false;

unvisitedV Is < unvisitedVIs \ {i};

Ch <+

r¥ < FindBestRack (i, M);

maxV Ms < MaxAvailableCluster (r", M/, Bandy);
Cl « CI U {Cluster (r*, maxV Ms) };
allocatedV M s < mazxV M s;

if allocatedVMs < M} then

switchQueue < FindNeighborSwitches (r?);
while allocatedV Ms < M do

sV < GetSwitch(switchQueue);

if not s” then break;

switchQueue < FindNeighborSwitches(sV);
torQueue < FindRacks(sY);

while torQueue not empty do

rY < GetToR (torQueue);

maxV Ms < MaxAvailableCluster (r*, (M} — allocatedV Ms),
Band));

C? + C7 U Cluster(r’, maxVMs);
allocatedV M s < allocatedVMs + maxV Ms;
if allocatedV Ms == M then break;
end

end

end

if allocatedVMs == M and AllocBandwidth(C]) then
‘ return true;

end

else
‘ DeallocatePartiallyAllocatedRequest(a);

end

end

Algorithm 1: Application allocation algorithm.
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6 EVALUATION

In this chapter, we first describe the evaluation environment and then present
the main results. The evaluation of our approach focuses primarily on quantifying
the trade-off between the gain in security and performance to tenants and the cost
(internal resource fragmentation) it imposes on cloud providers.

6.1 Evaluation Setup

To show the benefits of our approach in large-scale cloud platforms, we devel-
oped a simulator that models a multi-tenant shared datacenter and implements our
constructive heuristic. We focus on tree-like topologies such as multi-rooted trees
used in today’s datacenters (SHIEH et al., 2011). The network topology consists of
a three-level tree topology, with 16,000 machines at level 0, each with 4 VM slots
(i.e., with a total amount of 64,000 available VMs in the cloud platform). Each rack
is composed of 40 machines linked to a ToR switch. Every 20 ToR switches are
connected to an aggregation switch, which, in turn, is connected to the datacenter
core switches. This setup is similar to Xie et al. (2012) and Ballani et al. (2011b).

Workload. The workload is composed by requests of applications to be allo-
cated in the cloud platform. Unless otherwise specified, it is defined as follows. The
number of VMs and bandwidth of each request is exponentially distributed around
a mean of A = 49 VMs and uniformly distributed in the interval [1, 500] Mbps,
respectively. Mutual trust between tenants was generated through direct relation-
ships between them in a random graph with degree of each vertex (tenant) following
a distribution P(k) o % Each virtual infrastructure from the set I”, in turn, is
defined as a tree-like topology with similar size in comparison to the other VIs from

the set.

6.2 Evaluation Results

Improved security and performance for tenants. Similarly to the optimal
allocation evaluation presented in Section 4.3, security is quantified by measuring the
number of mutually untrusted tenants assigned to the same VI. It is desirable to have
this value minimized, because it shows how exposed applications are to several kinds
of attacks, including performance interference ones caused by untrusted tenants. We
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verify trust relationships between tenants in two scenarios: when allocating batches
of applications (that is, when all application requests are known beforehand, in an
offline setting), and when applications arrive without prior knowledge (i.e., in an
online setting). We further show how performance interference attacks are reduced.
Our results are compared to the baseline scenario (current cloud allocation scheme)
in which all tenants share the same network.

Figure 6.1 depicts the variation of mutually untrusted relationships for three
batches of application requests in accordance with the number of VIs offered by
the provider. We confirm that the security increases with a logarithmic behavior
according to the number of VIs for large-scale cloud platforms as well (similarly
to the optimal allocation results with a reduced set of resources). Therefore, our
strategy can scale and improve security for tenants.
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Figure 6.1: Security when allocating batches of applications.

Next, we measure how security increases when application requests arrive with-
out prior knowledge. The arrival rate of each request is given by a Poisson distri-
bution with an average of 10 requests per time unit. In this scenario, we adopt
a common admission control (similar to that of Amazon EC2), which rejects an
application request that cannot be allocated upon its arrival.

Figure 6.2 shows how the number of mutually untrusted relationships inside the
cloud varies over 2,000 time units. The number of mutually untrusted relationships
(Y-axis) is represented in logarithmic scale, as these numbers differ significantly
for different sets of VIs. At first, the number of mutually untrusted relationships
increases because all incoming applications are allocated, since there are ample re-
sources. As time passes and the cloud-load increases (less available resources), this
number tends to stabilize (around time 200), because new applications are allo-
cated only when already allocated applications conclude their execution and are
deallocated (which releases resources). We find that the higher the isolation among
tenant applications, the greater the security, since the number of mutually trusting
applications inside each VI is maximized and, thus, opportunities for performance
interference attacks are minimized. However, the level of security offered by the
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provider tends to stabilize after a certain number of VIs, because security increases
with a logarithmic behavior.
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Figure 6.2: Security in an online setting.

We also verify the number of applications competing for bandwidth in level-
2 and level-3 links of the virtual tree topologies. Figure 6.3(a) depicts the mean
number of application sharing level-2 links (i.e., links between ToR and aggregation
switches) over 2,000 time units, while Figure 6.3(b) shows the mean number of ap-
plications sharing level-3 links (i.e., links between aggregation and core switches).
Level-3 links are shared by a larger number of applications than level-2 links be-
cause layer-3 switches interconnect several layer-2 switches and, as time passes, the
arrival and departure of applications lead to dispersion of available resources in
the infrastructure; thus each incoming application may be allocated in several racks
from different aggregation switches (and VMs from distinct racks communicate with
other VMs of the same application through level-3 links). We see that the use of VIs
can greatly reduce the number of applications competing for bandwidth in level-2
and, in particular, in level-3 links. This reduction greatly minimizes performance
interference attacks. Thereby, it can increase overall application performance by
improving application network performance, since interference in the network is one
of the leading causes for poor application performance in the cloud (SHIEH et al.,
2011; BALLANT et al., 2011b). We achieve this by completely isolating VIs from
one another, that is, there is no competition for network resources among VIs, but
rather only inside VIs.

Resource fragmentation. The creation of VIs and grouping of tenant ap-
plications may restrain the allocation of requests, because of (internal) resource
fragmentation. Specifically, fragmentation happens when the sum of available re-
sources (considering all VIs) would be enough to accept the incoming request, but
no VI alone has the amount of resources available to accept the request.

Figure 6.4 shows results regarding internal fragmentation of resources. Fig-
ure 6.4(a) shows the overall acceptance ratio of application VM requests according
to the number of VIs. We present results for applications with the number of VMs
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Figure 6.3: Mean number of applications sharing links at distinct levels.

(\) exponentially distributed around different means. We verify that the acceptance
ratio decreases linearly according to the number of VIs. For requests with exponen-
tial mean of A = 29, there exists negligible fragmentation, since the acceptance ratio
does not decrease with 128 VIs in comparison to the baseline scenario. In contrast,
there is some fragmentation when the number of VMs is distributed around higher
A, since there is a reduction in the acceptance ratio (2.92% with A = 89, 4.26% with
A =69 and 6.06% with A = 49) when comparing the baseline with 128 VIs. Thus,
the value of A and, on a smaller scale, the excessive use of virtual infrastructures
may lead to resource fragmentation inside the cloud infrastructure.

Figure 6.4(b) depicts the acceptance ratio with cloud-load between 70% and 80%
(i.e., the usual load of public cloud platforms, such as Amazon EC2 (BIAS, 2011)).
We see that the acceptance ratio decreases according to the number of VIs offered
and the size of applications (that is, the bigger the applications allocated, the worse
the fragmentation). Although the fragmentation tends to increase significantly with
the number of VMs distributed around A = 89 (but still with high acceptance ratio),
note that this is a worst-case value.

Figure 6.4(c), in turn, shows the acceptance ratio of requests for A\ = 49 (i.e.,
a setting closer to reality (SHIEH et al., 2011)) according to the cloud-load for
different sets of VIs. Notice that the acceptance ratio drops significantly after the
cloud-load goes over 97% for 64 VIs (92% for 128 VIs). Finally, Figure 6.4(d) shows
the cloud-load during a predefined time period. At first, the load is low and increases
according to the allocation of incoming application requests. As time passes, it tends
to stabilize around 92% for 128 Vs, 96% for 64 VIs and 99% for the baseline scenario.

Although resource fragmentation is a side-effect of our approach, we consider
that this burden is pragmatically negligible for realistic datacenter loads (BIAS,
2011) (and results, in particular from Figures 6.4(b) and 6.4(c), show that, at this
load, fragmentation is small). Furthermore, our strategy minimizes resource frag-
mentation by assigning VMs from the same application to VM clusters, thus reducing
the amount of network resources consumed for intra-application communication and
saving network resources for future allocations. Overall, it is possible to substantially
increase security with minimum addition of resource fragmentation in comparison to
the baseline scenario. Providers do not need to offer a huge number of VIs, because
security increases with logarithmic behavior. The trade-off between security and
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cost, if well explored, can lead to an attractive configuration between the number of
VIs offered (security and performance) and resource fragmentation (cost).

Provider Revenue. Cloud providers, such as Amazon EC2, charge tenants
solely based on the time they occupy their VMs. However, we envision that, in
the future, cloud providers will charge for VM-time and network bandwidth. Since
developing fair and efficient pricing models is still ongoing research (BALLANTI et al.,
2011a; NIU; FENG; LI, 2012), we adopt a simple pricing model similar to Ballani
et al. (2011b) and Xie et al. (2012), which effectively charges both computation
and networking. Hence, a tenant using M VMs for time T" pays M x T'(k, + kj X
Band},), where k, is the unit-time VM cost and k; is the unit-volume bandwidth cost.
Such pricing model can be used as long as the provider handles network resource
allocation. This way, we compare provider revenue for the baseline scenario under
today’s charging model against our approach under both pricing models (with and
without considering bandwidth). Figure 6.5 shows the revenue of our approach as a
percentage of the baseline. We see that provider revenue decreases around 3.5% with
64 VIs (6% with 128 VIs) in comparison with today’s charging model. Nonetheless,
it can be substantially increased (about 17.5% for both 64 and 128 VIs) with a
networking-aware pricing model.
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7 CONCLUSIONS AND FUTURE WORK

Cloud Computing has become the platform of choice for the delivery and con-
sumption of IT resources through a pay-per-use pricing model (that is, tenants are
charged by the amount of resources and the time consumed to execute applications).
In this model, providers seek to achieve economies of scale by implementing data-
centers as highly multiplexed shared environments, where all tenants share the same
set of physical resources.

However, the lack of mechanisms to control network resource sharing inside the
cloud enables selfish and malicious use of the network. Selfish tenants consume
an unfair share of the network (and, consequently, cast performance interference
attacks) by using non-compliant versions of TCP, while malicious ones launch DoS
and other types of attacks (such as man-in-the-middle and extraction of confidential
information). Such attacks hurt both tenants and providers. Thus, it is essential
to take security and performance into account when allocating applications in cloud
platforms.

In this thesis, we have proposed a resource allocation strategy that increases
the security of cloud network resource sharing and application performance. Secu-
rity is increased by isolating applications from mutually untrusted tenants, which
reduces the impact of selfish and malicious behavior in the network. Application
performance is augmented by clustering VMs from the same application and by
minimizing performance interference attacks from untrusted tenants. Our strategy
is composed of two steps. The first one allocates VIs on the physical substrate,
while the second one distributes and maps applications into VIs according to the
mutual trust relationships between tenants. Thus, the environment becomes more
resilient against adversaries that could hurt other applications. We evaluated and
compared our strategy with a baseline scenario, in which all applications share the
same network. Our results show that security and performance are improved with
little extra cost for the provider.

Our key contribution is the design of a cloud resource allocation scheme that
increases the security and performance of applications (what tenants desire) with
low impact on cloud resource utilization (what providers desire). The remaining
contributions are twofold: i) we formally present the proposed strategy as a MIP
optimization model and propose a constructive heuristic to efficiently allocate tenant
applications in large-scale cloud platforms; ii) we evaluate the trade-off between
the gain in security and performance for tenants and the cost imposed on cloud
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providers by our solution, and show that the proposed approach can substantially
increase security and performance with low resource fragmentation.

In future work, we consider improving the strategy in four ways. First, we plan
to include security requirements and virtual link embedding into multiple paths in
function G (i.e., when mapping VIs onto the physical substrate). Therefore, we
can increase isolation among VIs in the physical substrate and resiliency in case of
physical resource failure. Second, we aim at developing new algorithms to provide
horizontal elasticity (the ability to add or remove VMs from an already allocated
application), thus supporting elastic growth of applications during their lifetime.
Third, we intend to dynamically reduce or increase virtual infrastructure size in
order to improve security and minimize resource fragmentation. Fourth, we plan
on developing metaheuristics to optimize the use of cloud resources as time passes
by. This requires the migration of already allocated VMs, which must be performed
carefully, since we need to consider the benefits and losses for both providers and
tenants.
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APPENDIX A RESUMO ESTENDIDO DA DIS-
SERTACAO

Computacao em nuvem é um paradigma que possibilita aos locatarios con-
sumirem, sob demanda e de maneira elastica, recursos de hardware e software ofe-
recidos por um provedor remoto. Nesse modelo, os provedores, com a finalidade
de reduzir custos operacionais, oferecer escalabilidade de acordo com a demanda e
atingir economias de escala, implementam datacenters de nuvem como ambientes
compartilhados altamente multiplexados, com diferentes aplicacoes coexistindo so-
bre os mesmos recursos fisicos (ARMBRUST et al., 2009, 2010).

Entretanto, nao ha uma abstragao ou mecanismo disponivel para capturar e con-
trolar os requisitos de rede das interagoes entre as maquinas virtuais (VMs) alocadas
(GUO et al., 2010a). Ademais, mecanismos como o controle de congestionamento
do TCP e suas variantes (incluindo o TCP-Friendly Rate Control - TFRC - e o
Datagram Congestion Control Protocol - DCCP -), apesar de serem escalaveis e
proporcionarem alta utilizagao dos recursos, nao isolam de forma robusta o trafego
de dados de aplicagoes distintas (ABTS; FELDERMAN, 2012b). Dessa forma, as
VMs de uma mesma aplicagao se comunicam em um ambiente (rede da nuvem) nao
controlado, compartilhado por todos os locatarios. Consequentemente, locatérios
egoistas podem implementar suas aplicagoes de forma a levar vantagem indevida so-
bre outros usuarios (ataques de interferéncia de desempenho), através da utilizagao
de versoes do TCP com controle de congestionamento mais brando, e locatarios ma-
liciosos podem lancar ataques de negacao de servigo, por exemplo gerando tréafego
espurio dentro da nuvem (SHIEH et al., 2011).

Tais ataques prejudicam tanto locatarios quanto provedores. Os locatéarios nao
possuem garantias de seguranga e pagam pela utilizacao dos recursos contratados
mesmo quando estao impossibilitados de utilizd-los devido a um ataque. Ja os prove-
dores possuem perda de receita, visto que a falta de disponibilidade da rede, causada
por ataques de negagao de servigo (Denial of Service - DoS), reduz o throughput da
nuvem (SHIEH et al., 2011).

Com o objetivo de prover seguranca e previsibilidade de desempenho no com-
partilhamento dos recursos da rede interna da nuvem, as abordagens presentes
no estado-da-arte podem ser divididas em trés classes principais: i) consolidacao
de VMs; ii) compartilhamento proporcional da rede; e i) virtualizagdo de redes.
Abordagens baseadas em consolidagao de VMs (MENG; PAPPAS; ZHANG, 2010;
WANG; MENG; ZHANG, 2011; BREITGAND; EPSTEIN, 2012) propdem adaptar
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o problema de otimizagao do empacotamento estocéstico (Stochastic Bin Packing -
SBP) (KLEINBERG; RABANI; TARDOS, 1997; GOEL; INDYK, 1999) para lidar
com a alocagao de recursos em ambientes de nuvens computacionais. Contudo, tais
abordagens nao protegem a rede contra ataques de locatarios egoistas e maliciosos.

Outra classe de trabalhos propoe o compartilhamento proporcional dos recur-
sos de rede da nuvem de acordo com pesos atribuidos a entidades geradoras de
trafego (por exemplo, locatarios, VMs e processos) (LAM et al., 2012; SHIEH et al.,
2010, 2011). Apesar dos seus beneficios, tais propostas possuem alto custo de imple-
mentagao (requerendo equipamentos especificos de rede) e alta sobrecarga de geren-
ciamento de recursos. Por fim, outra gama de trabalhos (GUO et al., 2010b, 2010a;
BENSON et al., 2011; RODRIGUES et al., 2011; BALLANTI et al., 2011b; XIE et al.,
2012) propoe isolar diferentes aplicagoes (ou locatarios) em redes virtuais distintas.
Tal medida, entretanto, possui as desvantagens de acarretar em baixa utilizagao
dos recursos de rede e em alta complexidade de gerenciamento de recursos. Tais
desvantagens prejudicam a receita do provedor e, em tultima anélise, sao traduzidas
em altos custos para os locatarios.

Com base nos trabalhos presentes na literatura, considera-se, nesta dissertacgao,
um modelo de ataque no qual um locatério egoista e/ou malicioso possui os mesmos
privilégios dos demais locatarios da nuvem. Usudarios egoistas lancam ataques de
interferéncia de desempenho contra outras aplicagoes, com o objetivo de aumentar
a vazao de rede das suas VMs. Ja locatéarios maliciosos tem por objetivo realizar um
ataque de DoS em um alvo previamente definido. Nesse caso, o locatario emprega os
métodos descritos por Ristenpart et al. (2009) para posicionar as suas VMs proximas
ao alvo. Consequentemente, as VMs desse locatério podem enviar uma quantidade
suficiente de trafego para sobrecarregar o destinatério (alvo), um enlace pertencente
ao caminho ou um gargalo da rede (JENSEN et al., 2009).

Os ataques de interferéncia de desempenho e DoS sao efetuados através de duas
formas: 7) pelo aumento do nimero de fluxos de dados, explorando a falta de iso-
lamento entre fluxos devido ao uso do TCP (SHIEH et al., 2011); e ii) pelo envio
de grandes fluxos de dados por meio do protocolo UDP. Considerando que a rede
interna da nuvem é compartilhada por todos os locatérios, o ataque pode afetar um
grande nimero de aplicagoes.

Nesse contexto, ¢ proposta uma estratégia de alocacao de recursos para prove-
dores de servigo de infraestrutura (Infrastructure as a Service - IaaS). Tal abordagem
possibilita aumentar a seguranca do compartilhamento dos recursos da rede interna
da nuvem entre as aplicacoes de locatarios por meio da redugao do impacto de
ataques de egoismo e de locatarios maliciosos. Diferentemente dos trabalhos pre-
sentes na literatura, investiga-se uma estratégia baseada no agrupamento de apli-
cagoes em dominios virtuais logicamente isolados, os quais sao compostos por VMs
e pela rede que as interconecta (Infraestruturas Virtuais - VIs).

Entretanto, existe um desafio fundamental a ser enfrentado: o problema de
alocacao de recursos em nuvem considerando enlaces de rede com largura de banda
limitada é NP-Dificil (GUO et al., 2010b). Por essa razao, divide-se o problema em
dois sub-problemas ou etapas menores, propoe-se uma estratégia de alocagao para
cada uma e combina-se os resultados. A primeira etapa é responsavel por alocar
as VIs no substrato fisico (Fungdo G), enquanto a segunda distribui e mapeia as
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aplicagdes no conjunto de infraestruturas virtuais (Fungao F).

O agrupamento de aplicagoes em VIs possui dois beneficios, como segue. O
primeiro é relacionado a seguranca: o agrupamento prové isolamento entre aplicagoes
provenientes de locatarios mutuamente nao-confiaveis. Ou seja, o sistema torna-se
mais resiliente contra locatarios que possam causar disrup¢ao na rede, capturar
informacoes confidenciais de outras aplicagoes ou utilizar uma quantidade maior de
recursos para reduzir os seus custos em detrimento de outras aplicagoes. O segundo
beneficio diz respeito ao desempenho, ja que o agrupamento permite a nuvem prover
isolamento de desempenho entre aplicagoes com diferentes requisitos de largura de
banda. Em suma, seguranca e isolamento de desempenho aumentam as garantias de
rede as aplicacoes, o que possibilita reduzir os custos dos locatarios. Além disso, a
estratégia proposta nao requer a adi¢gao de novo hardware. Na verdade, ela pode ser
implantada de duas maneiras: i) pela configuragao dos dispositivos de rede; ou 1)
pela modificacao dos hypervisores de maquinas virtuais, de modo similar a Ballani
et al. (2011b) e Xie et al. (2012).

Por outro lado, o nimero de grupos criados é pragmaticamente limitado pela
sobrecarga introduzida pela tecnologia de virtualizacao. Ademais, o agrupamento
tende a acarretar fragmentacao de recursos ao alocar requisicoes de aplicagoes e
afetar negativamente o grau de utilizacao dos recursos. Portanto, busca-se estudar
diferentes estratégias de agrupamento, com base em relagoes de confianga mitua
entre locatarios e nos requisitos de rede das suas aplicagoes.

A.1 Contribuicoes

As principais contribui¢des apresentadas nesta dissertacao se desdobram em trés.
Primeiro, é desenvolvida uma estratégia de alocacao de recursos ciente de seguranca
e desempenho de rede para datacenters de nuvem que provéem servicos de laaS. Tal
esquema tem como objetivo principal aumentar a seguranca e a previsibilidade de
desempenho oferecidas as aplicacoes de locatéarios por meio do seu agrupamento em
infraestruturas virtuais, com baixo impacto no grau de utilizacao dos recursos da
nuvenmn.

Segundo, a estratégia ¢ formalmente apresentada como um modelo de otimiza-
¢ao de programagao inteira mista (Mized-Integer Programming - MIP), além de ser
desenvolvida uma heuristica construtiva para alocar eficientemente aplica¢goes em nu-
vens de larga escala. A estratégia pode ser aplicada sobre varias topologias de rede
de datacenters, tais como arvores com multiplas raizes utilizadas atualmente (BAL-
LANT et al., 2011b), VL2 (GREENBERG et al., 2009) e Fat-Tree (AL-FARES;
LOUKISSAS; VAHDAT, 2008).

Por fim, a estratégia proposta ¢é avaliada de duas maneiras. Primeiro, avalia-
se o compromisso entre o ganho de seguranca e desempenho para os locatérios
e o custo para os provedores (fragmentacdo de recursos) do esquema de alocagao
proposto. Os resultados mostram que a estratégia pode aumentar substancialmente
a seguranca e o desempenho com baixo custo extra. Em particular, a seguranca
aumenta com um comportamento logaritmico de acordo com o nimero de VIs,
enquanto a fragmentagao de recursos cresce linearmente de acordo com o aumento
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do niimero de VIs oferecidas pelo provedor. Segundo, a receita do provedor é avaliada
com base em dois modelos de cobranga: i) o modelo atual utilizado por provedores
de nuvem publica (por exemplo, Amazon), no qual somente recursos computacionais
sao cobrados; e i) um modelo que considera também a cobranga pela utilizagao dos
recursos de rede, similar ao utilizado por trabalhos relacionados (BALLANT et al.,
2011b; XIE et al., 2012). No primeiro, a receita é reduzida em torno de 5% com
a utilizagao da estratégia proposta nessa dissertacao em comparacao com o modelo
atual, enquanto no segundo a receita é aumentanda em até 20%.

A.2 Trabalhos Futuros

Como trabalhos futuros, considera-se a melhoria da estratégia de alocacao de
recursos em quatro dire¢oes principais. Primeiramente, planeja-se incluir requisitos
de seguranca e de mapeamento de enlaces virtuais em multiplos caminhos fisicos
na etapa de alocagao das VIs no substrato fisico (Fungao G). Dessa forma, pode-
se aumentar o isolamento entre as infraestruturas virtuais no substrato fisico e a
resiliéncia em caso de falhas. Segundo, visa-se desenvolver novos algoritmos de
alocacao para tratar elasticidade horizontal (ou seja, a habilidade de adicionar ou
remover dinamicamente VMs em uma aplicagao), o que ird possibilitar o crescimento
elastico das aplicacoes durante os seus ciclos de execucao.

Em terceiro lugar, busca-se aumentar a seguranca e minimizar a fragmentacao de
recursos por meio da expansao ou reducao dindmica do tamanho das Vs, considerando-
se as caracteristicas das requisi¢oes de aplicagoes que chegam. Quarto, planeja-se
desenvolver metaheuristicas para otimizar o uso dos recursos da infraestrutura da
nuvem de acordo com o passar do tempo. Para tal, torna-se necessario considerar a
migragao das VMs previamente alocadas, considerando-se as vantagens e desvanta-
gens tanto para provedores quanto para locatarios.
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APPENDIX B FUNCTION ¢ PROGRAMMING
MODEL

/* Model parameters x/

# Number of virtual infrastructures
param num_ivs, integer, >= 1;

/* Sets */

# Enumeration of virtual infrastructures
set Iv, default {1..num_ivs};

# VI graphs

set Mv {i in Iv}; # VMs from VI i
set Rv {i in Iv}; # ToRs (racks) from Vi i
set Swv {i in Iv}; # Remaining switches from Vi i
set Sv {i in Iv} := Rv[i] uniomn Swv[il; # All switches from Vi i
set Nv {i in Iv} := Mv[i] union SvI[i]; # All nodes from Vi i
#

set Ev {i in Iv}, within Nv[i] cross Nv[i]; Links from Vi i

# Physical substrate graph

set Ms; # Servers
set Ss; # Switches
set Ns := Ms union Ss; # All nodes
set Es, within Ns cross Ns; # Links

/* Input */

# Virtual infrastructures

param Bandv {i in Iv, (u,v) in Ev[il};
param Oversubv {i in Iv, (u,v) in Ev[il};
#param Bandri {i in Iv};

# Physical substrate

param Bands {(u,v) in Es};
param Slots {ms in Ms};
param Costs {ss in Ss};
param Caps {ss in Ss};

# Parameters

param alpha {(u,v) in Es}, > 0, <= 1;
param gamma, >= 0;

param delta, >= 0;

/* Variables */

var x {i in Iv, sv in Sv[i], ss in Ss}, binary;

var y {i in Iv, (wl,w2) in Ev[i], (w3,w4) in Es}, binary;
var z {i in Iv, mv in Mv[i], ms in Ms}, binary;

/* Optimization objective */

minimize Z:

sum{(wl,w2) in Es} (
# Cost bw
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gamma * ((alphal[wl,w2] / Bands[wl,w2]) * sum{i in Iv,
w4 ,wl,w2] * Bandv[i,w3,w4d])
) + delta * sum {ss in Ss}(
# Cost sw
sum{i in Iv, sv in Sv[il]} x[i,sv,ss] * Costs[ss]

)
/* Constraints */

s.t. vms_constr {i in Iv, mv in Mv[il}:
sum{ms in Ms} z[i,mv,ms] = 1;

s.t. sw_constr {i in Iv, sv in Sv[il}:
sum{ss in Ss} x[i,sv,ss] = 1;

s.t. vm_cap_constr {ms in Ms}:
sum{i in Iv, mv in Mv[il]} z[i,mv,ms] <= Slots[ms]

s.t. sw_cap_constr {ss in Ss}:
sum{i in Iv, sv in Sv[il} x[i,sv,ss] <= Capsl[ssl];

s.t. sw_cap_constr2 {i in Iv, ss in Ss}:
sum{sv in Sv[il} x[i,sv,ss] <= 1;

s.t. link_cap_constr {(wl,w2) in Es}:

(w3,w4) in EvI[il} yl[i,w3,

s>

sum{i in Iv, (w3,w4) in Ev[il]} y[i,w3,w4,wl,w2] * Bandv[i,w3,w4] <= Bands[

wl,w2];

s.t. substrate_path_constr {i in Iv, w3 in Ss, wl in Sv[i], w2 in Sv[il: (wl,w2) in

Ev[il}:
sum{w4 in Ss: w3 <> w4 and (w3,w4) in Es} yl[i,wl,
w3 <> w4 and (w4,w3) in Es} y[i,wl,w2,wd,w3]

s.t. link_tor_constr {i in Iv, ss in Ss, mv in Mv[i], sv
I1}:

x[i,sv,ss] = sum{ms in Ms: (ss,ms) in Es} yl[i,mv,

w2,w3,wd] - sum{w4 in Ss:
= x[i,wl,w3] - x[i,w2,w3];

in Rv[i]: (sv,mv) in Ev[i

sv,ms,ss];

s.t. vm_link_constr {i in Iv, ms in Ms, ss in Ss, mv in Mv[i], sv in Rv[il: (sv,mv)

in Ev[i] and (ss,ms) in Es}:
z[i,mv,ms] = y[i,mv,sv,ms,ss];

s.t. symm_link_constr {i in Iv, (wl,w2) in Ev[i], (w3,w4)
yli,wl,w2,w3,wd] - y[i,w2,wl,wd,w3] = 0;

solve;

end;

in Es}:
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APPENDIX C FUNCTION F PROGRAMMING
MODEL

/* Model parameters x/

# Number of application requests
param num_apps, integer, >= 1;

# Number of virtual infrastructures
param num_ivs, integer, >= 1;

/* Sets */

# Enumeration of applications
set Ar, default {1..num_apps};

# Enumeration of virtual infrastructures
set Iv, default {1..num_ivs};

# VI graphs

set Mv {i in Iv}; # VMs from VI i

set Rv {i in Iv}; # ToRs (racks) from Vi i
set Swv {i in Iv}; # Remaining switches

set Sv {i in Iv} := Rv[i] union Swv[il; # All switches

set Nv {i in Iv} := Mv[i] uniomn Sv[il; # All nodes

set Ev {i in Iv}, within Nv[i] cross Nv[il]; # Links

# Sets of rack pairs

set P {i in Iv} := {rl1 in Rv[i], r2 in RvI[i]: r1l <> r2};

/* Tenant applications */

# Application requests

param Mra {a in Ar};

param Bandra {a in Ar};

param Trust {al in Ar, a2 in Ar};

# Virtual infrastructures
param Bandv {i in Iv, (u,v) in Ev[il};
param Oversubv {i in Iv, (u,v) in Ev[il};

# Balancing parameters
param gamma, >= 0;

param delta, >=0;

/* Variables x/

var f {a in Ar, i in Iv, (w1, w2) in Ev[il}, >= 0;

var g {a in Ar, i in Iv, r in Rv[i], m in Mv[i]: (r,m) in Ev[il}, binary;
var h {a in Ar, i in Iv, (w1, w2) in Ev[i], (r1l,r2) in P[il]}, binary;

var F {a in Ar, i in Iv, (wl, w2) in Ev[il], (r1,r2) in P[il}, >= 0;

var B {a in Ar, i in Iv, (r1,r2) in P[il]}, binary;

var G {a in Ar, i in Iv}, binary;

var H {al in Ar, a2 in Ar, i in Iv}, binary;
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/* Optimization objective */

minimize Z:

gamma * sum{al in Ar, a2 in Ar, i in Iv} ((1-Trust[al,a2]) * H[al,a2,i]

* Mral[al]l * Bandralal]) + delta * (sum{a in Ar, i in Iv, (wl,w2) in Ev[il]} f[a

,i,wi,w2]);

/* Constraints */

s.t.

trust_iv_constrl {al in Ar, a2 in Ar, i in Iv: al <> a2}:
H[al,a2,i] <= G[al,il;

trust_iv_constr2 {al in Ar, a2 in Ar, i in Iv: al <> a2}:
H[al,a2,i] <= G[a2,i];

trust_iv_constr3 {al in Ar, a2 in Ar, i in Iv: al <> a2}:
H[al,a2,i] >= G[al,i] + G[a2,i] - 1;

bw_iv_constr3 {a in Ar,

G[a,i] = (sum{r in

1;

i in Iv}:
Rv[i], m in Mv[i]: (r,m) in Ev[il} gla,i,r,m]) / Mrala

vms_ar_constr {a in Ar}:
sum{i in Iv, r in Rv[i], m in Mv[i]: (r,m) in Ev[il]} gla,i,r,m] = Mralal;

vm_iv_constr {i in Iv,

r in Rv[il, m in Mv[il: (r,m) in Ev[il}:

sum{a in Ar} gla,i,r,m] <= 1;

vm_iv_constr3 {a in Ar,

i in Iv, r in Rv[i], m in Mv[i]: (r,m) in Ev[il}:

gla,i,r,m] <= Gl[a,i];

cap_link_constr {i in Iv, (wl,w2) in Ev[i]}:
sum{a in Ar} f[a,i,wl,w2] <= Bandv[i,wl,w2] * Oversubv[i,wl,w2];

flow_rack_constrl {a in Ar, i in Iv, (ri1,r2) in P[il}:
sum{w2 in Sv[i]l: (r1,w2) in Ev[il} F[a,i,rl1,w2,rl1,r2] >=
((sum{m in Mv[i]l: (r1,m) in Ev[il} gla,i,r1,m]) * Bandralal) - ((
Mral[al/2) * Bandralal] * Bla,i,rl,r2]);

flow_rack_constr2 {a in Ar, i in Iv, (r1,r2) in P[i]}:
sum{w2 in Sv[il: (r1,w2) in Ev[il} Fla,i,rl1,w2,rl1,r2] >=
((sum{m in Mv[il: (r2,m) in Ev[il} gla,i,r2,m]) * Bandralal) - ((
Mral[a]/2) * Bandralal] * (1 - Bla,i,rl1,r2]));

flow_rack_constr3 {a in Ar, i in Iv, (r1,r2) in P[i]}:
(sum{m in Mv[i]: (r1l,m) in Ev[il} gla,i,r1,m]) * Bandrala]l <=
(sum{m in Mv[i]: (r2,m) in Ev[il} gla,i,r2,m]) * Bandrala]l + (Mrala
1/2) * Bandral[al * Bla,i,rl,r2];

flow_rack_constr4 {a in Ar, i in Iv, (ri1,r2) in P[il}:
(sum{m in Mv[i]: (r2,m) in Ev[il]} gla,i,r2,m]) * Bandralal <=
(sum{m in Mv[il: (r1,m) in Ev[il} gla,i,r1,m]) * Bandralal + (Mral[
al]/2) * Bandralal] * (1 - Bl[a,i,rl1,r2]);

flow_rack_constr5 {a in Ar, i in Iv, (r1,r2) in P[i]}:
sum{w2 in Sv[il: (r1,w2) in Ev[il} Fl[a,i,rl1,w2,rl1,r2] <=
(sum{m in Mv([il: (r1,m) in Ev[il} gla,i,r1,m]) % Bandral[al + (Mrala
1/2) * Bandral[a]l * Bla,i,rl1,r2];

flow_rack_constr6 {a in Ar, i in Iv, (ri1,r2) in P[i]}:
sum{w2 in Sv[i]: (r1,w2) in EvI[il} F[a,i,rl1,w2,rl,r2] <=
(sum{m in Mv[i]: (r2,m) in Ev[il} gla,i,r2,m]) * Bandrala]l + (Mrala
1/2) * Bandral[al] * (1 - Bla,i,rl1,r2]);

flow_rack_constr7 {a in Ar, i in Iv, (r1,r2) in P[il}:
sum{wl in Sv[i]: (wl1,r2) in EvI[il} F[la,i,wl,r2,rl1,r2] =

sum{w2 in Sv[i]:

flow_network_constr {a
and w3 <> r2}:

sum{w4 in Sv[il: w4
,r2] -

sum{w4 in SvI[i]: w4

(ri1,w2) in Ev[il} Fla,i,rl,w2,r1,r2];
in Ar, i in Iv, (r1,r2) in P[i], w3 in Sv[i]: w3 <> ri
<> w3 and w4 <> rl1 and (w3,w4) in Ev[il} Fla,i,w3,wd,rl

<> w3 and w4 <> r2 and (w4,w3) in Ev[il} Fla,i,wd,w3,rl
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,r2] = 0;

s.t. flow_path_constr {a in Ar, i in Iv, (r1,r2) in P[i], w1l in Sv[i], w2 in Sv[i]:
(wl,w2) in EvI[il}:
Fla,i,wl,w2,r1,r2] <= Bandv[i,wl,w2] * hla,i,wl,w2,rl1,r2];

s.t. unsplittable_flow_constr {a in Ar, i in Iv, wl in Sv[i], (r1,r2) in P[i]}:
sum{w2 in Sv[i]: (w1,w2) in Ev[il} hl[a,i,wl,w2,rl,r2] <= 1;

s.t. unsplittable_flow_constr2 {a in Ar, i in Iv, wl in Rv[i], w2 in Sv[i], (r1,r2)
in P[i]l: w1l <> w2 and (wl,w2) in Ev[il}:
hla,i,wl,w2,r1,r2] + hla,i,wl,w2,r2,r1] <= 1;

s.t. app_flow_constr {a in Ar, i in Iv, wl in Sv[i], w2 in Sv[i]: (wl,w2) in Ev[i
12}:
fla,i,wl,w2] = sum{(r1,r2) in P[i]} Fla,i,wl,w2,rl1,r2];

s.t. flow_tor_constr {a in Ar, i in Iv, wl in Mv[i], w2 in Rv[i]: (w1l,w2) in EvI[i
I1}:
fla,i,wl,w2] = gla,i,w2,wl] * Bandralal;
s.t. symm_flow_constr {a in Ar, i in Iv, wil in Mv[i], w2 in Rv[i]: (wl,w2) in Ev[i
1}:
fla,i,wl,w2] = fla,i,w2,wl];

solve;

end;
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Resumo. Na computacao em nuvem, locatarios consomem, sob demanda,
recursos de hardware e software oferecidos por um provedor remoto. En-
tretanto, o compartilhamento da rede interna da nuvem por todos os loca-
tarios, aliado a falta de isolamento entre fluros de dados decorrente do uso
dos protocolos TCP e UDP, possibilita a ocorréncia de ataques de egoismo
e negagdo de servico. Os algoritmos de aloca¢do atuais nao impedem que a
disponibilidade dos recursos de rede seja afetada por ataques. FEste artigo
propoe uma estratégia para a alocacao de aplicagoes de locatdrios que visa
mitigar o tmpacto de ataques de egoismo e negagdo de servico na rede in-
terna da nuvem. A ideia chave, inédita na literatura cientifica, consiste no
agrupamento de aplicagoes em infraestruturas virtuais considerando niveis
de confianca mutua entre os locatdrios. Resultados de avaliagoes demons-
tram que a estratégia proposta € capaz de oferecer protegcdo contra ataques
de egoismo e negacao de servico com pouco ou nenhum custo extra.

Abstract. Cloud computing is a model where tenants consume on-demand
hardware and software resources from a remote provider. However, the sha-
ring of the internal network by all tenants, combined to the lack of data flow
isolation due to the use of TCP and UDP, allows the occurrence of selfish
and denial of service attacks. The current allocation algorithms do not pre-
vent the availability of network resources to be affected by such attacks. In
this paper, we propose a strategy for the allocation of tenants applications,
which aims at mitigating the impact of selfish and denial of service attacks
in the cloud internal network. The key, novel idea is to group applications
into virtual infrastructures considering the mutual trust between pairs of
tenants. Fvaluation results show that the proposed strategy is able to offer
protection against attacks of selfishness and DoS with little or no extra cost.

1. Introducao

Computacao em nuvem é um paradigma que possibilita aos locatarios consumirem,
sob demanda e de maneira elastica, recursos de hardware e software oferecidos por
um provedor remoto. Nesse modelo, os provedores, com a finalidade de reduzir cus-
tos operacionais e oferecer escalabilidade de acordo com a demanda, implementam
datacenters de nuvem como ambientes compartilhados altamente multiplexados, com
diferentes aplicagoes coexistindo sobre os mesmos recursos fisicos [Armbrust et al.
2010].



Entretanto, nao ha uma abstracao ou mecanismo disponivel para capturar
os requisitos de rede das interagoes entre as maquinas virtuais (VMs) alocadas [Guo
et al. 2010]. Ademais, mecanismos como o controle de congestionamento do TCP e
suas variantes (incluindo TFRC e DCCP), apesar de serem escaldveis e proporcio-
narem alta utilizacdo dos recursos, nao isolam de forma robusta o trafego de dados
de aplicagoes distintas [Abts and Felderman 2012]. Dessa forma, as VMs de uma
mesma aplica¢do se comunicam em um ambiente (rede da nuvem) nao controlado,
compartilhado por todos os locatarios. Consequentemente, locatarios egoistas po-
dem implementar suas aplicagdes de forma a levar vantagem indevida sobre outros
usudarios, através da utilizacao de versdes do TCP com controle de congestionamento
mais brando, e locatarios maliciosos podem lancar ataques de negacao de servico,
por exemplo gerando trafego espurio dentro da nuvem [Shieh et al. 2011].

Tais ataques prejudicam tanto locatarios quanto provedores. Os locatarios
pagam pela utilizacdo dos recursos contratados mesmo quando estao impossibili-
tados de utiliza-los devido a um ataque. Ja os provedores possuem perda de re-
ceita [Greenberg et al. 2009], visto que a falta de disponibilidade da rede, causada
por ataque de DoS, reduz o throughput da nuvem [Shieh et al. 2011].

Visando alocar recursos com garantias de disponibilidade de rede, as aborda-
gens presentes na literatura focam em consolidacao de VMs [Breitgand and Epstein
2012, Meng et al. 2010, Wang et al. 2011] ou no compartilhamento da rede baseado
em pesos [Shieh et al. 2011, Lam and Varghese 2010]. Entretanto, elas ndo impedem
ataques de egoismo e de DoS, visto que a utilizagdo dos recursos da rede de uma
aplicacao depende das demais aplicagoes da nuvem.

Nesse contexto, o presente artigo propoe uma estratégia de alocagdo de re-
cursos para provedores de laaS (Infrastructure as a Service), apresentada como um
modelo de otimizagao, que visa mitigar ataques de egoismo e de comportamento ma-
licioso na rede interna da nuvem. Diferentemente de trabalhos anteriores, investiga-
se uma estratégia baseada no agrupamento de aplicacoes em infraestruturas virtuais!
(VIs), que sao capazes de oferecer um certo nivel de isolamento entre aplicagbes. Sao
estudadas diferentes estratégias de agrupamento de locatarios, considerando o nivel
de confian¢a mutuo e os requisitos de rede (largura de banda) das suas aplicagoes.

O agrupamento visa prover isolamento do trafego de rede entre aplicagoes
provenientes de locatarios mutuamente nao confiaveis. Além disso, o agrupamento
permite fornecer isolamento entre o trafego de aplicagoes com requisitos de largura
de banda distintos, minimizando a interferéncia nociva que pode ser causada ao mis-
turar trafego com diferentes caracteristicas [Shieh et al. 2011, Abts and Felderman
2012]. Além da protegao contra os ataques supracitados, o isolamento/agrupamento
propiciado pela estratégia proposta pode ser benéfico contra outros tipos de ataques,
como ataques contra a privacidade dos dados dos locatarios [Ristenpart et al. 2009].
Os mesmos serao explorados em trabalhos futuros. O presente artigo tem as seguin-
tes contribuicoes:

e discussao e avaliacao do impacto de ataques de egoismo e de negacao de
servico no contexto de redes internas de nuvens;

e proposta de uma estratégia inédita para alocagao de recursos, baseada no
agrupamento de aplicacoes em VIs considerando niveis de confianca mutua

1O termo infraestrutura virtual é utilizado para representar uma rede virtual com as suas méquinas virtuais.



entre os locatarios, e aplicavel a diferentes topologias de datacenters, tais
como Fat-Tree [Greenberg et al. 2009] e VL2 [Al-Fares et al. 2008];

e avaliacao analitica da estratégia proposta perante diferentes niveis de agrupa-
mento e a comparacao da mesma com um esquema padrao sem agrupamento.

O restante desse artigo estd organizado da seguinte maneira. A Secao 2
apresenta os principais trabalhos relacionados. A Secao 3 define o modelo de ataque
considerado e a Secao 4 define as formulagoes bésicas utilizadas no restante do artigo.
Na Secao 5, a estratégia de alocagao de recursos é apresentada. Na Se¢ao 6, o modelo
de alocacao proposto é avaliado e, por fim, as consideracoes finais sao apresentadas
na Secao 7.

2. Trabalhos Relacionados

As redes internas das nuvens atuais sdo compartilhadas por todos os locatarios,
honestos ou nao. Apesar disso, ndao ha um mecanismo disponivel para capturar e
controlar os recursos de rede utilizados pelas VMs alocadas [Grobauer et al. 2011].

Nesse sentido, Liu [Liu 2010] descreve como um atacante pode obter infor-
magcoes sobre a topologia da rede da nuvem, com a finalidade de realizar um ataque
de negacao de servigo. Ja Ristenpart et al. [Ristenpart et al. 2009] conduziram
um estudo de caso na Amazon EC2 (Elastic Compute Cloud), mostrando diversas
vulnerabilidades do ambiente. Os autores relatam que nao possuem nenhum dado
privilegiado da nuvem, tendo conhecimento apenas das informacgoes divulgadas pu-
blicamente pela Amazon. Desse modo, eles assumem que os atacantes sao clientes
comuns da nuvem. Eles demonstram que a EC2 pode ser mapeada de acordo com
as suas zonas de disponibilidade e que ¢ possivel verificar a co-residéncia entre VMs,
inclusive listando diversas possibilidades de efetuar tal verificagdo. O referido traba-
Tho mostra que um locatério egoista e/ou malicioso, conforme abordado no presente
artigo, pode realizar diversos tipos de ataques a nuvem, inclusive de DoS na rede.

Apesar dessas vulnerabilidades, os algoritmos de alocagao de recursos empre-
gados atualmente em nuvens utilizam round-robin entre servidores ou entre racks,
considerando somente recursos computacionais (processamento, meméria e armaze-
namento) [Kitsos et al. 2012]. Contudo, torna-se necessario considerar também os
recursos de rede, a fim de mitigar ataques de egoismo e de comportamento malicioso.

O problema de seguranca na rede interna da nuvem nao é facilmente re-
solvivel. Nesse contexto, a alocacdo de recursos em nuvens ciente dos recursos de
rede representa um grande desafio de pesquisa. As abordagens presentes na lite-
ratura focam em consolidacao de VMs ou no compartilhamento da rede por meio
de pesos. Abordagens baseadas em consolidagao de VMs [Meng et al. 2010, Wang
et al. 2011, Breitgand and Epstein 2012] propdem que a alocagao seja executada por
meio da adaptagao do problema de otimizacao bin packing [Goel and Indyk 1999].
Contudo, elas nao impedem que o trafego de aplicagdes egoistas ou maliciosas in-
terfira no trafego de aplicagoes honestas. Ja Shieh et al. [Shieh et al. 2011] e Lam e
Varghese [Lam and Varghese 2010] propoem um esquema de compartilhamento de
largura de banda baseado em pesos. Esse esquema, porém, nao impede que aplica-
¢Oes maliciosas realizem ataques de egoismo e de negacao de servico na rede, visto
que a largura de banda utilizada por uma aplicagao na rede é dependente das outras
aplicagoes da nuvem.



Em outra gama de trabalhos, é explorada a alocagao de tarefas em grades
computacionais respeitando restrigdes de confianga entre a tarefa e os recursos da
grade computacional [Costa and Carmo 2007]. A estratégia apresentada nesse ar-
tigo, em uma perspectiva distinta, explora as relagoes de confianga mutuas entre os
locatarios da nuvem.

De forma geral, os recursos da rede interna de datacenters frequentemente
representam o gargalo quando comparados aos recursos computacionais [Greenberg
et al. 2009]. Esse gargalo, aliado a falta de mecanismos para o controle do comparti-
lhamento de recursos na rede, tende a facilitar ataques de egoismo e comportamento
malicioso. Nesse sentido, a estratégia apresentada nesse artigo visa mitigar tais ata-
ques, sendo ciente tanto de recursos de rede quanto de recursos computacionais.
Adicionalmente, a utilizagao de VIs diminui a eficadcia dos métodos utilizados por
Ristenpart et al. [Ristenpart et al. 2009] para a verificagdo de co-residéncia, visto
que aplicagoes mutuamente nao confidveis sdo alocadas em redes virtuais distintas.

3. Modelo de Ataque

Similarmente & Ristenpart et al. [Ristenpart et al. 2009], considera-se que um loca~
tario egoista e/ou malicioso possui os mesmos privilégios dos demais locatarios da
nuvem. Usudrios egoistas utilizam versoes mais agressivas do TCP (i.e., versoes fora
dos padroes, cujo codigo foi modificado para realizar controle de congestionamento
mais brando) com o objetivo de aumentar a vazao de rede das suas VMs. Ja locaté-
rios maliciosos tem por objetivo realizar um ataque de DoS em um alvo previamente
definido. Nesse caso, o locatario emprega os métodos descritos por Ristenpart et
al. [Ristenpart et al. 2009] para posicionar as suas VMs préximas ao alvo. Con-
sequentemente, as VMs desse locatario podem enviar uma quantidade suficiente de
trafego para sobrecarregar o destinatario (alvo), um enlace pertencente ao caminho
ou um gargalo da rede [Jensen et al. 2009]. No presente trabalho, considera-se
somente o ataque de um locatario. Entretanto, ataques de conluio sdo possiveis,
através de multiplas identidades.

Os ataques de egoismo e de DoS sao efetuados através do aumento do ntimero
de fluxos de dados, explorando a falta de isolamento entre fluxos devido ao uso do
TCP [Shieh et al. 2011], e pelo envio de grandes fluxos por meio do protocolo UDP.
Considerando que a rede interna da nuvem é compartilhada por todos os locatarios,
o ataque pode afetar um grande ntimero de aplicagoes.

O ataque precisa ser lancado por um “insider”, ou seja, um locatario regis-
trado na nuvem, e que pode portanto ser em tese responsabilizado. Entretanto, nao
h& requisitos estritos para criar contas em nuvens e, mesmo que houvesse, o ataque
poderia ser efetuado através de uma conta comprometida [Greenberg et al. 2008|.
Além disso, a deteccao de ataques nao é simples. Trafego malicioso pode simular
um trafego honesto, dificultando a distin¢gao entre os dois tipos, e os esquemas de
ofuscacao, utilizados pelos provedores para ocultar a localizacao dos recursos na
nuvem, nao sao capazes de parar um adversario persistente [Shieh et al. 2011].

4. Modelo de Sistema

Com base nas questoes de seguranga apresentadas anteriormente, é proposta uma
estratégia na forma de um modelo de otimizacao para a alocagao de aplicagdes de



locatarios que visa mitigar o impacto de ataques de egoismo e negagao de servico na
rede interna da nuvem. A execugao desses ataques é facilitada atualmente na nuvem,
visto que os provedores nao cobram pelo trafego de dados na rede interna [Guo et al.
2010].

Esta secao define as formulagoes basicas utilizadas para a modelagem da es-
tratégia. Asnotagoes sao representadas por meio das seguintes regras: i) sobrescritos
s, v e r indicam entradas relacionadas a rede do substrato fisico da nuvem, as infra-
estruturas virtuais e as requisi¢oes dos locatérios, respectivamente; ii) subscritos sao
indices provenientes de atributos, variaveis ou elementos de um conjunto. O sistema
de notagao utilizado é similar ao empregado por Chowdhury et al. [Chowdhury et al.
2009].

4.1. Requisi¢oes de Aplicagoes

Cada requisicao de aplicagdo a € A", proveniente de um locatario, é definida pela
tupla (M}, Band}). O nimero de maquinas virtuais requisitadas é representado
por M/ . Para facilidade de exposicao do modelo desenvolvido, os detalhes das VMs
sdo abstraidos e todas elas sao consideradas iguais (consomem a mesma quantidade
de recursos de CPU, meméria e armazenamento). De modo similar a Ballani et
al. [Ballani et al. 2011], uma requisigao é estendida para especificar, além de recursos
computacionais, recursos de rede. A largura de banda disponivel para uma VM
comunicar-se com outra VM da mesma aplicagao é indicada por Band],, que é um
ntimero real positivo (Band!, € RT).

Ademais, cada aplicacdo a € A" possui ou nao confianga nas outras aplicacoes
da nuvem, de acordo com as relacbes mutuas entre os locatarios das mesmas. A
confianga é representada por T§i7aj, que indica se a aplicacdao a; confia na aplicagao
a;j. Com o objetivo de simplificar a avaliacdo (mas sem prejuizo ao modelo), no
presente trabalho assume-se que as relacoes de confianca sdao diretas, binarias e
simétricas. Em outras palavras, um locatario confia ou ndo em um outro com quem
ele interage e, se confia, entao é reciproco; presume-se que um esquema padrao
como PGP [Zimmermann 1995] pode ser usado para o estabelecimento de confianga
mutua.

4.2. Infraestruturas Virtuais

O conjunto de infraestruturas virtuais ¢ indicado por IV. Cada elemento 7 € IV é re-
presentado por um grafo bidirecional valorado G = (S7, M}, EY, Band", Oversub"),
sendo seus elementos definidos a seguir. O conjunto de dispositivos de rede (swit-
ches) de i é indicado por SY. O conjunto de maquinas virtuais de 4, tipicamente
entre 20 e 40 por rack [Greenberg et al. 2009], é indicado por M e o conjunto
de enlaces virtuais por Ef. Cada enlace e’ = (w;,w;) € £} conecta os nodos w;
e w; (wi,wj € SYUM). Além disso, cada enlace eV € E} possui uma largura de
banda bidirecional Band’(e’) € Rt e um fator de sobrecarga Ouversub’(e') € Z*
empregado pelo provedor aos recursos de rede. Além disso, o subconjunto de swit-
ches Top-of-Rack (ToR), retornado pela fungao ToR(S}), é representado por RY
(RY C SY).

4.3. Infraestrutura Fisica

De forma similar a Guo et al. [Guo et al. 2010], o substrato fisico da nuvem é mode-
lado considerando servidores, dispositivos de rede e enlaces. Ele é representado por



um grafo bidirecional valorado G* = (S* ,M® |E® | Band® ,Slots® ,Cost® ,Cap®),
no qual S® é conjunto de dispositivos de rede (switches), M?® é o conjunto de
servidores e E® é o conjunto de enlaces. Cada servidor m® € M?® possui um nu-
mero de slots> (Slots®(m®) € Z1). Cada switch s* € S* possui um niimero mé-
ximo de switches virtuais que ele pode hospedar (Cap®(s®) € Z™) e possui um custo
(Cost®(s®) € RT) para hospedar um switch virtual. O custo é proporcional a im-
portancia do switch na rede, ou seja, switches localizados em niveis mais proximos
do ntcleo da rede possuem maior custo para hospedar switches virtuais. Cada en-
lace e = (w;,wj) € E* | w;,w; € S*UM? entre os nodos w; e w; é associado a uma
capacidade (largura de banda) bidirecional Band®(e®) € R™.

5. Estratégia de Alocagao de Recursos

A estratégia apresentada nesse artigo para a alocagao de recursos visa mitigar ata-
ques de egoismo e comportamento malicioso na rede interna da nuvem. Diferen-
temente de trabalhos anteriores, o objetivo ¢ alcancado por meio do agrupamento
de aplicagoes em infraestruturas virtuais considerando a confianca mutua entre os
locatarios e a minimizacao do trafego de rede gerado pelas interagoes entre as VMs
da mesma aplicagao.

Entretanto, existe um desafio fundamental a ser enfrentado: o problema de
alocagao de recursos em nuvem considerando enlaces de rede com largura de banda
limitada é NP-Dificil [Guo et al. 2010]. Por essa razao, dividimos o problema em
dois sub-problemas ou etapas menores, propomos uma estratégia de alocagao 6tima
para cada um, e combinamos os resultados. A primeira etapa distribui e mapeia as
aplicagoes em infraestruturas virtuais, enquanto a segunda ¢é responsavel por alocar
cada infraestrutura virtual no substrato fisico da nuvem.

Neste trabalho, o algoritmo para a formagao do conjunto de infraestruturas
virtuais (IV) é abstraido e foca-se na alocagao de aplicagoes nas VIs segundo critérios
de seguranca e desempenho e no mapeamento das VIs no substrato fisico. Dessa
forma, o conjunto de VIs ¢é utilizado como entrada para o modelo de otimizagao.
Apesar disso, sugere-se um um critério para formagao de VIs, que poderia ser usado
pelo provedor. As VIs podem ser formadas com base em informacoes obtidas a
partir de servigos de monitoramento de recursos da nuvem (por exemplo, o Ama-
zon CloudWatch?). O uso de informacdes pertencentes ao histérico da utilizacdo de
recursos sobre um grande periodo de tempo tende a facilitar e a melhorar a quali-
dade do processo de alocagao [Meng et al. 2010]. Além disso, a topologia de rede
de cada VI nao ¢ restrita pela topologia da infraestrutura fisica, visto que a hete-
rogeneidade de topologias pode ser tratada no mapeamento das VIs no substrato
fisico [Chowdhury et al. 2009].

De modo geral, o processo completo é representado na Figura 1, que indica
cada etapa por meio de uma fungdo. A primeira etapa é representada por F : A" —
IV, enquanto a segunda é denotada por G : IV — G®. A funcdo H : A" — G*® realiza
o mapeamento direto de aplicagdes na infraestrutura fisica da nuvem, mostrando
como esse processo é efetuado atualmente em nuvens. Dessa forma, pode-se dizer
que ‘H ¢é uma composicao de F e G.

2Como assume-se que todas as VMs sdo iguais, ou seja, consomem a mesma quantidade de recursos dos servidores,
os slots também sdo considerados iguais.
Shttp://aws.amazon.com/cloudwatch/
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Figura 1. O processo de alocacdo de recursos na nuvem.

Apesar da estratégia ser composta por duas etapas, ambas podem ser execu-
tadas simultaneamente, visto que a saida de uma nao interfere na entrada da outra.
Isso implica que o tempo necessario para a conclusao do processo é o tempo de
execucao da etapa mais longa. Nesta secdo, primeiramente é apresentada a fungao
F e, apos, a funcao G.

5.1. Mapeamento de Aplicagoes em Infraestruturas Virtuais

A fungado F tem por objetivo mapear as aplicagoes em VIs considerando os niveis
mutuos de confianga entre os locatarios das mesmas. A funcdo de mapeamento
utiliza como dados de entrada as requisigoes de aplica¢oes na nuvem (Secao 4.1) e
o conjunto de infraestruturas virtuais (Segao 4.2).

As principais variaveis relacionadas ao modelo de otimizacao sao:

Foi(wiwa)p € R*: indica o tamanho do fluxo total de dados para a aplicacio

a € A" no enlace (wy,w2) € EY | wi,we € S} para a comunicagao entre o par

de racks p=(r1,m2) | r1,m2 € RY e r1 #ra da VI i€ IV. O valor desse fluxo,

definido com base no nimero de VMs da aplicacao a nos racks ri e ro, sera

explicado posteriormente (Equacao 2);

® gairm € B: indica se a VM m € M} do rackr € R} da VI ¢ € I” foi alocada
para a aplicacdo a € A”;

e G, indica se a aplicacao a € A" estd na VI i € IY;

® N (wy,ws),p € B: indica se a aplicacdo a € A™ utiliza o enlace (w1,w2) € EY |
wi,wy € Sy para a comunicagdo entre o par de racks p = (r1,r2) | 11,72 €
R} eri#rydaVIielY;

® H; 4, .4, indica se as aplicagdes a1,az € A" estao alocadas na VI ¢ € IV,

A funcao objetivo do problema de otimizagao dessa etapa, apresentada na
Equacao 1, busca minimizar uma penalizacao imposta por alocar aplicagoes proveni-
entes de locatarios mutuamente nao confidveis na mesma VI. A penalizacao considera
as caracteristicas das aplicagoes (nimero de VMs e largura de banda) mutuamente
nao confiaveis. Por exemplo, a aplicacao aj possui 20 VMs, cada uma com largura
de banda de 200 Mbps. Caso a aplicagao az nao confie em aj, a fungao objetivo gera
uma penalizacdo de a; em a9, cujo valor é 20 x 200 = 4000. Essa férmula também
enderega as diferencas entre as aplicagdes dos locatarios. Ou seja, ha maior risco de
um locatario atacar outro, se nao houver confianga entre ambos, caso ele requisite
uma aplicacao composta por 50 VMs e 100 Mbps de largura de banda para cada
VM em detrimento de uma aplicacao composta por uma tnica VM com 100 Mbps.
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i€lV a1 €A as €A

As restrigoes do problema especificam o mapeamento das aplicagoes nas Vs,
de acordo com os recursos computacionais e de rede disponiveis. Na rede, o trafego
de comunicacao entre VMs localizadas no mesmo rack nao possui custo, visto que
ele permanece interno ao rack e s6 utiliza os enlaces que ligam as VMs ao switch
ToR. Entretanto, o trafego entre VMs de racks distintos possui custo, que é definido
pela largura de banda consumida e pelos enlaces utilizados.

Desse modo, as VMs de cada aplicagao sao alocadas em grupos, de modo
semelhante a Ballani et al. [Ballani et al. 2011]. Um grupo é composto pelo conjunto
de VMs da mesma aplicagao localizadas no mesmo rack. Por isso, visa-se criar
o menor numero possivel de grupos de VMs, ou seja, alocar as VMs da mesma
aplicagao préximas umas das outras, o que reduz o trafego de dados na rede e tende
a dificultar ataques de egoismo e DoS.

Com essa abordagem, é necessario garantir que haja largura de banda dis-
ponivel para a comunicagao entre os grupos de VMs. Por exemplo, considerando a
existéncia de dois grupos G, 1 € G42 de VMs da aplicagdo a € A” e que a comu-
nicagdo ocorra em um caminho virtual P, todos os enlaces desse caminho devem
possuir a largura de banda necesséria disponivel. Uma tinica VM da aplicagao a nao
pode enviar ou receber dados a uma taxa maior que a requisitada (Bandy,). Dessa
forma, o trafego entre dois grupos é limitado a largura de banda exigida pelo menor
dos grupos: min(|Gg1l,|Gaz2|) * Band,,. A Figura 2 exemplifica uma situagdo em
que duas aplica¢oes possuem dois grupos de VMs cada uma. Nesse caso, é necessario
garantir a largura de banda na rede para a comunicacao entre a dupla de grupos de
VMs de cada aplicacdo. A restrigdo para a comunicagao de um grupo com os outros
grupos da aplicagdo a é formulada da seguinte maneira:

Ba,g; =min | |g;|* Bandy, Z |g| * Bandg, Vg; € Gi (2)
9€GY . 9#7:

onde G, é o conjunto de grupos da aplicacao a.
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Figura 2. Comunicacdo em rede entre grupos de VMs.




Em datacenters, o protocolo Spanning Tree assegura que o trafego entre ma-
quinas dentro da mesma camada dois da rede é encaminhado ao longo de uma arvore
de expansao. Os dispositivos de rede da nuvem geralmente sao interconectados com
uma malha de enlaces, cuja utilizacdo é balanceada através do uso de multiplos
caminhos de mesmo custo (Equal-Cost Multipath - ECMP) [Abts and Felderman
2012]. Dada a quantidade de multiplexagdo sobre a malha de enlaces e o niimero li-
mitado de caminhos, os multiplos caminhos podem ser considerados como um tnico
caminho agregado para o tratamento de questoes de largura de banda.Dessa forma,
o modelo matematico proposto considera a utilizacdo de um caminho para a comu-
nicagao entre os grupos de VMs da mesma aplicagao. As féormulas para o cdlculo dos
caminhos sdo mostradas nas Equagoes 3 e 4, que determinam o trafego de saida do
rack fonte e de entrada no rack destino, e nas Equacgoes 5 e 6, utilizadas para garantir
que um fluxo possui somente um caminho na rede. Outras restrigbes do modelo,
que buscam garantir que a capacidade dos recursos virtuais nao seja excedida, sao
omitidas devido a questoes de espaco.

. T
Z Fa,i,(rl,wQ),p = Z Fa,i,(wl,rg),p = min Z Ja,i,ry,m Z Gaira,m | * Band,

wyESY| w1 €Sy meMy meMy
(ri,wa)€EY (wy,r2)€EY

Viel’, Va€ A", Vri,ro € Rj|r1# 79 and p=(r1,m2) (3)

E : Fa,i,(w3,w4),p - E : Fa,i,(wmws)yp =0

wa€SY\w3|(w3,wa) EEY wa €SP \ws|(wa,w3)EEY
Viel’, VYa€A", Vp=(ri,m2)|r1,m2 € Ry and r1 #ra, VYws € Si\{r1,r2} (4)

Fo i (wiwz),p < Band” (w1, wz) ha,i,(wl,wz),p
Vac A", Viel’, Ywi,ws€Si | (wi,we)€E;, VYp=(r1,r2)|r1,72 € Ry and r; #72 (5)

Z ha,i’(wl’wz)’p <1

w2 €SY (w1, w2)EEY
Vac A", Viel’, Vw1 €S], Vp=(r1,r2)|ri,ro € R andr1 #ry (6)

5.2. Mapeamento de Infraestruturas Virtuais no Substrato Fisico

A funcdo G é responsavel pelo mapeamento das VIs no substrato fisico da nuvem.
Ela aborda um problema similar ao problema de mapeamento de redes virtuais
(virtual network embedding - VNE), o que possibilita lidar com a heterogeneidade
das topologias das VIs em relagiao ao substrato fisico [Chowdhury et al. 2009]. No
entanto, além da topologia da rede (composta por dispositivos de rede e enlaces),
ela considera também a utilizacdo de nodos computacionais (servidores e maquinas
virtuais).

O problema de otimizacao desenvolvido para essa etapa utiliza como entradas
o conjunto de infraestruturas virtuais (Segao 4.2) e a infraestrutura fisica da nuvem
(Secdo 4.3). Além disso, sdo utilizados os pardmetros vy, ) € ¥, como segue. O
fator oy, u,) € definido de acordo com a importancia do enlace (wy, we) e possui



valor méaximo 1 (0 < Ay w9) < 1). J& o parametro ~ ¢é utilizado para balancear os
dois componentes da funcao objetivo.

As seguintes variaveis sao utilizadas no modelo:

® 7; o s € B: indica se o switch virtual s¥ € S; da infraestrutura virtual ¢ € IV
esta alocado no switch fisico s® € S*;

® Yiev (wywp) € B Indica se o enlace virtual e € EY, pertencente a infraestru-
tura virtual ¢ € IV, utiliza o enlace fisico (wy,w2) € E*;

® Zimvms €B: indica se a VM m" € M} da infraestrutura virtual ¢ € IV esta
alocada no servidor m?* € M*.

A fungao objetivo (7) busca minimizar os recursos utilizados para alocar o
conjunto de infraestruturas virtuais. O primeiro componente esté relacionado aos en-
laces da rede. Ao dividir-se a(,, ) pela largura de banda do enlace, garante-se que
os enlaces com menor prioridade e maior capacidade sdo preferidos em detrimento
dos enlaces com maior importancia. O segundo componente quantifica o custo de
alocar switches virtuais em switches do substrato fisico. Apesar da fungdo nao con-
siderar requisitos de seguranca, planeja-se incluir critérios de resiliéncia/seguranca
em trabalhos futuros, a fim de permitir maior isolamento entre as VIs no substrato
fisico e alocar enlaces virtuais em multiplos caminhos, mitigando possiveis ataques

de DoS.

_ . O4(71)1774)2) v v S8
Z =Min Z m*z Z Yiev,(wy we) ¥ Band’ (€”) +x Z Z Z xj v g5 *Cost®(s”)

(w1, w2)EES i€lve?eE} sseSsielvsvesy
(7)

Os valores das varidveis pertencentes a func¢ao objetivo sao definidos com
base nas restrigoes do modelo. Inicialmente, é necessario assegurar a capacidade dos
servidores (Equacao 8), dos switches fisicos (Equacao 9) e dos enlaces do substrato
(Equacao 10) em suportar os respectivos elementos virtuais.

> Y zimeme < Slots®(m?) vm® e M* (8)

i€l mveM?

DN wiww e < Cap®(s®) ¥s® € 5° (9)
i€Iv svESY
Z Z (yi,ev,(wl,wz) * Band® (e')) < Band®(e®) Ve = (wy,w2) € E° (10)
i€l e €EY

Também deve-se garantir que os enlaces virtuais sao mapeados em caminhos
validos do substrato fisico (Equacao 11). As demais restriges do modelo, responsa-
veis pelo mapeamento dos recursos virtuais no substrato fisico, sao omitidas devido
a questoes de espago.



Z Yi,ev,(ws,wa) ~ Z Yiev (wa,w3) = Ti,wi,wg — Li,wa,w3
wyeESS Wy €SS

Viel’, Vwi,wa €8] |e’ = (wi,we) €E;, YwzeS® (11)

6. Avaliacao

Nesta secao, sao avaliados dois aspectos da estratégia de alocagao de recursos pro-
posta. Primeiramente, a qualidade da solucdo é quantificada de duas formas: o
beneficio propiciado, com o aumento do nivel de seguranca as aplicagdes, e o custo
disso, decorrente das restrigoes impostas na alocagao pelas relagoes de confianca
entre locatarios. Em segundo lugar, busca-se verificar o tempo de processamento
necessario a alocagao 6tima de recursos, o que afeta a viabilidade da solugao.

6.1. Ambiente de Avaliacao

Os experimentos foram implementados e executados no IBM ILOG CPLEX Op-
timization Studio®. Todos os experimentos foram executados em um computador
Intel Core i3-2120 de 3.30 GHz, com 8 GB de meméria RAM e sistema operacional
GNU/Linux Debian x86_64. Cada experimento é limitado a um tempo méximo
de duracao de 1 hora e com uma arvore de busca de no maximo 4 GB, devido a
complexidade do problema. Dessa forma, os resultados mostrados sao os melhores
resultados factiveis alcancados pelo CPLEX no periodo estipulado.

De modo similar a trabalhos relacionados [Ballani et al. 2011, Guo et al.
2010,Shieh et al. 2011], o substrato fisico da nuvem foi definido como uma topologia
em arvore. O substrato fisico é composto por 80 servidores, cada um com 4 slots,
divididos igualmente em 10 racks. Os racks sdo conectados entre si por switches das
camadas superiores com diversidade de caminho.

A carga de trabalho a ser alocada sao conjuntos de 12, 15, 20 ou 25 requi-
sicoes para instanciar aplicagdoes na nuvem, cada uma pertencendo a um locatario
distinto. O ntimero de VMs e a largura de banda especificados em cada requisicdo
sdo uniformemente distribuidos, respectivamente, nos intervalos [2, 10] e [100,450]
Mbps. A confianca mutua entre locatarios foi gerada através das relacoes diretas en-
tre os mesmos em um grafo aleatério, com grau de cada vértice (locatario) seguindo

uma distribuicao P(k)  f.

6.2. Qualidade da Solucao

A qualidade da solugao é quantificada de acordo com o critério de confianca mitua
entre os locatarios das aplicacoes da nuvem. Ou seja, busca-se avaliar a solucao com
base na seguranca oferecida pelo agrupamento de aplicagdes de locatarios em com-
paracao com o cenario atual, no qual nao é efetuado nenhum tipo de agrupamento.
Refletindo isso, a métrica empregada é o niimero de relagoes entre aplicacoes de lo-
catarios que nao possuem uma relacao de confianca entre si e que foram alocadas no
mesmo agrupamento. Deseja-se que esse valor seja 0 menor possivel, pois representa
uma certa exposicao da aplicacao a ataques.

4http://www-01.ibm.com/software/integration/optimization/cplexoptimization-studio/



A Figura 3(a) mostra a variagdo do nimero de relagbes mutuamente nao
confiaveis de acordo com a quantidade de VIs oferecidas pelo provedor para os
diferentes conjuntos de requisicoes de aplicagoes. Com base nesses dados, define-se
diferenca média do nivel de confianga no cenario com agrupamento: A =1-— %
onde ® representa o nimero de relacdes nao confidveis entre aplicacoes dentro do
agrupamento e I' denota o niimero de relacoes nao confidveis sem o agrupamento. O
valor de A é apresentado na Figura 3(b), que mostra que o niimero de aplicagoes nao
¢ o fator principal para o aumento da seguranca, mas sim o nimero de VIs oferecidas
pelo provedor. De modo geral, é possivel verificar que o ganho de seguranca tem
um comportamento logaritmico de acordo com o nimero de Vls.
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Figura 3. Seguranca com o agrupamento de aplicacées na nuvem.

O agrupamento pode ser benéfico também em relagao ao consumo de largura
de banda e ao isolamento entre o trafego de aplicagoes com requisitos de banda
distintos, como segue. As VMs pertencentes a uma aplicagdo sdo posicionadas,
por definicao, dentro de uma VI, enquanto os recursos de uma VI tendem a ser
alocados préoximos uns dos outros na infraestrutura fisica. Portanto, quanto menor
a VI, maior é a chance de VMs comunicantes estarem proximas e, consequentemente,
consumirem menos recursos de rede. O isolamento entre o trafego de aplicagdes com
requisitos de banda distintos, por sua vez, minimiza a interferéncia nociva que pode
ser causada ao misturar trafego com diferentes caracteristicas [Abts and Felderman
2012].

Por outro lado, a criacao de VIs e o agrupamento de locatarios nas mesmas
pode ter dois efeitos negativos. Primeiro, a criagdo e a manutencao das VIs introduz
uma sobrecarga de geréncia e comunicagao em relagdo a uma rede convencional. Em
relacdo a isso, segundo trabalhos anteriores, essa sobrecarga é proporcionalmente
pequena e plenamente justificdvel considerando os beneficios [Ballani et al. 2011].

Segundo, o agrupamento tende a restringir a alocagdo de aplicacoes na nu-
vem, por causa da fragmentacao dos recursos. Ou seja, quanto menor as VIs criadas,
maior a fragmentagao (interna). Com isso, maior serd o ntimero de requisigdes que
nao poderao ser atendidas apesar da capacidade agregada disponivel. No presente
trabalho, ndo quantificamos esse efeito porque modelamos o problema de otimizacao
considerando recursos suficientes para atender todas as requisi¢oes, similarmente a
Guo et al. 2010. Pretendemos analisar mais a fundo essa questdo, em cendrios com
caréncia de recursos, em trabalhos futuros.



6.3. Tempo de Processamento para Alocacao

Outra métrica analisada na avaliacao da estratégia de alocacao de recursos é o tempo
de processamento necessario a alocagao de um conjunto de aplicagoes a um conjunto
de Vs, considerando o tratamento offline neste artigo. A complexidade da fungao
F ¢é combinatéria de acordo com o ntmero de aplica¢des, o nimero de VIs e os
seus respectivos elementos virtuais. A complexidade da funcdo G é combinatéria
de acordo com as VlIs oferecidas e o substrato fisico. Por isso, o espago de busca
por solugoes de ambos os problemas de otimizacao ¢ grande, sendo necessaria uma
grande quantidade de tempo de processamento e memoria para encontrar a solugao
Otima. Apesar disso, soluc¢oes factiveis, mas nao 6timas, podem ser encontradas com
menor dificuldade.

Nesse contexto, a complexidade dos dois problemas serve como grande mo-
tivacdo para o desenvolvimento, em trabalhos futuros, de meta-heuristicas (p.ex.,
Simmulated Annealing) e heuristicas construtivas considerando a chegada dinamica
(online) de requisigoes de aplicagoes.

7. Consideracoes Finais

As economias de escala estao impulsionando aplica¢oes distribuidas a coexistir em
infraestruturas compartilhadas. Entretanto, a falta de mecanismos para controlar o
compartilhamento de recursos da rede interna da nuvem possibilita a ocorréncia de
ataques de egoismo e DoS, prejudicando tanto provedores quanto locatarios. Desse
modo, a alocacao de aplicacoes considerando recursos de rede e critérios de seguranca
representa um grande desafio de pesquisa.

Este artigo apresentou uma estratégia de alocagao de recursos que visa mi-
tigar ataques de egoismo e negacao de servico na rede interna da nuvem. Este é
o primeiro trabalho na literatura a explorar o agrupamento de aplicagoes em in-
fraestruturas virtuais considerando a confianca mutua entre os locatarios. Dessa
forma, o sistema torna-se mais resiliente contra aplicacoes que usariam uma fatia
desproporcional de recursos, com ou sem o intuito de prejudicar outras aplicagoes.
A estratégia foi avaliada analiticamente perante diferentes niveis de agrupamento e
comparada com um esquema padrao, sem agrupamento.

Como trabalhos futuros, pretende-se desenvolver meta-heuristicas e heuristi-
cas construtivas, que considerem alta taxa de chegada e saida de locatarios (churn)
e elasticidade horizontal, para o modelo proposto. Também pretende-se acrescentar
questoes referentes a seguranga na fungao G e explorar o isolamento/agrupamento
propiciado pela estratégia proposta para mitigar outros tipos de ataques (p.ex., pri-
vacidade).
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Abstract—Cloud computing can offer virtually unlimited re-
sources without any upfront capital investment through a pay-
per-use pricing model. However, the shared nature of multi-
tenant cloud datacenter networks enables unfair or malicious
use of the intra-cloud network by tenants, allowing attacks
against the privacy and integrity of data and the availability
of resources. In this paper, we introduce a resource allocation
strategy that increases the security of network resource sharing
among tenant applications. The key idea behind the strategy
is to group applications of mutually trusting users into virtual
infrastructures (logically isolated domains composed of a set of
virtual machines as well as the virtual network interconnecting
them). This provides some level of isolation and higher security.
However, the use of groups may lead to fragmentation and
negatively affect resource utilization. We study the associated
trade-off and feasibility of the proposed approach. Evaluation
results show the benefits of our strategy, which is able to offer
better network resource protection against attacks with low extra
cost.

I. INTRODUCTION

Cloud Computing has become the platform of choice for
the delivery and consumption of IT resources. It offers several
advantages, such as pay-per-use pricing model, on-demand
self-service, broad network access and rapid elasticity. In this
model, providers avoid allocating physically isolated resources
for each tenant. Instead, they implement cloud datacenters
as highly multiplexed shared environments, with different
applications coexisting on the same set of physical resources
[1]. Therefore, they can increase resource utilization, reduce
operational costs and, thus, achieve economies of scale.

Providers, however, lack mechanisms to capture and control
network requirements of the interactions among allocated vir-
tual machines (VMs) [2]—[4]. For example, congestion control
mechanisms used in intra-cloud networks (including TFRC [5]
and DCCP [6]) do not ensure robust traffic isolation among
different applications, especially with distinct bandwidth re-
quirements [7]. Thus, communication between VMs of the
same application takes place in an uncontrolled environment,
shared by all tenants. This enables selfish and malicious use
of the network, allowing tenants to perform several kinds of
attacks [1], [8], [9]. Selfish attacks are characterized by the
consumption of an unfair share of the network (i.e., perfor-
mance interference attacks [1]), while malicious ones include
man-in-the-middle, extraction of confidential information from
tenants and denial of service (DoS).

Such attacks hurt both tenants and providers. Tenants have
weaker security guarantees and unpredictable costs (due to

potential attacks against network availability), since the total
application execution time in the cloud is influenced by
the network [3]. Providers, in turn, lose revenue, because
attacks can affect network availability and reduce datacenter
throughput [10].

Vulnerabilities of cloud network resource sharing have been
studied in [8], [9]. Recent proposals try to increase network
security through network-aware resource allocation strategies
[1], [11], [12]. Nonetheless, these schemes can neither protect
the network from malicious insiders nor prevent selfish behav-
ior by other applications running in the cloud environment.

In this paper, we propose a resource allocation strategy for
Infrastructure as a Service (IaaS) providers. Our approach
increases the security of network resource sharing among
tenant applications by mitigating selfish and malicious be-
havior in the intra-cloud network. Unlike previous work, we
investigate a strategy based on grouping of applications in
virtual infrastructures! (VIs).

Grouping applications into VIs has two benefits, as follows.
The first one is related to security: grouping can provide
isolation among applications from mutually untrusted tenants.
That is, the system becomes more resilient against tenants
that would try to cause disruption in the network, capture
confidential information from other applications or use a
disproportionate share of resources. The second benefit regards
performance, since grouping allows cloud platforms to provide
performance isolation among applications with distinct band-
width requirements. In summary, security and performance
isolation increase network guarantees for applications and
reduce tenant cost. Moreover, the proposed approach does not
require any new hardware. In fact, it can be deployed either by
configuring network devices or by modifying VM hypervisors,
similarly to [3], [10].

On the other hand, the number of groups created is pragmat-
ically limited by the overhead of the virtualization technology.
Moreover, groups may lead to internal resource fragmentation
while allocating requests and negatively affect resource utiliza-
tion. Therefore, we study different strategies to group tenants
based on their mutual trust and on the network requirements
(bandwidth) of their applications.

Overall, the main contributions of this paper are summarized
as follows:

I The term virtual infrastructure is used to represent a set of virtual machines
as well as the virtual network interconnecting them. This concept is formally
defined in Section IV-B.



« We develop a security- and network-performance-aware
resource allocation strategy for IaaS cloud datacenters.
It aims at improving network security and performance
predictability offered to tenant applications by grouping
them into virtual infrastructures.

o We formally present the proposed strategy as a Mixed-
Integer Programming (MIP) optimization model and in-
troduce a heuristic to efficiently allocate tenant applica-
tions in large-scale cloud platforms. Our strategy can be
applied on different datacenter network topologies, such
as today’s multi-rooted trees [10] and richer topologies
(e.g., VL2 [13] and Fat-Tree [14]).

« We evaluate the trade-off between the gain in security and
performance for tenants and the cost imposed on cloud
providers by our solution. Evaluation results show that
the proposed approach can substantially increase security
and performance with low extra cost.

The remainder of this paper is organized as follows. Sec-
tion II discusses related work. Section III defines the threat
model considered, while Section IV defines basic formulations
related to the problem and which are later used throughout the
paper. Section V presents our resource allocation strategy, and
Section VI introduces a heuristic to efficiently allocate tenant
applications. The evaluation of the proposed strategy appears
in Section VII, and Section VIII closes the paper with final
remarks and perspectives for future work.

II. RELATED WORK

Providers use VLANs [15] in an attempt to isolate tenants
(or applications) in the network. However, VLANs are not
well-suited for cloud datacenter networks for two reasons.
First, they use the Spanning Tree Protocol (STP), which
cannot utilize the high capacity available in datacenter network
topologies with rich connectivities (e.g., VL2 [13] and Fat-
Tree [14]) [16]. Second, VLANs do not provide bandwidth
guarantees.

Some recent work [8], [9] exploit the shared nature of
the intra-cloud network to show how selfish and malicious
tenants can perform several kinds of attacks, including DoS
in the network. These attacks are made easier by the fact that
providers do not charge for network traffic inside the cloud
(31, [4].

HomeAlone [17], from another perspective, explores vul-
nerabilities of physical co-residence of VMs to increase the
security of computational resources, which may end up im-
proving application network performance as well. Therefore,
HomeAlone is mostly orthogonal to our paper; in fact, it can
be used together with our approach to improve application
security and performance in cloud platforms.

Current resource allocation algorithms employed by cloud
providers do not handle network security [18]. Such algo-
rithms use round-robin across servers or across racks, taking
into account only computational resources (processing power,
memory and storage).

In this sense, the design of security- and network-
performance-aware resource allocation strategies for cloud
computing is a major research challenge. Recent work focuses
on providing fair network sharing in accordance with weights

assigned to VMs (or tenants) [1], [11] or on VM placement
techniques [12], [19], [20]. These schemes, however, cannot
protect the network from malicious insiders and may not
prevent selfish behavior by applications running in the cloud
platform. In particular, [1], [11] require substantial manage-
ment overhead to control each VM network share, wasting
resources.

SecondNet [4], Oktopus [10] and CloudNaaS [21], in turn,
propose to allocate each application (or tenant) in a distinct vir-
tual network (which is typically implemented by rate limiting
techniques or by the Software Defined Networking approach).
Nonetheless, these approaches present three drawbacks: 7) low
utilization of network resources, since each virtual network
reserves bandwidth equivalent to the peak demand, yet most
applications generate varying amounts of traffic in different
phases of their execution [3], [7]; 4¢) high resource man-
agement overhead; and 7i7) (internal) fragmentation of both
computational and network resources upon high rate of tenant
arrival and departure (i.e., churn) [1]. These drawbacks hurt
provider revenue and, ultimately, translate to higher tenant
costs.

In general, cloud network resource sharing presents two
shortcomings: ¢) network resources are scarce and often
represent the bottleneck when compared to computational
resources in datacenters [3], [13]; and 47) the lack of network
isolation provide means for malicious parties to launch attacks
against well-behaved tenants. Hence, our strategy addresses
these issues in two ways. First, it minimizes the amount of
bandwidth used by communication among VMs from the
same application, thus saving network resources. Second, it
is aware of both types of resources and isolates network
ones among different application groups. This way, it may
prevent attacks from untrusted tenants (or make these attacks
ineffective), specially performance interference and denial of
service threats.

III. THREAT MODEL

We consider an laaS tenant that operates one or more
applications®>. Each tenant has the same privileges as the
others, similarly to [8]. In our model, adversaries are selfish
and malicious parties. Selfish tenants launch performance
interference attacks against other applications, increasing the
network throughput of their VMs [22]. Malicious parties,
in turn, cast several kinds of attacks on previously defined
targets, including the extraction of confidential information
from victims, man-in-the-middle, and DoS. To increase the
effectiveness of an attack, malicious adversaries make use of
placement techniques [8] to collocate their VMs near to the
target.

Attacks against the availability of network resources are
performed in two ways: ¢) by increasing the number of flows
in the network, exploiting the lack of traffic isolation among
applications [3]; and i7) by sending large UDP flows. Since all
tenants share the same network (they compete for bandwidth

ZBasically, each application consists of a collection of VMs. We will define
an application in Section IV-A.



in the intra-cloud network), such attacks are not limited to their
targets, but rather can affect a large number of applications.

The attacks considered can only be launched by an insider,
that is, a tenant registered with the cloud. This requirement
reduces, in theory, the likelihood of an attack, since the user
should be accountable. However, in some platforms, accounts
can be easily obtained (no strict requirements for accounts), or
to compromise (user behavior) [23]. Furthermore, the detection
of such attacks is not simple because of two reasons. First, an
attacker can conceal malicious traffic as well-behaved [1]. Sec-
ond, a persistent attacker is not easily deterred by obfuscation
schemes [1] (i.e., techniques used by providers to hide resource
location, for instance against network-based VM co-residence
checks and internal cloud infrastructure mapping [8]).

IV. SYSTEM MODEL

In this section, we define fundamental formulations used
to model our strategy. The notations are represented by the
following rules: 7) superscripts s, v and r denote entries related
to the physical substrate of the cloud platform, the virtual
infrastructures and the requests from tenants, respectively; 1)
subscripts are indices from attributes, variables or elements of
a set. The notation is similar to that employed in [24].

A. Application Requests

The set of applications is denoted by A”. An application
request a € A" from a tenant is defined by < M, Band], >.
The number of virtual machines is represented by M. Without
loss of generality, we assume an homogeneous set of VMs,
i.e., equal in terms of CPU, memory and storage consumption.

Apart from specifying the number of VMs, a request is
extended to express network requirements. We provide tenants
with a simple abstract view of the virtual network topology
in which they reside. All VMs from the same application
are represented as being connected to a virtual switch by a
bidirectional link of capacity Band, € RY, as shown in
Figure 1. This abstraction is motivated by the observation that,
in private environments, tenants typically run their applications
on dedicated clusters, with computational nodes connected
through Ethernet switches [10].

Virtual Switch
Request:
<M}, Band}>

&,
<
2N
@ e
= e
VM1 vMME

Fig. 1: Tenant’s view of an application’s network topology.

Trust relationships between applications are represented by
17, a;» which denotes whether application a; from one tenant
trusts application a; from another tenant. We assume that trust
relationships are direct, binary and symmetric. In other words,
a tenant may or may not trust another tenant, with whom he

interacts. If there is trust, then it is reciprocal.

These relationships can be established in two ways. First,
they can be created based on the web of trust concept,
similarly to a PGP-like scheme [25]. Second, the creation of
trust relationships can be materialized by matching properties
contained within SLAs signed by different customers and
providers. This process would be assisted by the front-end
responsible for receiving the requests and transferring them to
the allocation module.

B. Virtual Infrastructures

A Virtual Infrastructure is composed of a set of virtual
machines interconnected by a virtual network (virtual network
devices and virtual links). It is a logically isolated domain
with arbitrary topology (i.e., independent of the underlying
cloud substrate). We model the set of VIs by Y, where
each VI ¢ € IV is a weighted bidirectional graph G} = <
Sy, MY, EY, Band®, Oversub® >. Without loss of generality,
we assume the set of network devices (Sy) in ¢ as switches,
similarly to [10] and [3]. The subset of Top-of-Rack switches
(ToR), in turn, is represented by RY C S?. The set of virtual
machines in ¢ is indicated by M, and the set of virtual
links by E?. Each link ¥ = (u,w) € E? connects nodes
v and w (u,w € Sy U M}). Moreover, each link e € E}
has a bidirectional bandwidth Band®’(e’) € R* and an
oversubscription factor Oversub’(e’) € Z* employed by the
provider to increase network resource utilization.

C. Physical Infrastructure

The physical substrate is composed of servers, net-
work devices and links, similarly to [4]. This infras-
tructure is represented as a weighted bidirectional graph
G =< 8% M?*, E®, Band?®, Slots®, Cost®, Cap® >, where
S* is the set of network devices (switches), M*® is the set of
servers, and E° is the set of links. Each server m® € M* has
Slots*(m®) € Z* slots. Each switch s* € S® has an associ-
ated number of virtual switches it can host (Cap®(s®) € Z1),
and a cost (Cost®(s*) € RT) per virtual switch. The cost is
proportional to the importance of the physical switch in the
network (i.e., switches closer to the network core have higher
utilization costs). The subset of ToR switches is represented
by R® C S*. Each link e* = (u,w) € E* | u,w € S* U M*®
between nodes w and w is associated with a bidirectional
bandwidth Band®(e®) € RT. Finally, P* and P*(u,w)
denote, respectively, the set of all substrate paths and the set
of substrate paths from source node u to destination node w.

V. RESOURCE ALLOCATION STRATEGY

In this section, we formally present our approach to al-
locate resources for incoming application requests at cloud
platforms, which takes security and network-performance into
account. Our strategy aims at mitigating the impact of attacks
performed within the intra-cloud network. This is achieved
by grouping applications into logically isolated domains (VIs)
according to trust relationships between pairs of tenants and
traffic generated between VMs of the same application.

To provide security- and network-performance-aware re-
source allocation, there is a fundamental challenge to be ad-
dressed: resource allocation with bandwidth-constrained net-
work links is NP-Hard [16].



For this reason, we solve the problem by breaking it in two
smaller steps (sub-problems), propose an allocation strategy
for each one of them and, lastly, combine their results. An
abstract view of the allocation process is shown in Figure 2,
which contains three functions and a given set of virtual
infrastructures. Function  : A" — G° is the approach
employed by current public cloud providers, which maps ap-
plications directly into the physical substrate (considering only
computational resources). Unlike this approach, we consider
the network in the allocation process and decompose H in F
and G, as follows. Function F : A” — I distributes and maps
applications into virtual infrastructures. Function G : IV — G*
allocates each virtual infrastructure onto the physical substrate.
Note that, in theory, F and G can be executed in arbitrary
order, but in practice G can be used first to allocate the VIs
on the cloud substrate whereas F can be used later to allocate
every incoming application request.
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Fig. 2: Cloud resource allocation overview.

In this paper, we focus on the problem of solving both
F and G for a given set of virtual infrastructures. In doing
so, we take as input the set of virtual infrastructures (more
specifically, how many and of which size each). This could
be determined arbitrarily by the provider, or for example
based on the resource utilization history [19], with information
from already allocated applications collected by tools such
as Amazon CloudWatch®. The next two subsections describe,
respectively, functions G and F.

A. Mapping VIs onto the Physical Substrate

The mapping of virtual infrastructures on the cloud substrate
(virtual to physical mapping) is performed by Function G.
It addresses a problem similar to Virtual Network Embed-
ding (VNE) [24], which allows the strategy to deal with
the heterogeneity of virtual topologies in comparison to the
physical substrate topology. Unlike VNE, the allocation also
takes computational nodes (physical and virtual machines) into
account.

Input. This function receives as inputs the set of virtual
infrastructures (Section IV-B) and the physical substrate (Sec-

3http://aws.amazon.com/cloudwatch/

tion IV-C). Furthermore, parameter oy, .,) quantifies the
importance of link (wq,ws) within the (0, 1] range.
Variables. The main variables used by Function G are:
e Z; v s € B: indicates if virtual switch s* € S from
virtual infrastructure ¢ € I" is allocated at physical switch
5% e 5%

* Yiev,(wi,wy) € B indicates if virtual link e” € £, which
belongs to virtual infrastructure ¢ € I, uses physical link
(w1, ws) € E*.

Objective. Equation (1) minimizes the amount of physical
resources used to allocate the virtual infrastructures. That is,
we seek to minimize the total amount of bandwidth consumed
from the substrate. By dividing oy, ) by the total capacity
of link (wq,ws), we ensure that links with lower importance
and greater capacity are preferred.

>

(w1, w2)€EES

O(wy,ws)
Band? (w1, w2)

S S Yierwrn * Band® () (1)

€IV VERY

Z = Min

The set of constraints guide the allocation process. The
assignment of each VI to the substrate can be decomposed
in two major components, as follows.

Node assignment. Each virtual node (virtual switch or VM)
is assigned to a substrate node by mapping M,, : (MPUSY) —
(M*®US*), Vi € IV from virtual nodes to substrate nodes:

Myp(m”) € M* | m” € My or
My (r’) € R® | r" € R or
M, (s") € S° | s" € SY\RY

Link assignment. Each virtual link is mapped to a single
substrate path (unsplittable flow) between the corresponding
substrate nodes that host the virtual nodes at the ends of the
virtual link. The assignment is defined by mapping M, :
EY — P*, Vi € IV from virtual links to substrate paths such
that for all e¥ = (wq,ws) € EY, Vi € I":

Me(wr,w2) € P° (Mny(wr), My (w2))

subject to Resid(p®) > Band’(e’) | p € M.(e"), where
Resid(p®) denotes the residual (spare) capacity of substrate
path p®.
The constraints from Function G ensure the correct mapping
of virtual resources to the physical substrate, but are omitted
due to space limits.

B. Mapping Applications into Virtual Infrastructures

Function F maps applications into VIs according to the
mutual trust among tenants and the bandwidth consumed by
communication among VMs of the same application.

Input. This function receives as input an incoming applica-
tion request (Section IV-A), the set of virtual infrastructures
(Section IV-B), two parameters (v and §) and sets P/, Vi €
17, as follows. v and § are used to balance both components of
the optimization objective. Set P;” consists of all pairs of racks



from VI: € IV [p = (r1,72) € PY | r1,72 € RY and r1 # ro]
and is used to calculate the maximum bandwidth necessary
for communication between VMs of the same application
allocated at distinct racks.

Variables. The main variables are:

e H; 4 4, € B: indicates whether applications a; and as
are allocated at VI 7 € IY;

Fy i (wyws),p € R*: indicates the total amount of band-
width required by application a at link (wi,w3) €
E?Y | wi,wy € SY for communication between its VMs
allocated at racks ri,r2 € RY | p = (r1,72) € Py from
VI i € IV. The amount of bandwidth is defined according
to the number of VMs of application a at r; and ro and
will be explained later [Equation (3)].

Objective. Equation (2) addresses two keys properties of
cloud computing: security and performance. Security is in-
creased by minimizing the number of mutually untrusted rela-
tionships inside each VI (i.e., maximizing mutual trust among
applications inside VIs). Performance, in turn, is increased
because of two reasons. First, we cluster VMs from the same
application, reducing the amount of network resources needed
by communication between these VMs. Second, we isolate
mutually untrusted tenant applications in distinct VIs. Thereby,
applications are less susceptible to attacks in the network,
specially performance interference and DoS.

Z = Min 7 * (Z Z Z (1Tgl,a2)*Hi,a1,a2>

i€V a1 EAT ag€ AT
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Next, we discuss two aspects of our model: inter-rack
bandwidth consumption and path selection.

Inter-rack bandwidth consumption. The cost of com-
munication between VMs positioned in the same rack is
negligible, since traffic remains internal to the rack and uses
only links that connect those VMs to the ToR switch. In
contrast, traffic between VMs from different racks imposes
a cost, which is given by the bandwidth consumed and the set
of links used.

We minimize the latter cost by employing the concept of
VM clusters*. A VM cluster consists of a set of VMs of the
same application located in the same rack. Therefore, we aim
at allocating each application into few, close VM clusters to
avoid spending extra bandwidth for communication. This also
benefits future allocations by saving network resources.

When all VMs of the same application are placed into
the same VM cluster, all traffic is kept within the ToR (i.e.,
negligible cost). However, if the set of VMs is distributed
into more than one VM cluster, we must ensure that there
is enough available bandwidth for communication between
these clusters. For instance, consider the scenario presented in
Figure 3, where two applications have two VM clusters each:

4This concept is similar to that of VM grouping, used in [10]. We prefer
the term VM cluster so to avoid confusion with application grouping.

Application a1
Virtual Switch

VM1q VM1s5

Application a2
Virtual Switch

VM11 VM12 VM13 VM21

VM14 VM15
Caq Ca

Ca,q Caz,1

Fig. 3: Communication between VM clusters.

we must guarantee network bandwidth in all links of a path
connecting the pairs of VM clusters from each application.
Since a single VM of application a; cannot send or receive
data at a rate greater than Band), - traffic between the pair
of clusters Cy, 1 and C,, o is limited by the cluster with
the lowest rate: min(|Cy, 1,|Cq, 2|) * Bandy, . Thus, the
bandwidth required by one VM cluster to communicate with
all other clusters of the same application is given by the
following expression:

. -
Ba,,c; = min | |¢;| * Band,_,

>

ceCy c#c;

lc| * Band,,

Ve, € Cp,  (3)

where B,, ., denotes the bandwidth required by the i'* VM
cluster to communicate with other clusters from application
Q.

Path selection. The model presented in this paper considers
the use of one path for communication between pairs of
VM clusters from the same application. That is, datacenters
typically have networks with rich connectivity, such as multi-
rooted trees [26] and Fat-Tree [14]. Cloud network devices
are usually connected with several links that are balanced
by multipathing techniques, such as Equal-Cost Multi-Path
(ECMP) [7] and Valiant Load Balancing (VLB) [3]. Nev-
ertheless, given the amount of multiplexing over the links
and the limited number of paths, these multiple paths can be
considered as a single aggregate link for bandwidth reservation
[10].

VI. EMBEDDING HEURISTIC

Based on the formal model presented in Section V, in this
section we introduce a constructive heuristic for Function F
to efficiently allocate tenant applications in cloud platforms.
Note that we do not present a heuristic for Function G for
two reasons. First, Function G is executed only when VIs
are allocated on the cloud substrate. Thus, we can use a
solver, such as CPLEX?3, to optimally perform this operation.
Second, should a heuristic be necessary, there are several
virtual network embedding algorithms in the state-of-the-art,

Shttp://www-01.ibm.com/software/integration/optimization/
cplexoptimization-studio/



for instance [24]. These algorithms can be easily adapted to
embed VIs in cloud infrastructures.

Function F, in turn, may take a considerable amount of time
to allocate one application in the cloud when executed by a
solver, specially in large-scale cloud datacenters. However, the
high rate of tenant arrival and departure requires the operation
to be performed as quickly as possible. Hence, we design a
constructive heuristic, which is shown in Algorithm 1.

The key ideia is based on two factors. First, we quantify
the number of mutually untrusted relationships inside each
VI for the incoming request (we seek to increase security
by avoiding mutually untrusted tenants to be allocated in the
same VI). Second, in the VI with the lowest number (that
is, the highest security), we allocate the application VMs as
close as possible to each other and in the smallest number of
VM clusters. Thus, we can increase security and, at the same
time, minimize bandwidth consumption for intra-application
communication.

Algorithm 1: Application allocation algorithm.

Input : Application a, Virtual infrastructure set /¥

unvisitedVIs < GetVIs (IV);

1

2 while true do

3 i < SelectVI (unvisitedV Is, T;’z) ;

4 if not i then return false;

5 unvisitedV s < unvisitedVIs \ {i};

6 Cl + o,

7 rY < FindBestRack (i, M[);

8 maxV Ms < MaxAvailableCluster (r’, M, Bandy);

9 CI + Cr U {Cluster (r%, mazVMs) };

10 allocatedV M s < maxV Ms;

1 if allocatedV Ms < M/ then

12 switchQueue < FindNeighborSwitches (r?);

13 while allocatedV Ms < M/ do

14 sV «— GetSwitch (switchQueue);

15 if not sV then break;

16 switchQueue < FindNeighborSwitches (sV);

17 torQueue < FindRacks (sY);

18 while torQueue not empty do

19 rY <~ GetToR (torQueue) ;

20 maxV Ms < MaxAvailableCluster (r?,
(M7 — allocatedV Ms), Bandy) ;

21 Cl + C} U Cluster (rY, mazV Ms);

22 allocatedV M s < allocatedVMs + maxV Ms;

23 if allocatedV Ms == M/ then break;

24 end while

25 end while

26 end if

27 if allocatedV M s == M and AllocBandwidth (C}) then

28 | return true;

29 end if

30 end while

The algorithm works as follows. First, it creates a list
(unvisitedvIs) of all VIs with enough available VMs to
hold the request (line 1). Then, it verifies one VI at a time
from the list in an attempt to allocate the incoming application
(lines 2 — 30). To this end, function SelectVI selects one
VI based on two factors: ¢) the number of mutually untrusted
relationships; and %) the number of available VMs (line 3). It
selects the VI with the lowest number of mutually untrusted
relationships between the incoming request and the tenant
applications already allocated in the VI. If there are more

than one VI with the lowest number, it will choose the one
with the largest number of available VMs. In doing so, we
take security into account while augmenting the possibility of
allocating all VMs from the application close to each other in
order to address network performance as well.

The algorithm, then, initializes the set of VM clusters C,
for the application (line 6) and calls function FindBestRack
(line 7). This function selects one rack in the following way:
if the number of unallocated VMs is smaller than the number
of VMs per rack, it tries to find a rack with the closest number
of available VMs (which must be enough to allocate the entire
application), in order to create a single cluster; otherwise,
it employs a greedy behavior, that is, it selects one of the
racks with the largest number of available VMs. When a rack
is chosen, function MaxAvailableCluster verifies the
maximum cluster size that the rack can hold (line 8) and the
cluster is created (line 9).

Next, if there are still unallocated VMs, the algorithm will
search for racks close to the already allocated VM cluster
(lines 13 — 25). This step is performed by verifying directly
connected switches (function FindNeighborSwitches)
from 7” and racks connected to the topology lower levels
of these switches (function FindRacks). When a rack with
available capacity is found, a new VM cluster is created for
the application. This process is repeated until all requested
VMs are allocated.

Finally, after all VMs have been mapped inside the VI,
function AllocBandwidth calculates and allocates the
bandwidth necessary for communication among VM clusters
from the incoming application (line 27). Upon successfully
allocating the bandwidth required by communication among
the clusters, the algorithm returns a success code. In contrast,
if the selected VI was not able to hold the request due to the
lack of available resources, the algorithm attempts to allocate
the incoming application to another VI. In case that all VIs
were verified and none of them had enough residual resources
to allocate the request, the operation fails and the request is
discarded.

VII. EVALUATION

In this section, we first describe the evaluation environ-
ment and then present the main results. The evaluation of
our approach focuses primarily on quantifying the trade-off
between the gain in security and performance to tenants and
the cost (internal resource fragmentation) it imposes on cloud
providers.

A. Evaluation Setup

To show the benefits of our approach in large-scale cloud
platforms, we developed a simulator that models a multi-tenant
shared datacenter. We focus on tree-like topologies such as
multi-rooted trees used in today’s datacenters [1]. The network
topology consists of a three-level tree topology, with 16,000
machines at level 0, each with 4 VM slots (i.e., with a total
amount of 64,000 available VMs in the cloud platform). Each
rack is composed of 40 machines linked to a ToR switch.
Every 20 ToR switches are connected to an aggregation switch,



which, in turn, is connected to the datacenter core switches.
This setup is similar to [3], [10].

Workload. The workload is composed by requests of appli-
cations to be allocated in the cloud platform. Unless otherwise
specified, it is defined as follows. The number of VMs and
bandwidth of each request is exponentially distributed around
a mean of A\ = 49 VMs (which is consistent with what is
observed in cloud datacenters [1]) and uniformly distributed in
the interval [1, 500] Mbps, respectively. Mutual trust between
tenants was generated through direct relationships between
them in a random graph with degree of each vertex (tenant)
following a distribution P (k) % Each virtual infrastructure
from the set 7, in turn, is defined as a tree-like topology with
similar size in comparison to the other VIs from the set.

B. Evaluation Results

Improved security and performance for tenants. Security
is quantified by measuring the number of mutually untrusted
tenants assigned to the same VI. It is desirable to have
this value minimized, because it may expose applications to
several kinds of attacks, including performance interference
ones caused by untrusted tenants. We verify trust relationships
between tenants in two scenarios: when allocating batches of
applications (that is, when all application requests are known
beforehand, in an offline setting), and when applications
arrive without prior knowledge (i.e., in an online setting).
We further show how performance interference attacks are
reduced. Our results are compared to the baseline scenario
(current cloud allocation scheme) in which all tenants share
the same network.

Figure 4 depicts the variation of mutually untrusted relation-
ships for three batches of application requests in accordance
with the number of VIs offered by the provider. Results show
that the number of applications is not the main factor to
increase security, but rather the number of VIs offered by the
provider. In general, we find that the number of mutually un-
trusted relationships decreases, and thereby security increases,
with a logarithmic behavior according to the number of VIs.
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Fig. 4: Security when allocating batches of applications.

Next, we measure how security increases when application
requests arrive without prior knowledge. The arrival rate of
each request is given by a Poisson distribution (similarly to

[3] and [10]) with an average of 10 requests per time unit. In
this scenario, we adopt a common admission control (similar
to that of Amazon EC2), which rejects an application request
that cannot be allocated upon its arrival.

Figure 5 shows how the number mutually untrusted relation-
ships inside the cloud varies over 2,000 time units. The number
of mutually untrusted relationships (Y-axis) is represented in
logarithmic scale, as these numbers differ significantly for
different sets of VIs. At first, the number of mutually untrusted
relationships increases because all incoming applications are
allocated, since there are ample resources. As time passes and
the cloud-load increases (less available resources), this number
tends to stabilize, because new applications are allocated only
when already allocated applications conclude their execution
and are deallocated (which releases resources). We find that the
higher the isolation among tenant applications, the greater the
security, since the number of mutually trusting applications in-
side each VI is maximized and, thus, performance interference
attacks are minimized. However, the level of security offered
by the provider tends to stabilize after a certain number of
VIs, because security increases with a logarithmic behavior.
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Fig. 5: Security in an online setting.

We also verify the number of applications competing for
bandwidth in level-2 and level-3 links of the virtual tree
topologies. Figure 6 depicts the mean number of application
sharing level-2 links (i.e., links between ToR and aggregation
switches) over 2,000 time units, while Figure 7 shows the
mean number of applications sharing level-3 links (i.e., links
between aggregation and core switches). Level-3 links are
shared by a larger number of applications than level-2 links
because layer-3 switches interconnect several layer-2 switches
and, as time passes, the arrival and departure of applications
lead to dispersion of available resources in the infrastructure;
thus each incoming application may be allocated in several
racks from different aggregation switches (and VMs from
distinct racks communicate with other VMs of the same
application through level-3 links). We see that the use of
VIs can greatly reduce the number of applications competing
for bandwidth in level-2 and, in particular, in level-3 links.
This reduction greatly minimizes performance interference
attacks. Thereby, it can increase overall application perfor-
mance by improving application network performance, since
performance interference in the network is one of the leading



causes for poor application performance in the cloud [1], [10].
We achieve this by completely isolating VIs from one another,
that is, there is no competition for network resources among
VIs, but rather only inside VlIs.
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Fig. 6: Mean number of applications sharing a level-2 link.

30

Bascline - Lv3 link P,
64 VIs — Lv3 link - Wg
’s 128 VIs - Ly3 link - /,
“
g AL
£ 2 o
S el
s
o
< s ’/
/
g
£
3 10 /
=
=}
S
5
0

0 200 400 600 800 1000 1200 1400 1600 1800 2000

Simulation Time

Fig. 7: Mean number of applications sharing a level-3 link.

Resource fragmentation. The creation of VIs and grouping
of tenant applications may restrain the allocation of requests,
because of (internal) resource fragmentation. Specifically,
fragmentation happens when the sum of available resources
(considering all VIs) would be enough to accept the incoming
request, but no VI alone has the amount of resources available
to accept the request.

Figure 8 shows results regarding internal fragmentation of
resources. Figure 8(a) shows the overall acceptance ratio of
application VM requests according to the number of VIs. We
present results for applications with the number of VMs (\)
exponentially distributed around different means. We verify
that the acceptance ratio decreases linearly according to the
number of VIs. For requests with exponential mean of A\ = 29,
there exists negligible fragmentation, since the acceptance
ratio does not decrease with 128 VIs in comparison to the
baseline scenario. In contrast, there is some fragmentation
when the number of VMs is distributed around higher A,
since there is a reduction in the acceptance ratio (2.92% with
A = 89, 4.26% with A = 69 and 6.06% with A = 49) when
comparing the baseline with 128 VIs. Thus, the excessive use
of virtual infrastructures may lead to resource fragmentation
inside the cloud infrastructure. However, it is small even for
a worst-case scenario with 128 VlIs.

Figure 8(b) depicts the acceptance ratio with cloud-load
between 70% and 80% (i.e., the usual load of public cloud
platforms, such as Amazon EC2 [27]). We see that the
acceptance ratio decreases according to the number of VIs
offered and the size of applications (that is, the bigger the
applications allocated, the worse the fragmentation). Although
the fragmentation tends to increase significantly with the
number of VMs distributed around A\ = 89 (but still with
high acceptance ratio), note that this is a worst-case value.

Figure 8(c), in turn, shows the acceptance ratio of requests
for A =49 (i.e., a setting that is observed is cloud datacenters
[1]) according to the cloud-load for different sets of VlIs.
Notice that the acceptance ratio drops significantly after the
cloud-load goes over 97% for 64 VIs (92% for 128 VIs). Since
providers usually operate their cloud datacenters at 70-80%
occupancy [27], we consider that this burden is pragmatically
negligible. Furthermore, our strategy minimizes resource frag-
mentation by assigning VMs from the same application to
VM clusters, thus reducing the amount of network resources
consumed for intra-application communication and saving
network resources for future allocations. Overall, it is possible
to substantially increase security with minimum addition of
resource fragmentation in comparison to the baseline scenario.
Providers do not need to offer a huge number of VIs, because
security increases with logarithmic behavior. The trade-off
between security and cost, if well explored, can lead to an
attractive configuration between the number of VIs offered
(security and performance) and resource fragmentation (cost).

Provider Revenue. Cloud providers, such as Amazon EC2,
charge tenants solely based on the time they occupy their
VMs. However, we envision that, in the future, cloud providers
will charge for VM-time and network bandwidth. Since it is
still ongoing research [28], we adopt a simple pricing model
similar to [3], [10], which effectively charges both computation
and networking. Hence, a tenant using M, VMs for time T'
pays M? x T (k,+ky x Band},), where k, is the unit-time VM
cost and kp is the unit-volume bandwidth cost. Such pricing
model can be used as long as the provider handles network
resource allocation. This way, we compare provider revenue
for the baseline scenario under today’s charging model against
our approach under both pricing models (with and without
considering bandwidth). Figure 9 shows the revenue of our
approach as a percentage of the baseline. We see that provider
revenue decreases around 3.5% with 64 VIs (6% with 128 VIs)
in comparison with today’s charging model. Nonetheless, it
can be substantially increased (about 17.5% for both 64 and
128 VIs) with a networking-aware pricing model.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper, we propose a resource allocation strategy that
increases the security of cloud network resource sharing and
application performance. Security is increased by isolating
applications from mutually untrusted tenants, which reduces
the impact of selfish and malicious behavior in the network.
Application performance is augmented by clustering VMs
from the same application and by minimizing performance
interference attacks from untrusted tenants. Thus, the environ-
ment becomes more resilient against tenants that could hurt
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other applications. We evaluated and compared our strategy
with a baseline scenario, in which all applications share the
same network. Our results show that security and performance
are improved with little extra cost for the provider.

In future work, we intend to dynamically reduce or increase
virtual infrastructure size in order to improve security and
minimize resource fragmentation. We further aim at including
security requirements when mapping VIs onto the physical
substrate (i.e., function G), thus improving isolation among
VIs, and exploring virtual link embedding into multiple paths.
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