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ABSTRACT

Nowadays, networks-on-chip (NoCs) have been used aas alternative
communication architecture inside complex systemclop. They offer better
scalability and performance than the traditionas.ddowever, the growing number of
interconnects that have to be inserted using smadasistors means that NoCs have a
growing number of faults, either from manufacturiog due to aging. In future
systems-on-chip (SoCs), the fault rate will be ab20 to 30% of the contact and
transistors of integrated circuits. Therefore, euernhe presence of a fault, it is still
desirable that NoCs properly work.

The main idea of this work is to implement adaptinechanisms to protect NoCs
against permanent faults. The main advantage d&f sw@chanism is to manage failures
based on data from the testing and diagnosing pHdse mechanisms are adapted in
each router in order to sustain performance, irsongathe system yield and reliability
even in the presence of failures.

Even if one adds extra blocks for replacementoteirrence of permanent faults in
a NoC might preclude the replacement or repair faiudty component within the SoC.
In such case, fault-tolerant NoCs are able to redoanufacturing costs, increase yield
and the lifetime of the chip.

Keywords: NoC, Fault-tolerancgdaptability, performance, microeletronics.



Cobrindo falhas permanentes em Redes intrachip usao técnicas
adaptativas nos roteadores em um nivel de projetoean um nivel de
algoritmo

RESUMO

Hoje em dia, as redes intra chip (NoC) sdo cadanvas utilizadas como uma
arquitetura de comunicacéo alternativa paraersigds complexos, pois estas permitem
flexibilidade e desempenho da comunicacéo. Porégnarde nimero de interconexdes
da rede, aliado a diminuicAo das dimensBes dossistares fabricados nas
tecnologias nanométricas, fazem com que a NoC pessan grande numero de falhas
durante sua fabricacdo, ou por desgaste durardevida Util. Sabe-se que, em futuras
tecnologias os circuitos integrados terdo uma tkxé&alhas permanentes de 20 a 30%.
Entretanto, mesmo na presenca de falhas, € deksejee a NoC permaneca
funcionando corretamente.

A partir do diagnostico das falhas, a NoC devecapaz de buscar alternativas para
manter a comunicacao entre 0s nucleos, evitandaras e os roteadores com falhas.
O objetivo deste trabalho é propor mecanismos atieps de protecdo contra falhas
permanentes.

Mesmo quando sao adicionados componentes extrasaparbstituicdo em SoCs, a
ocorréncia de falhas permanentes na rede intracigpde a substituicdo ou reparo de
um componente no sistema intrachip. Portanto adobtéa a falhas na NoC seré crucial
para reduzir custo de manufatura, e aumentar oimemto e o tempo de vida do
circuito integrado.

O mecanismo proposto é capaz de evitar falhas dabameriormente, na fase de
teste e diagnostico, a localizacdo especifica theafdPortanto, as técnicas se adaptam
em cada roteador para evitar as falhas permanestapre buscando manter
desempenho, aumentar o rendimento e a confiabdidadistema.

Palavras-Chave NoC, Tolerancia a Falhas, adaptabilidade, perdoice,
microeletronica.
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1 INTRODUCTION

Network-on-Chip (NoC) is an efficient communicatiarchitecture for Systems-on-
Chip. It allows the integration of a huge numbercomputational blocks in only one
integrated circuit. NoC allows the reuse of blockdich provide a high degree of
parallelism and it may present high improvemenipearformance (BENINI and DE
MICHELI, 2002). The increasing need of NoC has beéewven by the demand for high
bandwidth in communication. According to Moore’sv]aransistor integration doubles
in approximately eighteen months, but as the defathe global wires has increased,
physical connection in an IC (Integrated Circuif) the performance bottleneck
(HOROWITZ et al., 2000). NoC can provide short rntenections, which can reduce
the wire delays.

The traditional methods (end-to-end, bus-based @heérs) are not a good
solution to integrate many IP cores in System-oip€HSoCs), because they do not
scale well as more components are added to themsysid hoc solutions that use
multiple buses, crossbar and dedicated wiring cirege near optimal performance for
a specific application but they are hard to reuseé have a high development and
verification cost (PANDE et al., 2003). The useN#twork-on-chip (NoC) to replace
the traditional methods of interconnection has athges for performance and
modularity. With the use of a NoC, it was obsertiedt electrical properties can be
optimized, power consumption can be decreased yriEs and speed increased by 3
times when compared to bus-based interconnecti®Akl(Y and TOWLES, 2001).

A basic NoC infrastructure is composed of routkng&s and network interfaces. The
routers route the data through the links. The ntviterfaces adapt the data coming
from or going to the core of the network. The tagy defines the layout of the
network. The routing algorithm decides the patiwieen source and destination. Figure
1.1 exemplifies a 3x3 Grid NoC where ‘acc’ is acclamor, ‘mem’ is memory, ‘FPU’
is the Floating Point Unit, ‘I/O’ is the input anoutput block and ‘CPU’ is the
processor.
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Figure 1.1: NoC 3x3 2-D Grid with 9 routers.

With the advance in technology, as the number tefraonnections increases and the
transistor dimension shrinks, NoC will probably baa high number of faults in its
interconnections and logics (during the manufagtareduring its lifetime). According
to the projections of INTEL (FURBER, 2006y ithin a decade we will see 100 billion
transistor chipd, however, 20 billion of those transistors will fail in manufare and
a further 10 billion will fail in the first year obperatiori. Therefore, 20% to 30% will
be the fault rate in a System-on-Chip. The effédaolts can be permanent, intermittent
and transient. Here in this Thesis, we address queent faults.

In the future of any SoC architecture, it is veilkely that in order to be fault-
tolerant, a SoC will contain a large number of iegied components and will employ a
fault-tolerance approach to deactivate the defeatmponent, i.e. microprocessor or
memory, routers and wires. Once a faulty compomeast been detected, the system
software application can be used to initiate tmeai@ing hardware components.

To apply a fault tolerant technique in the NoCstfiit is necessary to test and
diagnose the communication infrastructure. Howetrer test has some challenges (how
to detect the fault, how to identify the faulty gooments: routers, wires, cores and how
to use efficiently the remaining hardware compos¢hat are fault free). Faults can be
detected by inserting input vectors capable of feating them at the output. The test
can be performed by the use of ATE (Automatic Eegtipment) or BIST (Built In Self
Test). Cota et al. (2004), has proposed the useN@iC as a way to apply these vectors
to test the cores of a SoC, performing functioeating. This work has been extended to
detect faults in the NoC links by Cota et al. (2008ore recently, Herve et al. (2009)
has proposed a method of diagnosing the locatiofawits in the NoC links. The
information of the faults location can be used bfaalt tolerance technique to isolate
the faults and to determine the fault free comptsen

In this Thesis, we propose two different technigieesope with permanent faults in
the network. We assume that faults can occur inrtheers and in the links. Both
strategies aim to increase system reliability loyasng and avoiding known faults. The
first strategy is based on the idea of designimgrduter with extra components so that
faults in the router can be tolerated. The idetnisnsure the NoC behavior by using
the router with a different configuration providimginimum performance and power
degradation. This technique is a design level exgsat At this level, we have used
techniques to protect the NoC against permanettisfauthe router buffers, in router
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FSM, links and crossbar. However, as the numbeiaualts increases, this technique
becomes less cost effective.

So, this brings the necessity of an algorithm lestedtegy. In this case, the routing
algorithm is adapted in the presence of permanaulisf in the links. With the
algorithm level strategy, faulty links and routene avoided. According to the NoC
size, the performance degradation can be minimal.

By using the solutions proposed in this Master ®abe yield can be increased
because once faulty, a SoC can be used as the ¢amitbe isolated. In the two proposed
strategies, we show results in area, frequencygpow

1.1 Organization of Text
This thesis is organized as follows:

» Chapter 2 — The case study platform is presented.

* Chapter 3 — The problem of coping with permanealt$an NoC is defined
and some state-of-the art works to solve the prolaee presented.

e Chapter 4 — The first scheme of fault tolerangeregposed, where results are
shown in terms of performance, area, power andigeqy.

» Chapter 5 — Adaptive Routing Algorithm is presentBesults in power,
frequency, area and performance are presented.

e Chapter 6 — The proposed strategies are comparetof the state of the
art techniques.

« Chapter 7 - Conclusion and future work are disalisse
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2 NOC PLATFORM

This chapter presents the SoCiN NoC platform usetiis thesis (System-on-Chip,
Interconnection Networks) proposed by Zeferino 8adin (2003). Its topology can be
configured as 2D-Grid or Torus. The Network SoCH¢ fa wormhole packet switching,
a deterministic routing algorithm, input bufferingandshake control flow and round-
robin arbiter. This chapter presents details of tbpology, switching, routing,
buffering, control flow and others characteristics.

The main block of SOoCIN is the router RASoC (RoWeehitecture for Systems-on-
Chip). RASoC is a VHDL soft-core which has treeggmaeters of change: channel
width, buffer depth and the information of the agtin the header packet, also the
number of ports can be configured. These decistmasnade in design time (channel
width, buffer size and number of ports).

The topology most common of SoCIN is 2D Grid, shawrfig. 1.1. In fig. 1.1 the
white boxes are the routers, the gray boxes arecthes and the arcs between the
routers represent the communication links. Oneufeadf a 2D Grid is that it can be
easily extended to 2D torus, adding arcs on theedguters. The torus network has the
advantage of decreasing the diameter of the netwdekertheless, in torus topology
the size of the wires are larger than in Grid togy| consequently there is a lower
frequency due to the capacity in the long wires.

The links of the SoCIN are unidirectional channelslled simples (fig 2.1). The
simplex channel has bits of data and 2 bits for control and rs&2 is the size of the
channel. The 2 bits for control are used to infafrthe flits are header, data or tail. The
parameten is defined at design time according to the neeth®fsystem. In addition to
the n+2 bits, the simplex channel needs 2 other sigi&$ and ack to do the
handshake protocol, these two signals are explaogather with the input buffering.
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Router

Figure 2.1: Link configuration of SoCIN.

The switching is wormhole. The packets are mad#itsyand each flit has the same
size as the channel, in this case bits. The first flit of the packet is the headEhe
header flit has the information needed to makephth between the source and the
destination. The following flits have the data dhey follow the header flit through the
network like a pipeline. Fig. 2.2 shows a packelg s flits, the first flit is the header
flit (H) the framing signals are “10”, this flisifollowed by the data flits (P) where the
framing signals are “00”.The Tail flit (T) comes telease the path and the framing
signals are “01”.Each router of the network has dbdity to store a few flits in the
input channel.

PACKET
Al

s ™

Framing 0
Signa|s+ 1(0(0 |0 (0[O

T|P|P|P|P|H

Figure 2.2: A Packet.

The routing algorithm is deterministic, that isetipath used for the packet is
determined by the source and the destination amddme path is always chosen. The
XY routing algorithm is deadlock free and it hal®wa cost of implementation, however
its performance is lower when the traffic or faualtes are high.

XY routing algorithm first routes the packet in theaxis until the packet reaches
the desired column and after the packet is routdtle Y axis. Once the Y axis is taken
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the packet cannot be routed in the X axis agaie. X¥ routing algorithm is deadlock
free because there is not a cyclic dependency eetivee channels, a packet will never
be routed from Y axis to X axis and this can bensedig 2.3.

1y
L4\

Figure 2.3: Permitted turns and non permitted inrgiting algorithm.

SoCIN has input buffering, that is, each input c¢te@rhas a buffer to store the
incoming flits. In SoCIN each input channel has®$Ro store and to read flits before
being sent to the output channel. Each FIFO buféesr the capability to stogeflits of
n+2 bits, wherep is the parameter chosen at design time to satiisfyneeds of the
system. In this thesis we choose the value edual to 4.

The control flow used for SoCIN is the handshakée Tsource informs the
destination the intention to send a packet. Theirdg®n answer given is “yes” or
“not”. If the answer is “yes” the source will sefids to be stored in the FIFO of the
destination, for “no” the flit is not sent and stagtored at the source’s FIFO. The
answer is “yes” when the destination has spactsiRIFO buffer and “no” when FIFO
is full. The signalsral andack, used to do the handshake protocol, are signalsngom
from the FIFO. These signals inform when the finde stored or not in the FIFO
buffer.
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3 STATE-OF-THE-ART TECHNIQUES TO COPE WITH
FAULTS IN NOCS

3.1 Faults in Network-on-Chip

With the technology scaling and the transistorsedision shrinking, fault tolerance
in the systems is becoming a key challenge forgiésy NoCs and research in the field
has gained significant momentum. Fig.3.1 and Fig. show the fault location in a
NoC-based SoC. In fig 3.1, a core with permaneuit fa shown. The permanent fault
can affect the correct functionality of the NoCatts, it can happen in the router, or in
the channel. In the worst case the fault can atfeetrouters and channels, as depicted
in fig 3.2 (c). In the router, the fault can ocauall components of the router (crossbar,
handshake protocol, buffers and others). The fauithappen in the channels, resulting
in a shortcut between different channels, betwéensame channel, between the link
and the VDD or between the link and the ground. pliemanent fault can result in a
wire-and, wire-or, stuck-at O or stuck-at 1.

Re-map the
tasks

Qa G
‘

Figure 3.1: Fault Location in a SoC NoC-based efdbres.
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(a)
short SoC

< <
.o e . e

(b)

(€)

Figure 3.2: Fault Location in a SoC NoC-baseddajers; (b) channels; (c) router and
channels.
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3.2 Related Works able to cope with Faults in NoC

To protect the NoC infrastructure some works hawpgsed fault tolerant solutions
with well-know techniques, such as Triple Modulaeddndancy (TMR) or Time
Redundancy (TR) (NICOLAIDIS, 2005) to protect the@lagainst faulty components.
However, most of these works based on hardwarendathecy severely increase the area
and power consumption to protect the NoC routecabse when one triplicates the
hardware, one also triplicates the power consumption the other hand, Time
Redundancy decreases the performance of the No€g all information needs to be
retransmitted or have a delay.

Hamming code is a linear error-correcting code.can detect up to two
simultaneous bit errors and correct single-bit istrén (Frantz et al., 2006) the use of
Hamming Code on the input buffers has been proptseguiotect the FIFO data. The
incoming data is encoded before being stored irbtliters and decoded when it leaves
the buffers. This work protects the buffers. Totpobthe link another technique is used.
The hamming code is implemented using a chain oRX@ code and decode the data,
thus it shows huge area and performance overheanisnd 50% increase in the area.
Frantz’'s works do not show results of performaring, Bo Fu and Ampadu (2008)
shows a decrease of 30% in the throughput. Thexefore can conclude that the use of
hamming code is too expensive to be applied iNall components.

The most common fault tolerance technique knowredsindancy, as shown in (YU
and AMPADU, 2008) and (ROSSI et al., 2005). In Yad 8Ampadu (2008) the authors
use adaptability to select the ECC (Error Correct@onde) scheme. When data comes
from the neighbor router, the router chooses thstraffective ECC scheme to send the
data trough the links. However, using the faulétahce technique proposed in (YU and
AMPADU, 2008) and (ROSSI et al., 2005) only thek$nare protected and,
furthermore, in Yu and Ampadu this technique iscsdly used to avoid faults caused
by noise, such as interference. In both method$eabnique was used to protect the
routers.

To protect the link of the NoC the most commontstyg used is to change the
routing algorithm. The latency of the routing alfom strategy is lower than re-
transmission and the cost is less than TMR. InZat@a et al. (2008), series of routing
strategies to utilize NoC systems with partiallyltg links are proposed.

Frazzeta et al. (2008) proposes to use partiallftyfdinks when the traffic in the
network is high. The idea is to distribute the ftcafiniformly between links. The links
capacity can be split in 25%, 50%, 75% or 100%pgtiag to the faults in the link.
The names of the three strategies are Faulty Limkifation Strategy, Partially Fault
Links Usage Strategy and Partially Faulty Links gsavith Look-ahead strategy. In the
first one, the faulty link is never used, in the@ed the faulty link can be used and in
the last one the faulty link is used. Fig. 3.3 shdhe architecture of the router. It has a
block to verify the network congestion and an inpot output register in the links to
store pieces of the link before being used by thger.

The analogy of Frazzeta’'s work is with roads inl tda. For instance, when two
roads go to the same place: one is empty of carsife is using the road), but only half
of the road can be used; the second road is frégud§, but a lot of cars are using this
road. Which one must be chosen? For Frazzetajrdterdad is empty and is chosen.
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The same is proposed for the network, if one péarthe link can be used and the
channel has low congestion, this channel must bd.us

With this proposal, Frazzetta et al. (2008), samethe best case, 12% of energy
consumption, because it can choose the minimum @ath in the presence of a fault.
However, the area overhead for the same strategiynisst 40%, but on the other hand
the delay of the network is reduced by 50% for shme reasons that can reduce the
energy consumption. In Frazzeta, only the links @@ected, that is, the routers are
vulnerable to fault detection.
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Figure 3.3: Frazzeta’s router.

In Schonwald et al., (2007) a table is used thattha information about the number
of hops needed in each port to send the packet tihensource to the destination. This
table is defined when the networks are initializeah packet sends the number of hops
and its address to the neighbor. In Fig. 3.4 tgerghm is used to avoid faults in a 5x5
NoC. The faulty routers have the following coordesa (1, 3) (2, 3) and (3, 3). For
instance, if a core connected in router (2, 0) wdatsend packets to the core that is
connected in router (3, 4), the flit of the packats sent to the following coordinates (2,
1) and (2, 2). When the flit reaches the routdhaposition (2, 2), the router sends the
flit to the router (3, 2), according to the algbnt. The router (2, 3) cannot respond,
because it is faulty, thus the router (2,2) seld&utsrouter in the position (3, 2), from
then on the routing flows normally, because theeenat faults in following routers.

The main drawback of Schonwald (2007) is that #iset grows fi where n is the
number of routers in the network, since each pmsitn the table needs four more
memory positions - stored in each router - to askltbe new neighbor. Besides, time is
needed to form the routing table, that is, all essitsend information to all routers to
store the right number of hops in the table, howekies table does not use a virtual
channel so the implementation is easier.
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Figure 3.4: Faulty 5x5 Mesh with re-routing algbnit.

KOIBUCHI et al., (2008) propose a Default BackuptlP4DBP), which is a
unidirectional path that connects all routers ilyoone way like a circle. When the
router has a fault or the link is faulty, the DBPenabled and used to send and receive
the packets to/from the neighbors. The DBP is coteteto the network interface. In
order to use the default backup path and connectdhiters to the network, a virtual
channel is needed to forbid some turns.

A set of wires of the DBP are used to send the gtadk one direction and the other
sets are used to send the packets in the oppastdion, although the use of a virtual
channel makes the control of the NoC more comptekraore prone to faults. One can
observe that the DBP increases the power consumptithe links and the latency of
the network, because when the DBP disables a raierouter components, such as
FIFO, crossbar and arbiters are not used, onlyitieis used. So, by using the DBP
paththe packet takes more time being routed than imtiggnal path.

Table 3.1 shows all related works with the techegused and the network part that
are protected. The first four related works proteet NoC adding more hardware, they
change the architecture to be fault tolerant. Hsé three present the routing algorithm
as a fault tolerant technique, in this case thetiimgualgorithm isolates the fault
component. In the table 3.1 one notices that Frang&. (2006) can protect the link and
the router at design level. In algorithm level thare two related works that protect the
router and the link, however Schonwald does notaisértual channel, such as the
strategy proposed in this Thesis.
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Table 3.1: Related Works

Authors Protection of | Protection of | Technique usedAdaptive
the link the router Technique
YU and yes no Error Yes,
AMPADU Correction parametrical
Code ECC
ROSSI yes no Error No
Correction
Code
FRANTZ yes yes Hamming No
Code in the
router buffers.
TMR in the
links
NICOLAIDIS | no yes TMR, buffers | No
FRAZZETTA | yes no Routing Yes
Algorithm/
table
KOIBUCHI yes yes Routing Yes
algorithm/
virtual channel
SCHONWALD | yes yes Routing Yes
algorithm/
table

The first four related works use redundancy teamesqto protect the NoC against
fault. They work at design level and use one tegimito protect one part of the NoC,
router or links or both. When comparing these tegles with the design level based
strategy proposed in this thesis, our proposal dussuse only one fault tolerant
technique to protect the network. The proposal aseadaptive scheme to isolate the
faulty buffers and the fault column or row of thegsbar. TMR and Hamming Code are
used to protect the FSMs and the linlespectively.

The last three related works use an adaptive rguwigorithm to protect the NoC
against fault. However all these related worksaiseuting table or a virtual channel to
implement the adaptive algorithm. This increasesdtea and the power consumption
of the network. Our proposal at algorithm level sloet use a virtual channel or routing
tables to implement the adaptive routing algorithwe, use the advantage of the NoC-
Torus to re-route the packets through the fauk-fraths.

Another aspect is related to fig 3.5, in this figuthe related works are split
according to the part of the network that is prtgdcand the strategy level used. Since
Frazzeta et al. (2008) has the option of using @dapouting and part of the link, it
uses two level strategies, algorithm and desigellein fig.3.5 we are able to see that
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Frantz and Schonwald protect links and routersytzrat design level and Schonwald at
algorithm level. These two works have the sameamhwork at the same levels as the
proposals of this thesis.

Link Router

Yu and Ampadu
Parametrical ECC in the
Links

Frantz et al.
Hamming Code in the Nicolaidis

buffers and Time TMR in the buffers
redundancy or TMR in

the links

Rossi ECC in the links

Frazzeta Design-level

Partially links used and .
ada ptive routing Algorlthm-level
Schonwald Koibuchi
Adaptive routing with Adaptive routing with
table virtual channels

Figure 3.5: Related Works.
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4 STRATEGY BASED ON DESIGN-LEVEL: ADAPTIVE
ROUTER

The adaptive router proposed in this master thesstains performance and low
power consumption. The design level strategy talddsmntage of the fact that we can
change the size of each buffer (number of slotsddcordance with the need of the
application. From this idea, a fault-tolerant adaptouter is proposed to protect the
buffers allowing further improvements in the penfi@nce of the system.

The underlying ideas of our fault-tolerant roulierin the fact that not all buffer
slots have to work at the same data rate, i.e.edauffers have to endure larger traffic
than others. This means that, in a NoC with theeshuifer sizes for all channels, there
is a set of buffers that are underutilized regaydive actual communication need.

The buffers used in the router channels are redgentor storing the incoming
packets from the links. A faulty buffer slot sengigong information to other routers.
This chapter presents a method to use the bufies sf other channels when a fault in a
certain buffer slot is detected. We focus on primgda fault-tolerant adaptive router
(FTAR) to dynamically adapt the utilization of beff words in the channels in
accordance with the faults detected. In additibe, touter uses Hamming Code and
TMR to protect the data wires and the FSM (FIFOhvdshake and arbiter) of the router,
respectively. One extra column and row was addeutdtect the crossbar of the router.
With the proposed strategy it is possible to inseethe yield and the system lifetime
while at the same time ensuring the system perfocenand low power consumptions
when compared to other techniques of fault tolezaitie approach used in this Thesis
goes in the direction of having a minimal overh@aderms of area and power, while
maintaining the performance level and improvingtteéd and reliability of the system.
We present some adaptive mechanisms that can betasecrease reliability without
power or performance penalties. The next sub-segiresents some proposals about
heterogeneous SoCs and also reasons to use heoageouters.

4.1 Heterogeneous SoCs

System-on-Chips (SoCs) are emerging as one otttmologies providing a way to
support the growing design complexity of embeddgdtesns, since they provide
processor architectures adapted to selected problasses, allied to programming
flexibility.

To ensure flexibility and performance, SoC combiseseral types of processor
cores and data memory units of widely differenesieading to a very heterogeneous
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architecture. The interconnection infrastructuresinguarantee several contradictory
goals, like high throughput for certain communicatpatterns, the possibility of a very
fast partial routing update for very dynamic apgiions, reliability in critical
applications, scalability, all with low power, losnergy and low area overhead.

Azimi et al., (2007) affirm that it is necessary fiod a way to keep the off-die
bandwidth manageable in system architectures wébtetoffs like cost, power and
performance. Moreover, in a hardware context, sistem must offer expressive
flexibility with a scalable high-bandwidth, low-Etcy and power-efficiency to
interconnect the cores allowing them to access mgraod communicate with each
other and with the rest of the system.

Manferdelli et al., (2008) assure that to guararibeeincrease in performance of
general purpose CPUs, one needs to use massiviéelpacemputing. For this, more
independent CPUs, bigger caches and more indepenmasmory controllers have been
used and it is possible to find many applicatidreg tise heterogeneous processors with
several memory controllers to provide a large meminterface. One can find an
example of this architecture on the Xbox360 (ANDR&EWhd BAKER, 2006). Fig.4.1
shows a system block diagram of the Xbox, a platfaith several cores and each core
having specific throughput and bandwidth. The XI3®0 has one CPU with 3 cores
and 1 Mbytes of L2 Cache. The CPU communicatexiiravith the L2 Cache at 10.8
Gbytes/s. The CPU has two memory controllers to mamcate with an external
memory, one BIU/IO Interface, a 3D accelerator card0 Mbytes EDRAM memory
and a Video output. The BIU/IO interface, in itsnjumakes communication with the
CPU, L2 Cache and with the 10/Chip and all thesmrainications have different
throughputs.  Therefore, a router must consider puessibility of different
configurations to guarantee the QoS to every acaseyell as the right bandwidth and
throughput, while at the same time achieving thallest possible area overhead and
power dissipation.

As another example of mixed communication behaaimt requirement, there is a
clear difference between cores in a SoC with owdrder cores (OoCs) and in-order-
cores (loCs), as shown in the Fig. 4.2, (MANFERDEEL al., 2008). OoCs are larger
and have a worse power performance than IoCs. @aGdHe VLW processors which
use a huge amount of dates to compute at oncehanb® can be a RISC processor
which compute less data at a time and communicates than OoCs. Besides, there is
more communication among loCs than OoCs, thus dhadr need to have different
interconnection characteristics among them in order guarantee a higher
communication bandwidth among loC devices. Thidug to the fact that their
communication with OoCs occurs in a much smallatesc

From the SoC examples of fig. 4.1 and fig. 4.2, oar see that each NoC has a
different communication pattern. In a NoC sevetaims can vary from design to
design, like buffer depth of FIFOs, router topolpgwitch and arbiter (VESTIAS and
NETO, 2006). In this manner, decisions such asutftiput, latency and bandwidth are
defined as a modification of the NoC architecturgst of the time being made at
design time, trying to guarantee the performanddefsystem. However, whenever the
product needs an update or has to change its funaditiy, most likely a huge change in
the communication pattern will be observed and betecisions performed at design
time would mean either a loss in performance, @essive power dissipation. Today,
cell-phones are a good example of this continusasgss of updating to integrate new
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functions. The decision made at design time cagunatantee the same performance for

these new services.
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Figure 4.1: Xbox 360 block diagram (ANDREWS andEZR, 2006).
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4.2 A Quantitative Analysis of the Problem

Four examples of real applications were simulatecrtalyze the behavior of the
router. The applications used were the MPEG4 (Motiicture Experts Group 4),
VOPD (Video Object Plane Decoder) (BERTOZZI, D.akt 2005), MWD (Multi-
Window Display) (SRINIVASAN and CHATHA, 2006) andh¥x (ANDREWS and
BAKER, 2006). All have 12 cores, but with differenbmmunication patterns, as
represented in each link bandwidth.

A traffic simulator in Java was utilized to evaledhe network hotspots and the
average latency using the adaptive and originakrsuThe distribution of the cores, in
the NoC, was specified in accordance with the comoation needs of the cores,
reflecting a design time choice based on the calgpplication.

,ﬁc_.,aw =

acde" 49 strlp up ar_m
scan red
fr( 33—
vop 313 vop
mem rec

(c) d) (
Figure 4.3: (a) MPEG4; (b) MWD; (c) Xbox; (d) VORBsk graphs.
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| risc

Figure 4.4:4x3 NoC for (a) MPEG4; (b) MWD; (c) Xgdd) VOPD.

Fig. 4.5 shows the mean efficiency of MPEG4, VORDYD and Xbox to the core
graph of fig. 4.3 mapped to a NoC 4x3 with homogersebuffer size. To compute the
efficiency of each router in the network, first bawore of the MPEG4, VOPD, MWD
and Xbox were mapped to a specific router in th&€ Nacording to figure 4.4. This
mapping is used for all experiments shown in thesis.

In this thesis, efficiency represents how many aoffdr slots are being used
appropriately, in accordance with the necessithefapplication. Fig. 4.5 represents the
efficiency in accordance with the equation 4.1.sTéguation indicates the number of
the buffer slots really used per number of bufexisting in each channel of the NoC.
This proves that homogeneous routers use excdssifers to some channels since not
all channels present the same communication ratsudh cases, the extra buffers of the
channel consume area and power unnecessarily.

i=iguers #buffers _slots _used _ router,
i #total _buffers _slots _ router,
#routers

n= (4.)

The overall idea is to show how much of the bufflat is used, assuming the size
was chosen based on the maximum performance.
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The buffer is sized for the highest size to gusanhat all channels in a router will
have low latency, that is, each router will have thighest amount of flip-flops to
provide performance for that specific link. Fortarsce, in aouterXit was noticed that
at design time one channel of trmuterX needs 8 buffer slots, so all channels of the
routerX will have 8 buffer slots to guarantee performan®e. the other hand, in a
routerX+1 the maximum buffer slots needed is 2 and so ahobls will have buffer
slots equal to 2 imouterX+1 However, in this case, if the application is alpeoh
probably the latency and the power consumptione@®e, since in some link there
might not be enough buffers to ensure QoS. In Aeeand Susin (2003), as the buffer
depth increases the latency decreases, becaupadket will be stored in the buffers
and then will use less links when they are blocKddwever, as the buffer depth
increases the cost of the router increases too.

One can see, in fig. 4.5 that in a buffer sizedhi best performance case, around
54% of the buffer slots are utilized and all thdess are not. However, they are
consuming power, but they are not contributingeiducing the latency or the number of
hotspots in the network. These results were predentVLSI-SoC (Matos et al.,2009)

too.
‘ | |
MPEG4 _
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W Efficiency (%)

N
MWD

XBOX
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Figure 4.5: Efficiency of a homogeneous router.

As one can notice, the SoC has a dynamic naturéhisncase the fault tolerance
technique for SoC needs to be dynamic too. The taldrant technique needs to be
adaptive, to adapt to changes in the systems aaddpt to failures that will arise. The
following sections present the proposed techniquésre the solutions are adaptive.
The solutions adapt according to the requiremethh@tystem, or according to the fault
location, without the need for oversized featuneseedesign to avoid the faults.
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4.3 Adaptive Router Architecture

If a NoC router has a larger buffer, the throughpilt be larger and the latency in
the network smaller, since it will have fewer flggéagnant on the network (WU and
CHI, 2005). Nevertheless, there is a limit in therease of the buffer depth. Since each
communication will have its peculiarities, sizinget buffers for the worst case
communication scenario will compromise not only tbating area, but power as well.
However, if the router has a small buffer deptle, ldtency will be larger and the QoS
may be compromised. The proposed solution is tce leheterogeneous router, in
which each channel can have a different buffer. dizéhis situation, if a channel has a
communication rate smaller than its neighbor, iyriead some of its buffer units that
are not being used. In a different communicatiottepa, the roles may be inverted or
changed at runtime, without a redesign step.

In the adaptive router it is possible to dynamicadiconfigure different buffer depths
for each channel. A channel can lend part or thelevbf its buffers in accordance with
the requirements of the neighbor buffers. To redim®ection costs, each channel may
only use the available buffer slots of its rightldeft neighbor channels. In such a case,
each channel may have up to 3 times more buffas $sl@an its original buffer size
planned at design time. When a channel fills it&rertbuffer it can borrow more buffer
words from its neighbors. In this manner, somea®gf each channel must be sent to
the neighboring channels in order to control itge flits. The information about how
many units of the buffer are used for each charsngtnt by an external control and this
information can be dynamically altered outsiderthéer on the fly.

Fig. 4.6(a) shows the original and proposed inpeEORwhich contains 4 buffer slots.
Comparing the two architectures, the new proposas umore multiplexers to allow the
reconfiguration. Fig. 4.7 is the new architectune & shows the channel of fig. 4.6(b).
Fig. 4.6 (b) presents tifeouth Channehs an example. In this architecture it is possible
to dynamically configure different buffer depths ftchannels. This architecture was
present in the ARC workshop (Concatto et al., 2009)

Each channel can receive three data inputs. Lebnsider theSouth Channehs an
example, having the following inputs: the own ingdin_9, the right neighbor input
(din_E) and the left neighbor inpudlih_W). For illustration purposes, let us assume we
are using a router with FIFO depth equal to 4 drete is a router that needs to be
configured as followsSouth Channelith buffer depth equal to ast Channeivith
buffer depth equal to 2)/est Channelvith buffer depth equal to 1 aridbrth Channel
with FIFO depth equal to 4. In this case, 8mth Channaheeds to borrow buffer units
from its neighbors. As thEast Channebccupies 2 of 4 units, this channel can lend 2
units to its neighbor, but even then, Beuth Channestill needs 3 more buffer units.
As theWest Channebccupies only 1 unit, the 3 missing units candye to theSouth
Channel

When theSouth Channehas a flit stored in thEast Channebnd this flit must be
sent to the output, it is passed from Hest Channeto theSouth Channgld_E_S and
so it is directly sent to the output of tBeuth Channef{dout_S)by a multiplexer. The
South Channehas the following outputs: the own outputogt § and two more
outputs @ S Eandd_S W to send the flits stored in its channel but bglog to
neighbor channels.
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Figure 4.7: Proposed router architecture.

Some rules were defined to enable the use of lsuffem one channel to other
channels. To reduce connections costs, each charaebnly use the available buffer
words of its right and left neighbor channels. Wiaechannel fills all its buffers it can
borrow more buffer words from its neighbors. Firs¢ channel asks for buffer words to

the right neighbor and if it still needs more busfeit tries to borrow from the left
neighbor.

In this manner, some signals of each channel meassdnt for the neighboring
channels in order to control its stored flits. Thi@rmation about how many units of the
buffer are used for each channel is sent by anredteontrol (it is information received

by an input pin of the router) and this informatican be dynamically altered outside
the router.

In the proposed router architecture each chanrmeh&rmhow many of its own buffers
are being used in the channel and how many areg l@irmrowed from neighbors. Each
channel controls its storage flits, being thosasustored on its own buffer or in the
neighbor channel buffers. In this design we are quotsidering the possibility of the
Local Channelsing neighbor buffers, only tf8outh North, West andeast Channebf
a router can make use of their adjacent neighbors.
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The link between the router and the core, ltbeal Channeljs not shared in the
network, rather it is a dedicated link between ¢bhee and the router. Therefore it was
decided to not include the loan process inlLibeal channel

In order to reduce routing and extra multiplexene adopted the strategy of
changing the control part of each channel. Hereeporrow/lent process is coordinated
only by simple finite state machines and pointemaggement for each FIFO storage
unit. This work was presented in the ISVLSI Congr@datos et al., 2009).

4.4 Performance Results of Adaptive Router Architectue

This section shows the results of performance efatiaptive router, without any
fault tolerance. In this chapter we prove thatdtaptive router decreases the latency of
the router in almost 80%.

In order to define the buffer size to each channedccordance with its need, we
used a simple decision mechanism described by fgerifhm 4.1. This algorithm
distributes buffer slots among the channels of aaciter. The algorithm 4.1 is very
simple to implement, hence the reason it was chof¥bis means that if a better
algorithm were implemented the performance wouldbbter. The algorithm 4.1 is
implemented in Java by a cycle accurate simulaiether with adaptive router shown
in section 4.3.

The applications (MPEG4, MWD, XBox, VOPD) used foserve the performance
of the NoC were emulated. According to the mapmhfg. 4.4 and the core graph of
fig. 4.3, the equation 4.2 was computed.

freq
bandwidth

packet (4.2)

num_cycles per_ packet=

By explanation, num_cycles_per_packeis the period that each core must send its
packets,freq is network frequency, thbandwidthis given by the core graph and the
packet isgiven by the application. Theum_cycles_per_packeis given to the cycle
accurate simulator to analyze the latency and tittput of the network.

The simulator analyzes each channel individuallgd aerforms the buffer words
distribution according to the number of hotspotgstFthe algorithm verifies the
hotspots of each router. We consider hotspots tlobsenels that receive a large
number of flits and in such cases, require manyebsifiwords because of contingency
reasons. This way, whenever hotspots are detatie@dlgorithm verifies the possibility
of borrowing the neighbor’s channel buffers unitgen there is only one hotspot in the
router, the buffer loaning process occurs betwesm tight and left neighbors.
Otherwise, if there are two hotspots in the routee neighbor’s buffer words are
divided between the hotspots. For these experiméred-length packets of 80 flits
were assumed and the link size was defined to li®td6From these decisions, with the
information of bandwidth presented in fig. 4.8 awtth a defined frequency, we
determined the interval in number of cycles thathepacket is sent to the link. The
bandwidth to each link considers the need of aksathat utilize it.
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When a neighbor channel is used and it is not splodt the channel will leave only
one buffer word to the neighbor channel and wid tlee remaining buffer words. When
there are three hotspots in a router, no buffetsskan be lent. The constant
buffer_increaseonsidered in the pseudocode refers to the chéufier depth.

Algorithm 3.1. Pseudocode to use the buffers of the router chanise

1 FOR router=0 to number_of rout&O

2 FOR channel=0 to O

3 IF channel is hotspofBHEN

4 IF number_hotspots_router =THEN

5 IF buffer_right_neighbor is not us@HEN

6 buffer_channel = buffer_channel + buffer rgase;

7 buffer_right_neigbord = buffer_right_neigter buffer_increase;
8 ELSE

9 buffer_channel = buffer_channel + (buffecr@ase-1);

10 buffer_right_neigbord = buffer_right_neigthe- (buffer_increase-1);
11 END IF

12 IF buffer_left_neighbor is not usétHEN

13 buffer_channel = buffer_channel + buffecr@ase;

14 buffer_left_neigbord = buffer_left_neigberdbuffer_increase;

15 ELSE

16 buffer_channel = buffer_channel + (buffer_incea$;

17 buffer_left_neigbord = buffer_left_neigherdbuffer_increase-1);
18 END IF

19

20 ELSE IF number_hotspots_router =THEN

21 IF buffer_right_neighbor is not usddHEN

22 buffer_channel = buffer_channel + buffecré@ase;

23 buffer_right_neigbord = buffer_right_neigthe- buffer_increase;
24 ELSE IF right_neighbor_channel is not hotspdt$EN

25 buffer_channel = buffer_channel + (buffacrease-1);

26 buffer_right_neigbord = buffer_right_neigthe- (buffer_increase-1);
27 ELSE IF buffer_left_neighbor is not usetHEN

28 buffer_channel = buffer_channel + buffecr@ase;

29 buffer_left_neigbord = buffer_left_neigberdbuffer_increase;

30 ELSE

31 buffer_channel = buffer_channel + (buffacrease-1);

32 buffer_left_neigbord = buffer_left_neigherdbuffer_increase-1);
33 END IF

34 END IF

35 ENDIF

36 END FOR

Using the algorithm 4.1 for buffer slots lendinge wbtained the results of fig. 4.8,
which presents the behavior of the NoC for the VGIpPplication using a 4x3 NoC (fig.
4.4(d)) with buffer depth equal to 4. The X axiggents the input channels of all 12
routers of the NoC and the Y axis represents timelbeu of flits that need to wait for the
availability of the buffer before being sent to thext router.
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Equation 4.3 shows how theiffer _overheads calculated, wherits_to_sendefers
to all flits that should be sent to a channel, adiog to a bandwidth required for a
router with an infinitive buffer depth. THruffer_depthmeans the real buffer size of the
channel.

buffer_overhead flits_to send-buffer _depth (4.3

Fig. 4.8(a) depicts the results obtained with hoemagus routers and fig. 4.8(b)
presents the reduction of hotspots obtained wiéhdttaptive router. One can observe
that with the adaptive router the number of hotspeas drastically reduced. In fig.
4.8(a) there are 7 peaks over 3000 flits. In fig(4) there are 3 peaks and none is
higher than 5000 flits. This means that the adeptbuter has 2.33 times less peaks than
the original router.
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Figure 4.8: Number of flits overhead per routeriethe original architecture (b) in the
new router for VOPD



37

We analyzed four applications (MPEG4, MWD, VOPD axd@OX) that present
different traffic conditions (for the mapping presed in fig. 4.4). We fixed the buffer
size of the adaptive router to 4 and sized theeboudf the original router in order to
have the same latency as the adaptive ones. Incdisis, to reach the same average
latency obtained with the adaptive router, the hgem@ous router needed much larger
buffers, as it can be seen in fig. 4.9.

In fig. 4.9 each application has two columns, tingt tolumn is the adaptive router
with buffer depth equal to 4 and the second isbiliiger size of a router fixed at design
time required to reach the same latency performanbserving the results presented in
fig. 4.9, we verify that the buffer depth greathfluences the average latency. As these
applications present different bandwidths in thekdi and a different number of
connections among the cores, we can confirm thdtate the same average latency
obtained with the adaptive router, larger and fangncases useless buffer depths were
required by the homogeneous router.

In fig. 4.9 we observed that the MWD applicatioreggnted the smaller latency
results to the adaptive router and thus to obtde same latency value, the
homogeneous router required a buffer with 11 pmséti This can be explained due to
the traffic behavior of the MWD application, sintesre are few connections among the
cores. In this case, as there are many buffer umiish are not used, they could be lent
to the channels in use. This experiment provesithatpossible to use a single NoC
with the adaptive router to obtain low latency testor any application.

VOPD

Adaptive Router
®™ Original Router

Figure 4.9: Four applications with buffer depthlod original router sized in order to
obtain the same latency of an adaptive router fuitffier depth equal to 4.
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With the adaptive router we also verified that ¢heras a better distribution of flits in
the network. Fig. 4.10 shows the number of flitst theed to wait for the availability of
the buffer to be sent to the next router. We catltesl situation buffer overhead and the
high values of buffer overhead represent the hts¢sp@., channels that need a larger
buffer depth.

In the X axis of fig. 4.10 one can see how manyndlets have approximately the
same number of buffer overheads (flits that cowltlb® stored in the first time). Hence,
fig. 4.10 shows the number of channels that geedta network congestion, for the
original router in fig 4.10(a) and for the adaptimee in fig. 4.10(b). One can observe
that for the original router there are 10 chaniffelst two columns in fig. 4.10(a)) that
potentially decrease the performance of the NOQvéver, for the proposed router one
has only 2 channels that decrease the performamtenvgh a much smaller buffer
overhead value, since the buffer lending/borrowaracess better distributes the storage
of flits in the NoC. This experiment shows that tbe same buffer size, the adaptive
router uses the buffer slots more efficiently ardde less power is wasted.
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Figure 4.10: Occurrences of flits that need to watavailability of the buffer to be
sent to the next router to MPEG4 application forofaginal and (b) adaptive routers.
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4.5 Fault Tolerant Adaptive Router (FTAR)

When a fault is detected in a set of buffer unitaiFIFO, the FIFO is not totally
useless. Only the buffer unit, to which the fadlty-flops belong, must be discarded.
This buffer unit is isolated and the next bufferrdiin the FIFO is used. Nevertheless,
when all fault-free buffer units of the channel betng used by the application (due to a
certain traffic pattern, for example), the faultyfiers need to be replaced. In this case,
the buffers of a neighbor channel are used to sutesthe defective buffer unit. As the
cores connected to the NoC present different concatian requirements, not all
channels need to use all their buffers, in thdirdize, all the time. Of course, for some
buffers there will be a tradeoff between perforneaaad fault tolerance. For example,
when all units of the buffer in the FIFO are faultya single channel, then at least one
buffer slot must be borrowed from a neighbor. Arolel can borrow more than one
buffer unit from its right and left neighbor chahne

Fig. 4.11(c) shows the fault tolerant strategy psgul for the buffer slots to isolate a
fault in a flip-flop. Fig 4.11(a) shows a buffertiall slots fault-free, but fig. 4.11(b)
presents the FF3 faulty, in this case a routerawitla fault tolerant technique will lose
this buffer and consequently the channel. Fig.&)J14ltows the fault tolerant technique
proposed for buffers. The FF3 is isolated and thét ffree buffer slots continue to be
used. All channels in the router have the abilityavoid the fault in their buffer slots.
The Local Channeldoes not have the ability to lend or to borrowtslérom the
neighbors.

(@) (b) (c)

Figure 4.11: Buffer slots (a) fault free; (b) faglfc) isolating a fault.

Fig. 4.13 shows the adaptive (fig. 4.13(a)) andfthdt tolerant adaptive buffer (fig.
4.13(b)). Fig. 4.13(b) shows that there ifaalty buffersignal that informs the buffer
control which is faulty. According to tHaulty buffersignal the buffer slot can be used
or not. If the flip-flop is faulty the control bypaes and uses the next flip-flop. Only if
needed, to sustain performance, buffer slots am@Wwed, following algorithm 4.1.

As in the adaptive router without fault toleranttes FTAR must send some signals to
the neighboring channels in order to control tleeest flits. Each channel receives three
data inputs. Let us consider tB®uth Channebls an example, having the following
inputs: the own inputdin_9, the right neighbor inputdin_E) and the left neighbor
input din_W), as shown in Fig. 4.13(b). For illustration pusps, let us assume we are
using a router with buffer depth equal to 4 andSbath Channehas three faulty buffer
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units, as depicted in fig. 4.12(b). In such a c#seSouth Channeheeds to borrow one
buffer unit from its neighbor channel. Let us colesithattast Channetan lend part of
its buffer, then, as the fault Bouth Channak signalized, the flit is sent to data input of
the East Channeénd it is stored in these buffers units. Whenflihbelonging to Soth
Channelstored in theEast Channels required, it must be sent to the output, passin
from the East Channeto theSouth Channe{d E_$S and so it is directly sent to the
output of theSouth Channe(dout_$ by a multiplexer. The&South Channehas the
following outputs: its own outputdput_J and two more outputsl(S E andd_ S Mb
send the flits stored in its channel but belondgimgeighbor channels. Firstly, in the
occurrence of faults, the channel borrows a bufi@n the right adjacent channel. In
this design we are not considering the possibdityhe Local Channelusing neighbor
buffers, but thé.ocal Channehas the ability to isolate the faulty buffers.

North Channel

4
o 1 X 3 T le.
— 1E q

South Channel

(@) (b) ()

Figure 4.12: (a) router designed with buffer deptlb) an example of faulty buffer; (c)
reconfiguration of the buffers to meet the faultyffer demand.
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4 .6Fault Tolerance Solutions
4.6.1 Links

The idea of the strategy based on design-leveb isoimbine four fault tolerance
methods to tolerate permanent faults, each onettagga different part of the circuit to
allow the smallest possible area and performanezhead. To obtain a fault tolerant
NoC, we use the adaptive router as a solution utiyfdouffer units, since wasting all
buffer slots, in terms of cost, is unacceptableth®t link level, any defect in the metal
contacts could compromise a wire and must alsoibgated and hence hamming code
is used to protect the links, as shown in fig. 4Hdmming encoding occurs also in the
network interface and the links are decoded befotering the buffer of the FIFO. For
a channel with 34 bits (32 data + 2 control), & laite needed to include the hamming
code.

Figure 4.14: Hamming code in the NoC links. E —aslicg code, D — decoding code as
proposed by Frantz et al, 2006

4.6.2 Switch Matrix

One column and one row were added to protect thesbar of the router. When a
fault occurs in the crossbar it can be isolatedthedextra column and/or row are used.
Fig. 4.15 shows one example where West Channeilvants to send packets to the
North Channel For instance, if the row used by the West Chanimethe crossbar is
faulty, the multiplexer in the input of the croselmactivate to use the extra row, then
the flit is sent to the extra row, isolating thellfa As only one extra row and column
were added, each switch matrix can tolerate onéifathe crossbar.
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Figure 4.15: RASoC switch matrix.

4.6.3 Finite States Machines

The TMR strategy was used to tolerate fault in &8s of the router. There is not
redundancy in the FSM or it is very difficult tanfl these redundancies. The easiest way
to protect FSMs is TMR. For that reason were udd&®Tn all FSMs.

Most of the FSMs in the router architecture arepd@rand consequently small. For
example, the FSM that controls the FIFO is verylgntdas only three states. We have

chosen TMR to protect the control of the FIFO, sitite TMR scheme triplicates the
Finite State Machine.

For the FSM in the FIFO we added 3 registers {& lbind 1 voter to choose the right
output of FSM. All these methods have the goalnsiueing the integrity and reliability
of the data that passes through the NoC in theepoesof permanent faults. The TMR
was also used for the handshake protocol and tierrout as shown in the results, the
cost is lower than for using TMR for all the router
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4.7 Performance and Synthesis Results

47.1 FTAR Evaluation

A traffic simulator in Java was utilized to evakahe average latency using a
homogeneous, adaptive, fault tolerant adaptiveersuiThe distribution of the cores in
the NoC was specified in accordance with the comaation needs of the cores,
reflecting a design time choice, being based on dhginal application. For our
experiments, a 4x3 NoC was used.

To simulate the FTAR we have implemented a verypknbuffer distribution
algorithm in Java as shown in the pseudocode aofiéiign 4.1. In the presence of faulty
buffers, the algorithm bypasses the faulty buffet,an accordance with the need of the
application, more buffer units can be obtained frogghbor buffers.

Firstly, the algorithm verifies which are the chalswith faulty buffer words and, in
accordance witmumber_faulty buffergwhich has the number of defective buffer
words in the channel), decrements the depth oktbeffers. The faults are diagnosed
off-line and are not in the scope of this work. Seduently the pseudocode of the
algorithm 4.1 is implemented considering now ohly hon-defective buffers. This code
verifies the total number of flits that passes oz&ch channel. If the channel presents
the number of flits above a certain thresholds itansidered one hotspot. The threshold
Is considered as the mean value between the twenegs of the total number of flits
that cross the NoC channels. In this way, whenpuottsare detected, the algorithm
verifies the possibility to borrow the neighbortsaninel buffers. When there is only one
hotspot in the router, the loan of buffers occuesseen the right and left neighbors.
Otherwise, if there are two hotspots in the routbe neighbor buffers are divided
between the hotspots. When a neighbor channeled aad it is not a hotspot, the
channel will leave only one buffer to the neighlsbannel and will use the remaining
buffers. When there are three hotspots in a roahuffer can be lent. The constant
buffer_increaseconsidered in the pseudocode refers to the chdwufédr depth. The
algorithm 4.1 does not consider thecal Channel

In order to verify the use of the fault tolerantaptive router we performed some
simulations by randomly assigning faults in the fexd. Firstly we verified the
possibility of the occurrence of defects in a rowtennected to a processor and a cache.
To define the occurrence of faults, a defect dgrns#r cm? as shown in (FLYNN and
HUNG, 2005) has been used. We considered a 90noegsdechnology that presents
0.28 defects/cm? for memory and 0.14 defects/cm2afamicroprocessor. We also
considered that one has, for each NoC node, a prmressor with a small cache size
for instructions and data (16K/16K), like the ARMMP Core processor, with total
area equal to 2.54mmz2 (ARM - online). As the rowtesa is very small compared with
the microprocessor and memories, its value doesnfloence the calculation of the
number of defects. With the defect density aboventioeed, the average value for
defects is 0.21 defects/cm2. Let us imagine thestvoase (and as of today, probably
unlikely) scenario where the faults occurring ire thode that includes processor,
memory and a NoC router are concentrated onljenbuffers of the NoC. The NoC
faults number is given by (4.2),

Faults= DD X NAX TN (42)
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where DD refers to defect density, NA is the arkea single node containing a router,
microprocessor and memory and TN is the total nurob&oC nodes. Considering a
4x3 NoC used in our experiments, the occurrendawfs will be approximately 0.065
defects for the entire NoC. However, in the nedaurey either CMOS (Complementary
Metal Oxide Semiconductor) technology will aggreesi scale or it will be replaced
by nanoscale technologies. In both cases, in thee s#ie size, the SoCs will show a
great increase in complexity and more permanenitsfawill occur due to process
parameters (DUMITRAS et al., 2003). In this contexé analyze the occurrence of a
single fault in a NoC (reflecting current technats), after this, we verify the behavior
of a NoC if more faults happen (in a future teclogatal scenario). For this later case
we considered 2 faults in the whole NOC and foreatrteme case, we considered the
occurrence of 6 faults in the NoC, hence assumihgyler defect ratio of the current
technology, aligned to what is foreseen in (HON BAEIMI, 2008).

A cycle accurate traffic simulator in Java wasizgil to evaluate the faults impact
in the network (average latency) using the adaptwvel original routers. The
distribution of the cores, in the NoC, was spedifiem accordance with the
communication needs of the cores, reflecting agiesime choice, being based on the
original application.

Using the mapping of fig. 4.4, the simulator expéal in section 4.4 with the
modification to be fault tolerant, we simulated gphbcations with the traffic simulator
to verify the behavior of the NoC in the presendefamlts in the buffers. These
applications are MPEG4 and VOPD (BERTOZZI et al0%). First, we verified the
behavior of the NoC considering a single faulteafive introduced 2 and 6 faulty
buffers randomly and we analyzed the latency of Nl for those cases. All the
possibilities of faults above defined were simulavath random injection, totaling 50
simulations in the occurrence of each fault scendrj 2 and 6 faults in the buffers) for
each application. We defined the buffer depth etiudl and the packet size contains 40
flits. We verified the latency results for threéustions: for the original router without
faults, for FTAR with the three fault possibiliti€$, 2 and 6 simultaneous faults) and
for the adaptive router (AR) without faults. Fig.1@ presents the average latency
results obtained for VOPD and MEPG4 applications.
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Figure 4.16: Latency results for three situatiosisig the original, adaptive and fault-
tolerant router.

In accordance with fig. 4.16, we verify that foetdtOPD and MPEG4 applications,
the FTAR with faulty buffers shows a minimal incremt in the latency when compared
with the adaptive router, but once compared withdhiginal router, it still shows great
gains in terms of performance (roughly 50% improgat), thanks to the available
reconfiguration, even in the presence of randomidabon faults. These results were
presented in Concatto et al. (2009) - SBCCI.

4.7.2 FTAR Area, Power and Frequency Results

The proposed fault-tolerant adaptive router wasritesd in VHDL. ModelSim tool
was used to simulate the code and Synopsys Powapias was used for synthesis.
We analyzed the average power consumption, aredragdency results to a TCMS
CMOS 0.18um process technology using the Synopsy&PCompiler tool. Table 4.1
presents results of two architectures (original &TAR routers) with buffer depth
equal to 4. We can see that the FTAR has largeepand area and smaller frequency,
which are all disadvantages under this comparidomwever, for the same buffer depth,
the FTAR shows a lower latency (as shown in fig63.and it is tolerant to multiple
simultaneous permanent faults.

Table 4.2 presents the results of synthesis totlggnal, AR, FTAR and FTAR +
Hamming code, but now we require both NoCs (origamal adaptive) to have the same
latency values (same number of cycles with a 100Mldek). Table 4.2 shows that the
router with FTAR presents low power and high perfance and this is explained
because the proposed FTAR dynamically adapts tfierldepth in accordance with its
need. In this case, no unnecessary buffers are asampposed to in the original router
and hence the power consumption is reduced.
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Table 4.1: Synthesis results to Original and FTARter

Original router FTAR
Buffer Depth 4 4
Area (um?) 182 354
Power Consumption (MW@ 100MHz 8.5 10.43
Frequency (MHz) 273 225

We have also compared the proposed solution withuter fully protected by TMR.
The area overhead of a TMR router is 10682 and the power consumption is
56.43mW. In this case, taking the numbers of Tabkas a reference, the proposed
solution would be 1.77 times smaller than TMR, WAtf3 times less power dissipation,
with the same latency and withstanding multiple Itlateven in different blocks
(something that could make a TMR circuit fail), both cases the network is fully
protected.

Using the combination of techniques here propo%e@% of the NOC circuit is now
protected (links, buffers, switch matrix and fsnmhese results were presented in
Concatto et al. (2009) -DSNoC too.

Table 4.2: Synthesis results to Original, Adapt{iR@), FTAR, FTAR(link) and
FTAR(link, buffer, switch matrix, fsm) router

FTAR(link,
Original | pa | FTAR | FTAR(link) buffer,
router switch
matrix, fsm)
Buffer Depth 9 4 4 4 4
Area (um2) 356 337 354 394 603
Power Consumption
(MW@100MHz) 16.81 9.34| 10.43 14.07 18.47
Frequency (MHz) 225 230 225 185 185

The four composed methods (TMR, Hamming, switchrimand FTAR) present
hardware overhead, but significantly improve thikabdity, the yield, reduce power
and still increase the performance of the systenermwbompared with the original

router.
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5 STRATEGY BASED ON ALGORITHM-LEVEL:
ADAPTIVE ROUTING ALGORITHM

In this chapter we show that adaptive routing atgor is a technique that one can
use to avoid faulty links and routers, but first weview routing algorithms
classification. Finally, at the end of this chapteg present a proposal of dynamic
routing algorithm to avoid faulty links and routersing XY routing algorithm in a NoC
Torus and results.

5.1 Introduction

The routing algorithm substantially affects thefpenance and the communications
of the entire network. In a NoC the routing aldamitis used to determine the path of a
packet traversing from the source to the destingBENINI and DE MICHELI, 2002).

The routing algorithm, according to SCHONWALD et, 42007), can be classified
in three categories depending on the degree oftalidity:

I. Non-adaptive — which only uses one of the shopestis between source and
destination;

Il. Partially adaptive — which use some of the shopa#tits between the source and
destination, but not all packets are allowed toarsepath;

[ll. Fully adaptive — which allow to route packets oy path.

Partially and fully adaptive can be distinguisheldetiner they are minimal or non-
minimal. Minimal routing algorithms only use theostest path between sender and
receiver. A non-minimal routing algorithm does nagse only the shortest path
(SCHONWALD et al., 2007).

It is possible to find another classification ofutiog algorithms: deterministic or
adaptive. In a deterministic routing algorithm tiha@nsmission of the packet is done
using information about the source and the desbinat.e., in a XY routing algorithm,
the packets first are sent in the X axis and tHengathe Y axis. The deterministic
routing can be easily implemented and the lateridh@ packets is low, when there is
no congestion or faults in the network. However tihroughput of the network
decreases when the rate of packets injection orrde of faults in the network
increases.

In the adaptive routing algorithm, the path of gaekets is chosen according to
the congestion or faults in the network. When tedwork is congested or faulty,
another path is chosen to avoid the faulty patle ddaptive algorithm can increase the
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throughput and decrease the latency, neverthalesids overhead in terms of silicon
area and energy consumption (ZHU et al., 2007). hhet section presents the
proposed routing algorithm.

5.2 Fault Tolerant Routing Algorithm (FTRA)

We base our analysis on a packet-switching netwuddel called SoCIN
(ZEFERINO and SUSIN, 2003), which is composed ofitecs named Router
Architecture for Systems on Chip (RASoC). The RASoGter consists of five input
and five output ports. One pair of I/O ports (cdltbe local channel, L) is dedicated to
the connection between the router and the corerdhmining four pairs (north - N,
south - S, west - W and east - E) connect the RASor with four adjacent routers.
These ports include two unidirectional opposite nctes, each with data, framing
(known as beginning and end of packet signals)remdlshake communication signals.

The router is a VHDL soft core, with parameters tihree dimensions:
communication channel width, input buffer depth aodting information width. The
architecture uses the wormhole switching approawh a deterministic source based
routing algorithm. The wormhole approach breaksaekpt into multiple flow control
units called flits and its size is equal to therolel width. The first flit is a header with
destination address followed by a set of paylo#sl &ind a tail flit.

Networks that use the wormhole switching approambelthe target node address in
the packet header, which is the first flit of thecket. By reaching a router in the path,
the header allocates the path for the oncomirgythiat carry the payload.

The network uses credit-based flow-control and XMting, where a packet is first
routed on the X direction and then on the Y dimttbefore reaching its destination
(ZEFERINO and SUSIN, 2003). RASoC applies the hiaakls protocol for link flow
control and uses Round-Robin arbitration and iquiditering.

Unless stated otherwise, the experiments preseatedbased on the RASoC
configured as follows: communication channels vatfour-position input buffer depth
and the links with a 10-bit data width. Each comioation link actually has 12 bits:
eight bits for data, two extra wires for contrdbfed in the input buffer), called framing
bits or thebop andeopbits, and two signals for the communication haaéistbetween
routers yal andackK. We assume that, in each node, a core is corthéata router
through a network interface (NI) or wrapper.

Each router has in the network interface one TD@&s(1Data Generator) and one
TED (Test Error Detection) that sends and receihestest vector in the diagnosis
phase, as depicted in fig. 5.1. The data interccinmares consist of 8-bit wires,
disregarding the four available control wires (bepp, ack, val).The diagnosis is made
off-line, that is, when the NoC is not used. Thaltfdocation is sent to the router
through a signal and this information is sent te tbuter to be used when the NoC is
on-line.
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The adaptive routing proposed for the torus NoCssie of dynamically changing
the target address in a header when the originddead uses a faulty channel. This
change is performed by the router (based on the tthat was sent to the router when
the diagnosis was performed) on each header thatttr use the faulty channel.

In a torus network of sizexm, a packet has two possible routes in the same
direction: it may proceed X steps one way (posjtiwe m — X steps the other way
(negative). So, for instance, in a 3x3 NoC, a padéi@n router01 to route02 can be
transmitted with a single step (X=1) to the Easwith 2 steps (m - X =3 - 1 = 2) to the
West.

To implement the dynamic routing strategy, the @oumust store the fault location
and the network size, so that it can calculatentt® number of steps for the packet
when necessary. Thus, when calculating the outprtfpr a given packet, the routing
algorithm first checks the list of faulty channéighich has been previously filled in
after the diagnosis process and through the NI}thd original output channel is
indicated as faulty, the alternative (longer) peghlaces the original one in the packet
header and the packet is routed normally. Fig. h@ws the original path without
faults. In fig. 5.2 and 5.3 we remove the linkstthee not used to send the packets
between node 3 to node 5.
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In fig. 5.3 there is a short-circuit between oneewn the channel NI01_to_routerO1
with a wire in the channel router02_to_routerO5ug,Hor the fault shown in fig. 5.3, a
packet traveling from NIO3 to NIO5 will have itsdder changed in router02, due to the
faulty channel in router2_to router5. Instead ofings the direct channel
router02_to_router05, the header will take the liee#t link router02_to_router08 and
then the channel routerO8_to_router05 to achiegéaiget node.

We note that the adaptive routing can tackle thetdaaffecting only the channels
between two routers. Links between a router andra are not considered, because for
those links there is no path redundancy. Faulescaffg those links must be tackled by
either using spare wires in the channel or by a distvibution of tasks among the other
cores.

The adaptive routing algorithm can avoid the fautbyters, this can be done by
modeling the faulty router as if all input channelgre faulty. For instance, the
neighbors of a faulty router understand the faslifaheir own output channels were
faulty.

For the SoCIN NoC in amxmfault-free torus topology, a packet travels no more
thanm-1 steps from source to destinatiommis odd, orm steps ifmis even. Although
each flit in the message will be re-routed, theantpn the overall message is at most
(m+n-2) steps, because of the wormhole switchingragch. Thus, we can conclude
that the impact on system performance is reallyinmah

In the original RaSoc’s implementation, one inphémnel is not internally connected
to the output channel with the same direction. Assee in fig. 5.4(a), for example, the
input Lin is connected to four outputs, insteadivé. The connection that is missing
needs to exist for our purposes, since when theerawtices dault, sometimes the
message is sent to the output by the same direitt@orived. So for the adaptive routing
algorithm to work properly we connect all inputs abh outputs. One can see in fig.
5.4(b) that Lin is connected to Lout, the same dusshappen in fig. 5.4(a) for the old
architecture.
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Figure 5.4: (a) Original Router and (b) new inteangections inside the router.

5.3 Performance and Synthesis Results

5.3.1 FTRA Evaluation

To evaluate the proposed technique a 3x3 Torus $MIC was implemented in
VHDL together with a fault injection mechanism chlgaof inserting AND-shorts
between all pairs of data wires in the network. Bimaulation was performed using
ModelSim tool.

In our experimental setup a test bench simulatesAIRE. Diagnosis is done by
analyzing the responses of the TEDs and then cangptire erroneous flits (humber is
given by TED counters) against the expected costent

Under the single fault assumption, the proposegtadarouting guarantees that all
messages will correctly arrive at the destinatiades for all diagnosed faults. The
faults that cannot be tackled are:

0] a shortcut between two outputs of the same rourtehe same direction but
in different ways; either north to south or easivast.

(i) a short-cut between two inputs of the same routehe same direction but
in different ways either north to south or easiast.



57

In the first case, the router becomes unable tterany message in that direction,
making it unusable and limiting the network’s capgb In the second case, the
problem is that the router cannot receive any nggssaming from that direction, also
making it unusable. The mentioned limits are shoiwmdd. 5.5.

l 1 __., Faulty Chanpels
T T k] T e

[

) _,_

e Faulty Channelsr". [

Figure 5.5: Fault limits of proposed routing aldjom.

As demonstrated in table 5.1, for our case studyhaxgee 288 (36 router to router
channels x 8 data bits) data wires connecting reufiéhe number of data lines that can
be shorted together is thus 41,328, as shown irateou 5.1. For each router,
considering the exception cases described aboggrdposed solution cannot deal with
shorts involving 4 possible combinations of chaan(glither north to south or east to
west. inputs and outputs). However, for each ofse¢heombinations, only shorts
between wires in opposite directions will causetirmu problems. For example,
combining the data wires of N and S inputs we hauetal of 120 possible shorts.
Hence, in each combination of channels, we haveoddbinations of wires (8 wires of
one channel x 8 wires of the other) where we migivie limitations to tolerate the fault.
With 4 combinations of channels in each routerhaee 4x64=256 possible shorts that
cause problems, reaching 2,304 (256x9 routers)h@n e@ntire network. This value
represents 5.57% of the 41,328 wires in the NoGes&hresults were published at
IOLTA Concatto et. al (2009) .

288

# faults= C2% =
> 20(288-2)! O
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Table 5.1: Results for a 3x3 NoC Torus topology

total # of shorts

total # of channels  total # of shorts #total of shorts limitation

between routers between rr links limitation for for 3x3 NoC
- one router
256
36 41,328 2,304 (256X9routers)

(64X4channels)

In the torus NoC, the alternative path is alwaygjkr compared to the original one.
Nevertheless, we expect a minimum overhead, bechaseumber of extra hops added
to the communication is at most (m+n-2), where mh ammre the respective paths in the
X and Y dimensions of the network. Moreover theyéarthe NoC, the smaller is the
impact on performance of the adaptive routing, esithe affected channels (assuming a
single fault) represent a smaller percentage adail’e channels in the network.

We have chosen two communication patterns commardgd to evaluate
interconnection networks (Duato et al., 1997) nairible matrix transpose and butterfly
models, to base our analysis. Such models havelaegaly used as benchmarks for the
evaluation and comparison of network performariceMatrix Transpose the node with
binary co-ordinates an-1, an-2, ..., aland a0 comeates with the node an/2-1,..., a0,
an-1,... and an/2. The Butterfly traffic is formed bwapping the most and least
significant bits: the node with binary co-ordinates-1, an-2, ..., al and a0
communicates with the node al, a0, ..., an-1, an-2.

To estimate the performance penalty of the propssédion, a high-level model of
the SoCIN NoC was implemented in Java together With defined communication
models and a simpler fault injection mechanismc&ithe granularity of the routing
algorithm is the channel, only one fault per lirdnde considered in this analysis. Thus,
instead of injecting all possible shorts among sviltem rr_links, we have considered
only shorts between any two rr_links and one faelated to intra-link shorts. This
approach reduces the number of injected faultsh&o number of rr_links plus the
combination of all rr_links in groups of two. Foadh injected fault, alternative paths
are defined in the simulated network following gveposed adaptive routing algorithm.

Fig. 5.6 shows the results of the performance armalfjor the two patterns of
communications and three NoC sizes. One can ob#eav¢he average number of hops
for the matrix transpose application increased &yin the 3x3 NoC. This impact was
smaller for the 5x5 NoC (4%) and even smaller fof RoC (2%), as expected.

In the butterfly traffic there are more nodes sagdnessages than in the matrix
transpose model, hence more channels are used. vidgwa fault affects less
communications in the butterfly pattern comparedh® matrix transpose model. This
explains the smaller impact on the average commatiort cost for the same faults in
the butterfly model. Thus, the matrix transpose ehodas a higher impact in
performance compared to the butterfly one.

We note that although the average performance tyeisahninimal, the designer can
easily extract the exact penalty caused by eadndsed fault in the NoC. For instance,
in a 7x7 NoC the average number of hops for thesppase model increases by only 2%
(considering all faults). However, for some comnaations, the effect of a fault can be
important. For the same system, a total of 1,2R84dout of the total 4,851 faults) lead
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to a worst case scenario in terms of performanoalpeon individual communications.
For those faults, three communications are affecied of all 41 communications
defined. The number of hops in the affected compatiuns changes from 2, 6 and 4
respectively in the fault-free NoC to 7, 11 andeSpectively in the faulty NoC. Thus,
the performance penalty on some communicationseaas high as 5 hops in this case.
If, for the communications affected by the faulte tpenalty imposed by the adaptive
routing is not affordable, system-level technigeesh as redistribution of tasks among
functional units should be used to keep systenopadnce.

4,5
4 4
3,5
37 M Fault free
2,5 -
2 - Faulty
1,5 -
1 -
0,5 -
0

NoC NoC NoC NoC NoC NoC
3x3 5x5 7x7 3x3 5x5 7x7

Matrix Butterfly
Transpos

Figure 5.6: Average numbers of hops for NoC Torus.

5.3.2 FTRA Area, Power and Frequency Results

We analyzed the area and frequency results of tiggnal and proposed router.
Results were obtained for a CMOS 0.18um processntdogy using the Synopsys
Power Compiler tool. Table 5.2 shows that the thhpuwt is 115Mbits/s for 32-bits
words and FIFO size equal to 4.

The area overhead for the adaptive routing is mininthe reasons for this is that
the routing algorithm only adds two adders to m&leulate the new path. However as
we have BIST in the network interface to execute test and diagnose the fault
location, the area overhead increases. The areaeack with BIST is 50% of the area
of the RASoC router.

The adaptive routing algorithm does not use virttlennels to avoid the deadlock.
As we are using the XY-routing algorithm, the dea#ldoes not happen and we do not
need to use the routing table, because we arenstiking with a regular network. As
we do not use the routing table and virtual chaynelr area is smaller than the
techniques that use routing table or virtual ché&ne
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In terms of clock cycles, the experiments have shthvat the number of cycles that
the router takes to transmit the message from patito an output port remains the
same as the original RaSoC, that is, the routerthi@Ee clock cycles of latency to
retransmit the packet from the input to the outpldwever, the number of hops, with
the use of adaptive routing algorithm in some cagédisincrease, because some new
path will have more intermediate routers.

The frequency is the same with BIST or without Bl®Ecause the BIST runs in
parallel with the router. The power consumptiorthe router remains almost the same,
because the increase of hardware was very smalpdtver consumption will probably
increase in the links, since when a link is fauthg packet will travel perhaps through
more hops in the network.

Table 5.2: Synthesis results to Original and FTRAuU|t Tolerant Routing Algorithm)

router
Area (umz) Frequency (MHz) Power Consumption
(mW @ 100 MHz)
Original 182 273 8.55
FTRA 183 270 8.58
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6 COMPARING FTRA AND FTAR WITH RELATED
WORKS

The FTRA and FTAR works can be confronted with Ezaet al. (2006) and
Schonwald et al. (2007), because all of them ptdtex routers and channels. FTRA
and Frantz works at design level and protect roatet link. FTRA and Schénwald
work at algorithm level and can protect link andtey. Frantz et al. (2006) technique is
a design level based technique. The buffers antirtke are protected. Hamming Code
protects the packets in the buffers and in the.lihk Frantz the results about
performance are not shown. The synthesis resubts #at the area overhead increases
significantly, however according to Frantz, 100%tlué network is protected. Reading
this work, we observe that no strategy is showprtwect the switch or the FSM.

Table 6.1 shows some particularities of the congpaverks. The table presents:
type of faults (transient, intermittent, permanetitat the techniques protect, the
topology and routing needed and how faults are témcaTable 6.2 is another
observation about the compared works. Table 6.%slbe area overhead, frequency
penalty and area vulnerable to fault in each prabos

Frantz has the ability to protect NoC against kieels of faults and it is the most
generic work. In Frantz the type of technique ugeddependent of detection and
location; however the overhead of this work is higlable 6.2 shows that the area
overhead of Frantz’s work is 56%, however this ltaswonly for channel width equal to
8. To encode 8 data bits using hamming code ongsrig®its for encoding, resulting in
a link with 11 bits. For 32 data bits one needst$ for coding, resulting in a link equal
to 38 bits. Concluding, the area overhead is irsgeavhen buffer depth and channel
width increases. Hamming code is implemented bpscade of XOR. For 8 bits the
depth of cascade is 3 levels of XORs, however #obi8 the depth is 5 levels of XORs,
so the frequency will decrease.

FTAR (link, buffer, fsm, switch matrix) protectseliNoC against permanent fault
and the parts protected by hamming code and TMRratected against transient faults
too. Related to topology and routing, FTAR is algeneric. FTAR (buffers and
crossbar) are based on faults detection and logaltiecause the buffers and crossbar
need to know the location of faults to avoid thebut the FSM and links are
independent of detection and location. Since FTARery generic the price is paid in
area and frequency, as shown in table 6.1, whexeatha overhead is 80% and the
frequency penalty is 34%, however these resultsfar@2 bits of data and a buffer
depth equal to 4. We can see that the FTAR (linkfelb, fsm, switch matrix) can
tolerate the faults and sustain the performance.
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Frantz seems to be a good strategy, because itheackis lower than FTAR. In
Frantz the channel width is 8 bits and in FTARSsIt32 bits. FTAR has a lower area
overhead and less frequency penalty when compaitbdRnantz, when comparing the
same channel width in each. Another difference betwFrantz and FTAR is that in
Frantz, a technique to protect the crossbar orR8Bl of the router is not shown,
because of concerns about transient fault, howevgrermanent faults is important to
protect these parts too.

Schonwald protects NoC against permanent faults refated to topology and
routing it is as generic as Frantz. Schonwald waitkalgorithm level like FTRA. It is
based on faults detection and location, as showahle 6.1. Schonwald needs to know
the locations of faults to avoid them. The locatajrfaults is used to build the routing
table, as shown in table 6.3. According to thetfalihk the routing table is updated to
avoid the faults. As a routing table is used, thating algorithm is independent. The
results about performance are not shown in therpape therefore we do not have an
argument to discuss. However, using another wotislwimplement routing tables and
show their results, we can conclude that the arerhead will be high, since to
implement routing tables too much memory is uset] aa was written in chapter 3, this
routing table growsTwhere n is the number of cores.

Schonwald et al. (2007) works at algorithm leved. route the packets between the
network Schonwald uses tables (memories) to skeetimber of hops that each router
needs to reach the destinations router in the msvd@able 6.3 has a piece of the table
from a routing table. Each router has a routindetatith all routers in the network
followed by the number of hops in each directioor{n, south, west and east). In such a
case, each router that is included in the netwallkbe added as a destination router in
the routing table of other routers. The same dagshappen with FTRA, because the
FTRA solution uses adaptive XY routing algorithm.

FTRA is the technique that has lower area overlagatlless frequency penalty as
shown in table 6.2. However as one can see, FTRArisspecific (table 6.1), it is only
for torus network and XY routing. For single faliTRA shows that the performance
overhead is less than 10% for a NoC 3x3 and ewanvden the network increases its
size. The strategy at algorithm level has bewsults in performance and the area
overhead is minimal because it does not use a,tablertheless FTRA can only be
applied in torus topology.

The results about fault tolerance presented in 8shtil show that it can tolerate
much more faults than the XY-routing algorithm waiti fault tolerance. This is evident
because Schénwald compares a non fault tolerantoxiting algorithm with his work,
which has a fault tolerant technique. The FTRA hasadaptive XY algorithm that
isolates faults. Related to Schonwald, it is adpe#iolution if the NoC is a torus
topology, because its penalty is very low, as aresee in table 6.2.
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Table 6.1: Analysis of the proposals.

Technique Type of faults  NoC Topology Routing How faults are
Algorithm located
Frantz transient, independent independent do not need
intermittent,
Permanent.
FTAR (link, 4 register
buffer, fsm, permanent* jndependent* independent With 4 bits for
switch matrix) each router
Schonwald permanent ' Table for
independent independent  a5ch router
1 register 4
FTRA permanent Torus XY bits for each
router
Table 6.2: Analyze of the proposals Overheads.
Technique Area Overhead Frequency penalty AVF
(%) (%)
Frantz 56* 20* 0*
FTAR (link, buffer, fsm, switch 80 34 0
matrix)
Schénwald NS NS 0
FTRA 1 0 o*
Table 6.3: Routing Table of a router in a NoC uise8chdnwald.
Port North East South West
Number of 2 4 4 2
hops to
destination O
Number of 1 3 5 3
hops to
destination 1
Number of 2 2 4 4
hops to
destination 2
Number of 3 5 3 1
hops to
destination 3
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7/ CONCLUSION

The nanoscale manufacturing process is becomiisgales less reliable, thus leading
to lower yield. Consequently, the performance ofCN@rchitectures will be severely
affected due to the presence of permanent fadlterefore, it is important that future
Network-on-Chip be adaptive at run-time, so tha oould avoid known failures.

In this work, two techniques to increase the vyiald reliability of NoC were
proposed. The first strategy uses an adaptive roofgrotect the buffers and sustain the
performance of the system, hamming code to assligble links and triplicates the
state machine of the input buffer for toleratingrpanent data errors. The fault-tolerant
adaptive router can still dynamically replace altfalbuffer word of the FIFO,
borrowing flip-flops from the neighbor channel.

Experimental results demonstrated that the combimadf FTAR (Fault Tolerant
adaptive Router), Hamming Code, TMR and switch mathows penalties on
frequency and area, but thanks to the reconfigquratcheme, one can sustain
performance and reduce power dissipation, with 100%e router area protected when
compared with the non-fault tolerant adaptive raul#/ith the fault tolerance technique
at design level, it is possible to protect the étsfFIFO, the FSM FIFO and the link.

The buffers are protected only against permanairitsfabut the link and the FSM
FIFO are protected against soft errors too. Thedam only recover from a single fault,
but the FSM FIFO with TMR and the buffers FIFO withe adaptive scheme can
recover from more than one fault. However the recp\behavior from the faults has
limits. The limit for the FIFO buffers is when dllffers from its neighbors and their
own are faulty. The limit of TMR technique is whtrere are two FSM FIFOs with a
wrong answer. When some of the components thah@r@rotected are reached by a
permanent fault, the scheme at design level cgmotéct the NoC.

The second strategy tolerates interconnect shortddoiC communication channels
for a 2-D Torus and faults in the router. With greposed scheme one can tolerate a
fault that affects one or two channels for NoC Bolarger than 2x2 and faulty routers
thus increase the yield. The current work inclutles analysis of the limits of the
adaptive routing algorithm. Almost 95% of the chalsnbetween routers can be re-
routed. This means that 66% of total channels of Man have the packets re-routed.
One can see that the area overhead of the adaptitiag algorithm is small, as is the
power consumption. However, the power consumptibnthe whole system will
increase, because with the adaptive algorithm #Huekgis stay longer in the channels
when the channel is faulty.
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7.1Future Work

For the FTAR, as future work, we intend to chartgeprotecting of the link, that is,
replace the hamming code with another techniquenaakk high level simulations to
have performance results.

FTAR with hamming protects the wires, however hangntode corrects the link
from single faults. As future work we intend to fact the wires from the link using half
duplex channels, as in YING-CHERNG et al., (200%he use of half duplex channels
can increase the performance and at the same ¢itluee the power consumption when
compared with hamming code.

For the adaptive routing algorithm, the links begwehe node and router do not
have a redundant path, so as future work one naglsaaolution for these channels and
accomplish some experiment results to discovelatemcy and the power consumption
of the whole system when the adaptive algorithonsid.

With these researches we saw that there are otligs W look at NoC and search
for another kind of protection without loss in merhance. With this thesis we started to
study more about NoC topologies, adaptive NoC aedevify that there is a huge field
in the research. As there are generic microprocgssmaybe it is possible to have a
generic NoC that can adapt itself at run-time targntee some degree of performance
and adaptability.
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