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Abstract. Computer simulation of thin film growth has been used extensively to
gain insight into the origin and nature of the microstructure of vapor- deposited
thin films. Usually, however, no attempts are made to predict film properties
other than column angle and film density from such simulations. The aim of our
work is to derive quantitative data from computer simulations in order to be able
to predict relevant properties of optical coatings. The deposition of 2500 to
25,000 particles has been simulated on different computers by random deposi-
tion of two -dimensional hard disks, using a simple relaxation scheme. Statisti-
cal analysis of the results yields quantitative data for the density, column angle,
and column period. On the basis of these results, a simple model has been
developed for the microstructure of a three -dimensional film. The birefringence
and the shape of water -penetration fronts in evaporated optical coatings, pre-
dicted from this model, are confirmed by experiment.

Subject terms: thin films; crystal growth; optical coatings.
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1. INTRODUCTION
In vapor deposition processes used to fabricate thin films, the
low condensation temperature leads to a film structure con-
sisting of loosely packed columns separated by voids.' This
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microstructure has a dramatic effect on the magnetic,2 -4
optical,5 -2 electrical,5,6,8 -10 and mechanical11 -13 properties
of thin films.

In optical thin films the porous structure gives rise to
internal adsorption of water, which alters the effective refrac-
tive index of the material. This leads to drifting of the optical
properties of coatings. Furthermore, the essentially aniso-
tropic nature of the columnar microstructure causes form
birefringence in optical coatings.

It is evident that a good understanding of the origin of the
columnar structure is important when attempts are made to
improve the coating quality. The fact that the principal fea-
tures of the microstructure are common to a wide variety of
materials, regardless of chemical composition, suggests an
almost purely physical origin.

Computer simulations of the deposition of thin films have
contributed significantly to a better understanding of the
relevant factors in the deposition process. Essentially, these
simulations are based on a model in which atoms or molecules
arrive randomly on a surface and interact with the particles
that are already deposited. These simulations have been car-
ried out in two dimensionst4 and in three dimensions» In
zero -mobility models the particles stick exactly where they
land, but usually some kind of limited mobility is introduced
by allowing the landed particles to move to a minimum energy
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In vapor deposition processes used to fabricate thin films, the 
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microstructure has a dramatic effect on the magnetic, 2" 4 
optical, 5" 7 electrical, 5 ' 6 ' 8 " 10 and mechanical 11 " 13 properties 
of thin films.

In optical thin films the porous structure gives rise to 
internal adsorption of water, which alters the effective refrac­ 
tive index of the material. This leads to drifting of the optical 
properties of coatings. Furthermore, the essentially aniso- 
tropic nature of the columnar microstructure causes form 
birefringence in optical coatings.

It is evident that a good understanding of the origin of the 
columnar structure is important when attempts are made to 
improve the coating quality. The fact that the principal fea­ 
tures of the microstructure are common to a wide variety of 
materials, regardless of chemical composition, suggests an 
almost purely physical origin.

Computer simulations of the deposition of thin films have 
contributed significantly to a better understanding of the 
relevant factors in the deposition process. Essentially, these 
simulations are based on a model in which atoms or molecules 
arrive randomly on a surface and interact with the particles 
that are already deposited. These simulations have been car­ 
ried out in two dimensions 14 and in three dimensions. 15 In 
zero-mobility models the particles stick exactly where they 
land, but usually some kind of limited mobility is introduced 
by allowing the landed particles to move to a minimum energy
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COMPUTER SIMULATION OF THIN FILM GROWTH: APPLYING THE RESULTS TO OPTICAL COATINGS

position.14 -16 The interaction of the incoming particle with
the surface is sometimes described in terms of a hard disk or
sphere mode1,14 -I6 but fully dynamic models also have
been used.17

Up to now, the results of computer simulations have been
used mainly for a qualitative comparison with real films.
Apart from some isolated calculations of film densities and
semiquantitative observations of the column angle, no serious
attempts have been made to perform a detailed, quantitative
analysis of the properties of such simulated films. In our work,
a first attempt is made in this direction. On the basis of the
results of a statistical analysis, a simplified model has been
developed for the microstructure of a thin film. The optical
birefringence and the shape of water penetration fronts in
optical coatings, predicted from this model, are confirmed by
experiment.

2. COMPUTER SIMULATION
The computer program is based on the random deposition of
two -dimensional hard disks onto a "substrate" that is a linear
array of disks with the same diameter as the incoming disks.
Figure 1 illustrates the different steps in the deposition proce-
dure for a particle (disk) incident at an angle a with the
substrate normal. The computer program generates a random
x- coordinate and subsequently determines the impact posi-
tion of the particle. In the final step, the particle relaxes to the

Fig. 1. Illustration of the different steps involved in the computer
simulation. (1) The particle starts at a fixed height from the substrate,
at a random x- coordinate, and follows a trajectory that makes an
angle a with the substrate normal. (2) The particle collides with one
of the particles on the substrate. (3) The particle "relaxes" to the
nearest position at which it touches two others.

nearest position at which it touches two other disks. To avoid
unrealistic eptiaxial growth, no relaxation occurs if the inci-
dent particle hits one of the particles in the "substrate" array.

For computation efficiency, the simulated film segment is
organized as a 120 by 64 matrix, each element having a
dimension 1/2 by 1/2 in units of the particle diameter. In
this way, a matrix element cannot be occupied by more than
one particle. Periodic boundary conditions are used for the
x- coordinate. The deposition process is terminated if a parti-
cle relaxes to a position outside the y- boundary. Typically,
about 2500 particles are deposited at normal incidence.

The program is written in PASCAL and has been adapted
to run on a M6809 microcomputer and a CYBER 170/ 760
mainframe. A larger version of the program, with a 640 by 128
matrix, runs on the the CYBER only. This version typically
deposits about 25,000 particles at normal incidence. Unless
otherwise noted, the results reported here are those obtained
with the smaller version of the program.

Figure 2 shows simulated film segments deposited at dif-
ferent angles of incidence that clearly reveal the columnar
nature of the microstructure, in particular at large off -normal
deposition angles.

3. STATISTICAL ANALYSIS OF SIMULATED FILMS
For simplicity, statistical analysis of the film density, the
column orientation, and the periodicity is not performed on
the exact particle coordinates but instead on a 120 by 64
Boolean matrix that indicates whether or not the correspond-
ing matrix cell is occupied by a particle.

3.1. Film density

The film density has been calculated as the average density in
rows 8 through 39 of the matrix. These limits are chosen
because it turns out that the density, moving away from the
substrate, usually drops in the first few rows, then reaches a
more or less constant value and drops again as the film/ air
interface is approached. The density is expressed as a relative
quantity with respect to the hexagonal closest packing in two
dimensions.

Figure 3 depicts the calculated density as a function of the
deposition angle. It is obvious that the density values are
considerably lower than those found in real films (0.80 to
0.95), which apparently is a consequence of the simulation
being two -dimensional and of the relaxation scheme used.
Earlier, it was found that the density is even lower for a
three -dimensional hard -disk simulation employing the same
relaxation scheme.15 In the latter case densities of 0.4 to 0.5 are

Fig. 2. Computer simulated film segments deposited at (a) normal incidence, (b) 40 °, and (c) 60 °.
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Up to now, the results of computer simulations have been 
used mainly for a qualitative comparison with real films. 
Apart from some isolated calculations of film densities and 
semiquantitative observations of the column angle, no serious 
attempts have been made to perform a detailed, quantitative 
analysis of the properties of such simulated films. In our work, 
a first attempt is made in this direction. On the basis of the 
results of a statistical analysis, a simplified model has been 
developed for the microstructure of a thin film. The optical 
birefringence and the shape of water penetration fronts in 
optical coatings, predicted from this model, are confirmed by 
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unrealistic eptiaxial growth, no relaxation occurs if the inci­ 
dent particle hits one of the particles in the "substrate "array.
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one particle. Periodic boundary conditions are used for the 
x-coordinate. The deposition process is terminated if a parti­ 
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The program is written in PASCAL and has been adapted 
to run on a M6809 microcomputer and a CYBER 170/760 
mainframe. A larger version of the program, with a 640 by 128 
matrix, runs on the the CYBER only. This version typically 
deposits about 25,000 particles at normal incidence. Unless 
otherwise noted, the results reported here are those obtained 
with the smaller version of the program.

Figure 2 shows simulated film segments deposited at dif­ 
ferent angles of incidence that clearly reveal the columnar 
nature of the microstructure, in particular at large off-normal 
deposition angles.

3. STATISTICAL ANALYSIS OF SIMULATED FILMS

For simplicity, statistical analysis of the film density, the 
column orientation, and the periodicity is not performed on 
the exact particle coordinates but instead on a 120 by 64 
Boolean matrix that indicates whether or not the correspond­ 
ing matrix cell is occupied by a particle.

3.1. Film density

The film density has been calculated as the average density in 
rows 8 through 39 of the matrix. These limits are chosen 
because it turns out that the density, moving away from the 
substrate, usually drops in the first few rows, then reaches a 
more or less constant value and drops again as the film/air 
interface is approached. The density is expressed as a relative 
quantity with respect to the hexagonal closest packing in two 
dimensions.

Figure 3 depicts the calculated density as a function of the 
deposition angle. It is obvious that the density values are 
considerably lower than those found in real films (0.80 to 
0.95), which apparently is a consequence of the simulation 
being two-dimensional and of the relaxation scheme used. 
Earlier, it was found that the density is even lower for a 
three-dimensional hard-disk simulation employing the same 
relaxation scheme. 15 In the latter case densities of 0.4 to 0.5 are
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OPTICAL ENGINEERING /January 1986 /Vol. 25 No. 1 / 143

Downloaded From: http://opticalengineering.spiedigitallibrary.org/ on 04/23/2014 Terms of Use: http://spiedl.org/terms



06

06

0.6

0.2

0

SIKKENS, HODGKINSON, HOROWITZ, MACLEOD, WHARTON

0 2 0 6 8

tana

Fig. 3. Density p of the computer simulated films versus tana.

obtained. Therefore, it appears that the main reason for the
low density values is the relaxation scheme. Nevertheless, the
dependence of the density on the deposition angle still may be
realistic. In practical films, it has been observed that the
density decreases almost linearly with tana.18 -19 However, an
exactly linear relationship, as has been suggested by Leamy,
Gilmer, and Dirks," is unrealistic since the density will even-
tually become negative at large deposition angles.

It seems more realistic to assume that the density behaves as

1

P = p + qtana (1)

In Fig. 4, 1/ p is plotted versus tana. The figure shows that Eq.
(1) appears to be satisfied. In this particular case, the numeri-
cal constants are p = 1.50 and q = 0.291. It should be
realized that the values of the constants will depend strongly
on the relaxation scheme, which is not very realistic in this
case. However, the general form of Eq. (1) is apparently valid
for a wide variety of practical films.17

The film density also has been calculated from simulations
at normal incidence using the larger CYBER program ver-
sion. The average density found in that case is 0.615 ± 0.014,
illustrating the improved statistics of the result.

3.2. Column orientation
The average angle ß of the columns with the substrate normal
also can be determined by a statistical analysis of the simu-
lated films. Somewhat arbitrarily, we have used the following
quantity to calculate the average angle (see Fig. 5):

1

F(6)
Lp(1 - p) J

0

T/cose 2
cose fT J [p(x,y) - p]dd dx , (2)

o

where p is the average density.
For a perfectly periodic columnar film with infinite thick-

ness, dense columns (p = 1), and empty voids (p = 0), this
function equals 1 if O equals the column angle and is zero for
all other O. For this reason we will refer to this function as the
"column orientation function." For the films under considera-
tion here we might expect a somewhat broadened peak at the
average column angle.

Figure 6 depicts F(0) for three different films. It can be

144 / OPTICAL ENGINEERING / January 1986 / Vol. 25 No. 1

Fig. 4. Reciprocal density 1 /p versus tana. The dotted line repre-
sents the relation p = 1 /(p + gtana) with p = 1.50 and q = 0.291.
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Fig. 6. Column orientation function F(0) for three simulated films.

observed that F(0) for the film deposited at normal incidence
does not exhibit a clear maximum. This is apparently due to
the large number of branches of the columns, as can be
observed in Fig. 2. At off -normal angles that are not too small,
F(0) exhibits a more pronounced peak from which ß can be
estimated. The values of tang obtained are shown in Fig. 7 as a
function of tana.

At angles that are not too high, the dependence of ß on a
can be described by

1

tang = 2 tana . (3)
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obtained. Therefore, it appears that the main reason for the 
low density values is the relaxation scheme. Nevertheless, the 
dependence of the density on the deposition angle still may be 
realistic. In practical films, it has been observed that the 
density decreases almost linearly with tana. 18 ~ 19 However, an 
exactly linear relationship, as has been suggested by Leamy, 
Gilmer, and Dirks, 17 is unrealistic since the density will even­ 
tually become negative at large deposition angles.

It seems more realistic to assume that the density behaves as
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In Fig. 4,1 / p is plotted versus tana. The figure shows that Eq. 
(1) appears to be satisfied. In this particular case, the numeri­ 
cal constants are p = 1.50 and q = 0.291. It should be 
realized that the values of the constants will depend strongly 
on the relaxation scheme, which is not very realistic in this 
case. However, the general form of Eq. (1) is apparently valid 
for a wide variety of practical films. 17

The film density also has been calculated from simulations 
at normal incidence using the larger CYBER program ver­ 
sion. The average density found in that case is 0.615 ± 0.014, 
illustrating the improved statistics of the result.

3.2. Column orientation
The average angle P of the columns with the substrate normal 
also can be determined by a statistical analysis of the simu­ 
lated films. Somewhat arbitrarily, we have used the following 
quantity to calculate the average angle (see Fig. 5):

F(0) -
1

Lp(l - p)

T/cos0

J COS0 P ~r J [p(x,y) - p]dy dx , (2)

where p is the average density.
For a perfectly periodic columnar film with infinite thick­ 

ness, dense columns (p = 1), and empty voids (p = 0), this 
function equals 1 if 6 equals the column angle and is zero for 
all other 6. For this reason we will refer to this function as the 
"column orientation function." For the films under considera­ 
tion here we might expect a somewhat broadened peak at the 
average column angle.

Figure 6 depicts ¥(6) for three different films. It can be

Fig. 5. Coordinates used for calculations.

Fig. 6. Column orientation function F(0) for three simulated films.

observed that F(0) for the film deposited at normal incidence 
does not exhibit a clear maximum. This is apparently due to 
the large number of branches of the columns, as can be 
observed in Fig. 2. At off-normal angles that are not too small, 
F(0) exhibits a more pronounced peak from which )3 can be 
estimated. The values of tan/3 obtained are shown in Fig. 7 as a 
function of tana.

At angles that are not too high, the dependence of (I on a 
can be described by

1 
tan/3 = - tana . (3)
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Fig. 7. Tangent of column angle ßversus tana for all simulated films.

This relation has been proposed before 17,20 and is confirmed
by experimental observations up to deposition angles of
800 .14,17,18 In our case, however, Eq. (3) apparently does not
hold above tan a = 3 (a = 70° ). The reason for this discrep-
ancy may be the finiteness of the film segment in combination
with the periodic boundary conditions imposed on the
x- coordinate.

This seems to be confirmed by the results mentioned in the
next section, where we see that the "natural" period of the
structure approaches the length L of the simulated film
segment.

3.3. Periodicity

To analyze the periodicity of the microstructure, the auto -
correlation function G(z) is used:

G(z) = L fLpc(x) - p) [pc(x + z) -p]dx , (4)

0

where pe(x) is the average density along a line parallel to the
columns (see Fig. 5):

T/cosß
cosß

Pc(x) =1 p(x,y)dy (B = ß) (5)

o

Again, only rows 8 through 39 are used in the calculation.
Figure 8 shows G(z/ L) for a film deposited at a = 70 °.

The periodicity of the structure is clearly reflected in the
behavior of G(z/ L). The length of the period can be roughly
estimated by taking the distance between two maxima or
minima.

Figure 9 depicts the dependence of the period on the depo-
sition angle. Due to the large uncertainties in the estimated
period, it is difficult to draw conclusions from this behavior.
However, using the density results, we can test the hypothesis
that the column width is independent of the deposition angle.
It easily can be shown that in this case, assuming the density of
the voids to be zero, the period should exhibit exactly the
same behavior as 1/ p. In Fig. 9, a set of lines is plotted for
which the hypothesis is satisfied. It appears that at angles that
are not too high, the hypothesis of a constant column width
could very well be true. At high angles, deviations can be
expected because the "natural" period interferes with the
imposed periodic boundary conditions. This is illustrated in
the figure, where the allowed values of the period of strictly
periodic functions are indicated.

a=70`

00 01 02
z/L

03 00

Fig. 8. Autocorrelation function G(z/L) for a simulated film.

Fig. 9. Period of the structure versus tana for all simulated films. The
points indicated by the open circles are extremely uncertain.

4. SIMPLIFIED MODEL FOR THE MICROSTRUCTURE
OF A THREE -DIMENSIONAL FILM

Based on the results mentioned in the previous paragraphs, we
propose a simplified model in which the two -dimensional film
is described in terms of a periodic array of dense columns
(p = 1) with a constant width, separated by empty voids
(p = 0) with a width V depending on the deposition angle:

V = V. + V'tana . (6)

Realizing that the "shadow" of any formation of already
condensed particles is simply proportional to tana, this
dependence strongly suggests that the void widening is a
purely geometrical effect. The constant contribution can be
interpreted as being the shadowing effect of a single particle
due to its finite dimensions measured parallel to the substrate.
As we already have observed, the void widening is consistent
with the dependence of the density and the structure period on
tana both in the simulated films and in real films. The column
angle a still obeys Eq. (3): tan/3 = 1/2 tana. This relation also
can be explained on the basis of simple geometrical argu-
ments, as has been pointed out before.17

The model can be extended to three dimensions if we
assume that the two -dimensional model still holds for cross
sections both parallel (effective angle of incidence = a) and
perpendicular (effective angle of incidence = 0) to the plane
through the incident vapor beam and substrate normal. In this
case, it seems plausible to write, for the void width in any
vertical cross section making an angle O with the projected
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This relation has been proposed before 17 ' 20 and is confirmed 
by experimental observations up to deposition angles of 
80°. 14,17,18 jn our case9 however, Eq. (3) apparently does not 
hold above tan a = 3 (a = 70°). The reason for this discrep­ 
ancy may be the finiteness of the film segment in combination 
with the periodic boundary conditions imposed on the 
x-coordinate.

This seems to be confirmed by the results mentioned in the 
next section, where we see that the "natural" period of the 
structure approaches the length L of the simulated film 
segment.

33. Periodicity
To analyze the periodicity of the microstructure, the auto­ 
correlation function G(z) is used: 

L

G(z) - ~ J*[pc (x) - p] [pc (x + z) -p]dx , (4)

o

where pc (x) is the average density along a line parallel to the 
columns (see Fig. 5):

PC« =
cos/3

T/cosjSs p(x,y)dy (8 = (5)

Again, only rows 8 through 39 are used in the calculation.
Figure 8 shows G(z/ L) for a film deposited at a = 70°. 

The periodicity of the structure is clearly reflected in the 
behavior of G(z/ L). The length of the period can be roughly 
estimated by taking the distance between two maxima or 
minima.

Figure 9 depicts the dependence of the period on the depo­ 
sition angle. Due to the large uncertainties in the estimated 
period, it is difficult to draw conclusions from this behavior. 
However, using the density results, we can test the hypothesis 
that the column width is independent of the deposition angle. 
It easily can be shown that in this case, assuming the density of 
the voids to be zero, the period should exhibit exactly the 
same behavior as I/p. In Fig. 9, a set of lines is plotted for 
which the hypothesis is satisfied. It appears that at angles that 
are not too high, the hypothesis of a constant column width 
could very well be true. At high angles, deviations can be 
expected because the "natural" period interferes with the 
imposed periodic boundary conditions. This is illustrated in 
the figure, where the allowed values of the period of strictly 
periodic functions are indicated.

Fig. 8. Autocorrelation function G(z/L) for a simulated film.
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Fig. 9. Period of the structure versus tana for all simulated films. The 
points indicated by the open circles are extremely uncertain.

4. SIMPLIFIED MODEL FOR THE MICROSTRUCTURE 
OF A THREE-DIMENSIONAL FILM
Based on the results mentioned in the previous paragraphs, we 
propose a simplified model in which the two-dimensional film 
is described in terms of a periodic array of dense columns 
(p = 1) with a constant width, separated by empty voids 
(p = 0) with a width V depending on the deposition angle:

V = V0 + V'tana (6)

Realizing that the "shadow" of any formation of already 
condensed particles is simply proportional to tana, this 
dependence strongly suggests that the void widening is a 
purely geometrical effect. The constant contribution can be 
interpreted as being the shadowing effect of a single particle 
due to its finite dimensions measured parallel to the substrate. 
As we already have observed, the void widening is consistent 
with the dependence of the density and the structure period on 
tana both in the simulated films and in real films. The column 
angle a still obeys Eq. (3): tan/3 = l/2 tana. This relation also 
can be explained on the basis of simple geometrical argu­ 
ments, as has been pointed out before. 17

The model can be extended to three dimensions if we 
assume that the two-dimensional model still holds for cross 
sections both parallel (effective angle of incidence = a) and 
perpendicular (effective angle of incidence = 0) to the plane 
through the incident vapor beam and substrate normal. In this 
case, it seems plausible to write, for the void width in any 
vertical cross section making an angle 6 with the projected
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t

Fig. 10. Schematic representation of a horizontal cross section
through a film, showing columns (white) and voids (black). The arrow
indicates the vapor direction.

vapor beam,

V = V. + V'tanacosû . (7)

This dependence on O was proposed earlier by Leamy, Gilmer,
and Dirks."

In a cross section parallel to the substrate, the columnar
structure will look like Fig. 10, in which the widest voids run
perpendicular to the projected vapor beam direction.l"

5. WATER PENETRATION IN OBLIQUELY
DEPOSITED FILMS
The columnar structure of thin films leads to considerable
adsorption of water on the void surface and, at larger values of
the humidity, to capillary condensation of water.21 It has been
observed that the water penetrates preferentially through
large defects into multilayer coatings and then spreads later-
ally. Figure 11 illustrates the water -penetrated areas in an
Ag/ SiOx/ Ag filter; the water affects the effective refractive
index and shifts the design wavelength of the filter, making it
possible to observe the water -penetrated areas under
monochromatic illumination. A number of Ag/ SiOx/ Ag fil-
ters have been prepared in which the SiOx layer is deposited at
angles of 23° , 30° , and 38° . In these filters the observed
patches are elliptical, as is illustrated in Fig. 11(b). In all of
these filters it is observed that the axial ratio of the patches is
about 3:2 and that the long axis is oriented perpendicular to
the vapor incidence plane.

A simple explanation of these results can be obtained if it is
assumed that the velocity of water transport v is proportional
to the void width V. In that case, the projected velocities in the
x- direction, normal to the vapor incidence plane, and the
y- direction, parallel to that plane, are proportional to Vcos0
and VsinO, respectively. Using Eq. (7) and averaging over
randomly oriented voids yields for the average velocities vx
and

vx = k (2V0 + V' 2 tana) ,

vy = k(2V0 + V'tana) ,

where k is a proportionality constant.
From these expressions it becomes clear that for

tana << V,/ V' we have V = vy and, therefore, the patches
are circular. On the other hand, for tana >> V./ V', we find

(8)
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Fig. 11. Water penetration patches in an Ag /SiOx /Ag filter with
SiOx incident (a) normally and (b) at 30° in the arrow direction.

substrate
Fig. 12. Axes chosen for the refractive indices.

v x/ v y
= n-/ 2, and the patches become elliptical with axial

ratio ir:2, oriented with their long axis perpendicular to the
vapor incidence plane.

This model fully explains the experimental observations,
indicating that our simplified microstructure model is valid
for these films.

6. FORM BIREFRINGENCE IN THIN FILMS
As a result of the columnar structure, thin films will exhibit
biaxial birefringence, and, consequently, the films are charac-
terized by three indices of refraction. Figure 12 illustrates the
choice of the axes for these indices.

The refractive indices for such a material are given by22

z
f(ec -e,,)

n ec
I - [(I - I)(ec - ev) /ec]I -)

= 1, 2, 3) (9)

where f is the void volume fraction (f « 1), ec and ev are the

SIKKENS, HODGKINSON, HOROWITZ, MACLEOD, WHARTON

Fig. 10. Schematic representation of a horizontal cross section 
through a film, showing columns (white) and voids (black). The arrow 
indicates the vapor direction.

vapor beam,

v = vo + V'tanacosfl . (7)

This dependence on 6 was proposed earlier by Leamy, Gilmer, 
and Dirks. 17

In a cross section parallel to the substrate, the columnar 
structure will look like Fig. 10, in which the widest voids run 
perpendicular to the projected vapor beam direction. 17

5. WATER PENETRATION IN OBLIQUELY 
DEPOSITED FILMS
The columnar structure of thin films leads to considerable 
adsorption of water on the void surface and, at larger values of 
the humidity, to capillary condensation of water. 21 It has been 
observed that the water penetrates preferentially through 
large defects into multilayer coatings and then spreads later­ 
ally. Figure 11 illustrates the water-penetrated areas in an 
Ag/SiOx /Ag filter; the water affects the effective refractive 
index and shifts the design wavelength of the filter, making it 
possible to observe the water-penetrated areas under 
monochromatic illumination. A number of Ag/SiOx /Ag fil­ 
ters have been prepared in which the SiOx layer is deposited at 
angles of 23°, 30°, and 38°. In these filters the observed 
patches are elliptical, as is illustrated in Fig. 1 l(b). In all of 
these filters it is observed that the axial ratio of the patches is 
about 3:2 and that the long axis is oriented perpendicular to 
the vapor incidence plane.

A simple explanation of these results can be obtained if it is 
assumed that the velocity of water transport v is proportional 
to the void width V. In that case, the projected velocities in the 
x-direction, normal to the vapor incidence plane, and the 
y-direction, parallel to that plane, are proportional to Vcos0 
and Vsin0, respectively. Using Eq. (7) and averaging over 
randomly oriented voids yields for the average velocities v x 
and "v.,

Vx = k 2Vn + V   tana ,

= k(2V0 + V'tana) ,
(8)

where k is a proportionality constant.
From these expressions it becomes clear that for 

tana « V0 / V we have v~x = Vy and, therefore, the patches 
are circular. On the other hand, for tana»V0/V, we find
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Fig. 11. Water penetration patches in an Ag/SiOx /Ag filter with 
SiOx incident (a) normally and (b) at 30° in the arrow direction.
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Fig. 12. Axes chosen for the refractive indices.

v"x /~v y = IT 1 2, and the patches become elliptical with axial 
ratio rr:2, oriented with their long axis perpendicular to the 
vapor incidence plane.

This model fully explains the experimental observations, 
indicating that our simplified microstructure model is valid 
for these films.

6. FORM BIREFRINGENCE IN THIN FILMS
As a result of the columnar structure, thin films will exhibit 
biaxial birefringence, and, consequently, the films are charac­ 
terized by three indices of refraction. Figure 12 illustrates the 
choice of the axes for these indices.

The refractive indices for such a material are given by22

0 = 1,2,3) , (9) J 'c l-[(l-f)(ec - v)/ec]Lj

where f is the void volume fraction (f«1), ec and ev are the
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dielectric constants of the column and void materials, respec-
tively, and Li is the depolarization factor of the voids in the
corresponding direction (L1 + L2 + L3 = 1).

If the void width is much smaller than the film thickness,
which is a realistic assumption, it is clear that L3 O.

Further, if our microstructure model is valid, there is on the
average a larger volume fraction of voids running perpendicu-
lar to the vapor incidence plane than parallel to that plane.
Hence, we have L2 < 0.5 and L1 > 0.5. In that case, we can
conclude from Eq. (9) that n1 < n2 < n3.

To verify this result on experimental films, a number of
different films have been investigated with an ellipsometric
technique. This technique has been described before23 and
involves four measurements to obtain the film thickness and
the three indices of refraction. For example, for a Zr02 film
deposited at 30 °, it is found that n1 = 1.948, n2 = 1.966, and
n3 = 2.033. More detailed results were published elsewhere.23
In all cases it is found that n1 < n2 < n3, in agreement with the
prediction.

Quantitative calculations of the indices have not been
attempted so far. However, from the microstructure model
and Eq. (9), the difference between the indices can be esti-
mated and is found to be in the order of a few percent, which
agrees with the experimental results.

7. CONCLUSIONS
In this paper, it has been demonstrated that computer simula-
tions are useful to obtain insight into the origin and nature of
the typical columnar structure of vapor- deposited thin films.
Apparently, the major factors determining the columnar
growth are the limited mobility of the condensing atoms or
molecules and the geometrical "shadowing" effect. It has been
found from a series of simulations that the structure can be
described in terms of columns with a size independent of the
vapor incidence angle, separated by voids that become wider
with increasing angle of incidence. This simplified picture can
be extended to three dimensions if it is assumed that the
two -dimensional model is still valid for cross sections both
perpendicular and parallel to the vapor incidence plane. Pre-
dictions of the anisotropy of water -penetration fronts and
optical birefringence in thin films, based on this model, are
found to agree with experimental results on obliquely depos-
ited thin films. Further work will include the improvement of

the statistics of the simulation by increasing the number of
particles to about 25,000. This already has been done for
simulations at normal incidence but still needs to be done at
oblique angles. Also, the effect of particle mobility on the
results will be studied by using different relaxation schemes.
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dielectric constants of the column and void materials, respec­ 
tively, and L: is the depolarization factor of the voids in the 
corresponding direction (Lj + 1^ + L3 = 1).

If the void width is much smaller than the film thickness, 
which is a realistic assumption, it is clear that L3 « 0. 
Further, if our microstructure model is valid, there is on the 
average a larger volume fraction of voids running perpendicu­ 
lar to the vapor incidence plane than parallel to that plane. 
Hence, we have L2 < 0.5 and Lj > 0.5. In that case, we can 
conclude from Eq. (9) that n { < n2 < n3 .

To verify this result on experimental films, a number of 
different films have been investigated with an ellipsometric 
technique. This technique has been described before 23 and 
involves four measurements to obtain the film thickness and 
the three indices of refraction. For example, for a ZrO2 film 
deposited at 30°, it is found that n, - 1.948,n2 = 1.966, and 
n3 = 2.033. More detailed results were published elsewhere.23 
In all cases it is found that n, < n2 < n3 , in agreement with the 
prediction.

Quantitative calculations of the indices have not been 
attempted so far. However, from the microstructure model 
and Eq. (9), the difference between the indices can be esti­ 
mated and is found to be in the order of a few percent, which 
agrees with the experimental results.

7. CONCLUSIONS
In this paper, it has been demonstrated that computer simula­ 
tions are useful to obtain insight into the origin and nature of 
the typical columnar structure of vapor-deposited thin films. 
Apparently, the major factors determining the columnar 
growth are the limited mobility of the condensing atoms or 
molecules and the geometrical "shadowing" effect. It has been 
found from a series of simulations that the structure can be 
described in terms of columns with a size independent of the 
vapor incidence angle, separated by voids that become wider 
with increasing angle of incidence. This simplified picture can 
be extended to three dimensions if it is assumed that the 
two-dimensional model is still valid for cross sections both 
perpendicular and parallel to the vapor incidence plane. Pre­ 
dictions of the anisotropy of water-penetration fronts and 
optical birefringence in thin films, based on this model, are 
found to agree with experimental results on obliquely depos­ 
ited thin films. Further work will include the improvement of

the statistics of the simulation by increasing the number of 
particles to about 25,000. This already has been done for 
simulations at normal incidence but still needs to be done at 
oblique angles. Also, the effect of particle mobility on the 
results will be studied by using different relaxation schemes.
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